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A set of multipartite orthogonal product states is strongly nonlocal if it is locally irreducible in
every bipartition, which shows the phenomenon of strong quantum nonlocality without entangle-
ment. It is known that unextendible product bases (UPBs) can show the phenomenon of quantum
nonlocality without entanglement. Thus it is interesting to investigate the strong quantum nonlo-
cality for UPBs. Most of the UPBs with the minimum size cannot demonstrate strong quantum
nonlocality. In this paper, we construct a series of UPBs with different large sizes in dA⊗dB⊗dC and
dA ⊗ dB ⊗ dC ⊗ dD for dA, dB , dC , dD ≥ 3, and we also show that these UPBs have strong quantum
nonlocality, which answers an open question given by Halder et al. [Phys. Rev. Lett. 122, 040403
(2019)] and Yuan et al. [Phys. Rev. A 102, 042228 (2020)] for any possible three and four-partite
systems. Furthermore, we propose an entanglement-assisted protocol to locally discriminate the
UPB in 3⊗3⊗4, and it consumes less entanglement resource than the teleportation-based protocol.
Our results build the connection between strong quantum nonlocality and UPBs.

Keywords: strong quantum nonlocality, unextendible product bases, entanglement-assisted discrimination

I. INTRODUCTION

It is known that a set of nonorthogonal states cannot be perfectly distinguished, and a set of mutually orthogonal
states can be always distinguished by performing a global measurement [1]. However, when the composite quantum
system is distributed among several spatially separated parties, it is not always possible to distinguish the states by
performing local operations and classical communications (LOCC). These states are said to be locally indistinguish-
able. The local indistinguishability plays an important role in quantum data hiding [2–5] and quantum secret sharing
[6–8]. Bennett et al. first showed the phenomenon of quantum nonlocality without entanglement by constructing a
locally indistinguishable orthogonal product basis in a two qutrit system [9]. Consequently, the nonlocality here (or
the local distinguishability based nonlocality that we call) is very different from the most well-known form of quantum
nonlocality also known as Bell nonlocality [10, 11] which can only arise from entangled states. This leads us to explore
this kind of nonlocality. After that, locally indistinguishable sets have been widely investigated [12–30]. Unextendible
product bases (UPBs) are special kinds of locally indistinguishable sets [31, 32]. A UPB for a multipartite quantum
system is an incomplete orthogonal product basis whose complementary subspace contains no product state. The
UPBs can be used to construct positive-partial-transpose (PPT) entangled states and Peres sets [31, 33]. It is also
connected to bound entangled states, fermionic systems, Bell inequalities without quantum violation [12, 31, 34–
37]. Most of the constructions for UPBs are about UPBs with the minimum size [9, 12, 38–41]. It is interesting to
investigate UPBs with large sizes in multipartite systems.

Recently, Halder et al. proposed a strong form of nonlocality based on the concept of local irreducibility of quantum
states [42]. An orthogonal product set (OPS) is locally irreducible means that it is not possible to eliminate one or
more states from the set by orthogonality-preserving local measurements. Under this definition, a locally irreducible
set must be a locally indistinguishable set, while the converse is not true in general. Therefore, constructing locally
irreducible set of orthogonal quantum states is an efficient way to show the local distinguishability based nonlocality.
An OPS is said to be strongly nonlocal if it is locally irreducible in every bipartition. For further study this kind
of nonlocality, it is interesting to investigate the locally irreducibility and the strong quantum nonlocality for OPSs.
Halder et al. constructed two strongly nonlocal OPSs in 3 ⊗ 3 ⊗ 3 and 4 ⊗ 4 ⊗ 4 respectively, which shows the
phenomenon of strong quantum nonlocality without entanglement [42]. In addition, there were several results about
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strongly nonlocal OPSs. A strongly nonlocal OPS in d⊗d⊗d, d⊗d⊗ (d+ 1), 3⊗ 3⊗ 3⊗ 3 and 4⊗ 4⊗ 4⊗ 4 for d ≥ 3
was given in [43]. The authors in [44] constructed a strongly nonlocal OPS in dA ⊗ dB ⊗ dC , dA ⊗ dB ⊗ dC ⊗ dD, and
dA ⊗ dB ⊗ dC ⊗ dD ⊗ dE for dA, dB , dC , dD, dE ≥ 3. Both of Refs. [42, 43] propose an open question: whether one
can find strongly nonlocal UPBs? Specially, Ref. [43] indicates that most of the previous UPBs with the minimum
size cannot be used for building strongly nonlocal UPBs. In [45], the authors show that a strongly nonlocal UPB
with large size in d ⊗ d ⊗ d exists for d ≥ 3, where the UPB was constructed from [46]. However, we still do not
know whether there exist strongly nonlocal UPBs in multipartite systems with non-equal local dimensions. So it is
interesting to consider strongly nonlocal UPBs in general systems, like any possible three and four-partite systems.
Further, some strongly nonlocal orthogonal entangled sets were shown in [47, 48]

When a set of orthogonal states is not locally distinguishable, entanglement can be used as a resource for dis-
tinguishability of such states. This is called the entanglement-assisted discrimination, which was first proposed by
Cohen. In [49], Cohen showed that the tile UPB in 3⊗3 can be perfectly distinguished by using a two-qubit maximally
entangled state. Since then, entanglement-assisted discrimination has attracted a lot of interest [47, 49–57]. Since
a strongly nonlocal UPB is locally indistinguishable in any bipartition, a perfect discrimination of this set needs a
resource state that must be entangled in all bipartitions. In case of the teleportation-based protocol [58], any set of
orthogonal states in m ⊗ n (m ≤ n) can be perfectly distinguished by using an m ⊗m maximally entangled state.
Then the teleportation-based protocol can perfectly distinguish the strongly nonlocal UPB in 3 ⊗ 3 ⊗ 4 by using
3⊗ 3 maximally entangled states shared between any two pairs. Since entanglement is a costly resource in quantum
information, it is important to find a protocol using cheaper resources.

In this paper, we focus on the construction of strongly nonlocal UPBs in any possible three and four-partite systems.
The construction of strongly nonlocal UPBs is more difficult than the construction of strongly nonlocal OPSs, since it
is not easy to check that an OPS is a UPB usually. Thus, new method is required. By using the relation between OPSs
and grid representations, we successfully construct a series of UPBs with different large sizes in three and four-partite
systems. That is, for any 0 ≤ s ≤ bdA−32 c, there exists a UPB of size dAdBdC − 8(s+ 1) in dA ⊗ dB ⊗ dC and a UPB
of size dAdBdCdD − 16(s + 1) in dA ⊗ dB ⊗ dC ⊗ dD for 3 ≤ dA ≤ dB ≤ dC ≤ dD. We also show that these UPBs
are strongly nonlocal by using the techniques from [45]. Further, we propose an entanglement-assisted protocol for
local discrimination of the strongly nonlocal UPB in 3⊗ 3⊗ 4, which consumes less entanglement resource than the
teleportation-based protocol.

The rest of this paper is organized as follows. In Sec. II, we introduce preliminary knowledge. In Sec. III, we
construct tripartite UPBs and show that these UPBs are strongly nonlocal. In Theorem 3 of supplementary material
[59], we show a series of strongly nonlocal UPBs in four-partite systems. In Sec. IV, we consider the entanglement-
assisted discrimination for the strongly nonlocal UPB in 3⊗ 3⊗ 4. Finally, we conclude in Sec. V.

II. PRELIMINARY

In this section, we introduce the preliminary knowledge and facts. Throughout this paper, we do not normalize
states and operators for simplicity, and we consider only pure states and positive operator-valued measure (POVM)
measurements. For any positive integer n ≥ 1, we denote Zn as the set {0, 1, · · · , n − 1}. Assume that {|i〉}i∈Zm is
the computational basis of an m-dimensional Hilbert space. A bipartite state |ψ〉 in m⊗ n can be expressed by

|ψ〉 =
∑

i∈Zm

∑

j∈Zn
ai,j |i〉A|j〉B . (1)

Then |ψ〉 corresponds to an m× n matrix,

M = (ai,j)i∈Zm,j∈Zn . (2)

Note that |ψ〉 is a product state if and only if rank(M) = 1. Assume that |ψi〉 in m ⊗ n corresponds to an m × n
matrix Mi for i = 1, 2, then the inner product

〈ψ1|ψ2〉 = Tr(M†1M2). (3)

An unextendible product basis (UPB) for a multipartite quantum system is an incomplete orthogonal product basis
whose complementary subspace contains no product state. For example, the SHIFTS UPB in 2⊗ 2⊗ 2 is as follows
[31],

|ψ0〉 = |0〉A|1〉B |+〉C , |ψ1〉 = |1〉A|+〉B |0〉C ,
|ψ2〉 = |+〉A|0〉B |1〉C , |ψ3〉 = |−〉A|−〉B |−〉C ,
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where |±〉 = (|0〉 ± |1〉)/
√

2.
A local measurement performed to distinguish a set of multipartite mutually orthogonal states is called an

orthogonality-preserving local measurement, if the postmeasurement states keep being mutually orthogonal. Spe-
cially, a measurement is trivial if all the POVM elements are proportional to the identity operator. In [42], the
authors proposed the concept of strong quantum nonlocality. An orthogonal product set (OPS) is said to be strongly
nonlocal if it is locally irreducible in every bipartition. Note that an OPS is a locally irreducible set means that it
is not possible to eliminate one or more states from the set by orthogonality-preserving local measurements. There
exists an efficient way to check whether an OPS is strongly nonlocal [45]. Assume that an OPS {|ψ〉} ⊂ ⊗n

i=1HAi .
Let B1 = {A2A3 . . . An}, B2 = {A3 . . . AnA1}, B3 = {A4 . . . AnA1A2}, . . . , Bn = {A1 . . . An−1}. If the party Bi can
only perform a trivial orthogonality-preserving POVM for any 1 ≤ i ≤ n, then the OPS {|ψ〉} is strongly nonlocal.

In this paper, we show a series of strongly nonlocal UPBs in dA ⊗ dB ⊗ dC and dA ⊗ dB ⊗ dC ⊗ dD for any
dA, dB , dC , dD ≥ 3 respectively. Without loss of generality, we always assume that 3 ≤ dA ≤ dB ≤ dC ≤ dD. In
[44], the authors gave a decomposition for the outermost layer of 3,4-dimensional hypercubes, and our construction of
UPBs in this paper is inspired by this decomposition. Since any OPS in 2⊗ n is locally reducible [12, 33], a strongly
nonlocal UPB in dA ⊗ dB ⊗ dC and dA ⊗ dB ⊗ dC ⊗ dD must satisfy dA, dB , dC , dD ≥ 3. Our construction achieves
the minimum quantum system necessary for the existence of such a UPB.

Next, we introduce two basic lemmas from [45], which are useful for showing strong quantum nonlocality. Let Hn be
an n-dimensional Hilbert space. Assume that the computational basis of Hn is {|0〉, |1〉, · · · , |n−1〉}. For any operator
E on Hn, we denote the matrix E as the matrix representation of the operator E under the computational basis. In
general, we do not distinguish the operator E and the matrix E. Given any n×n matrix E :=

∑n−1
i=0

∑n−1
j=0 ai,j |i〉〈j|,

for S, T ⊆ {|0〉, |1〉, · · · , |n− 1〉}, we define

SET :=
∑

|s〉∈S

∑

|t〉∈T
as,t|s〉〈t|.

It means that SET is a submatrix of E with row coordinates S and column coordinates T . In the case S = T , we
denote ES := SES for simplicity. Given a set S ⊆ {|0〉, |1〉, · · · , |n − 1〉}, an orthogonal set {|ψi〉}i∈Zs is spanned by
S, if for any i ∈ Zs, |ψi〉 is a linear combination of the states from S.

Lemma 1 (Block Zeros Lemma [45]) Let an n × n matrix E = (ai,j)i,j∈Zn be the matrix representation of an
operator E = M†M under the basis B = {|0〉, |1〉, . . . , |n − 1〉}. Given two nonempty disjoint subsets S and T of
B, assume that {|ψi〉}i∈Zs , {|φj〉}j∈Zt are two orthogonal sets spanned by S and T respectively, where s = |S|, and
t = |T |. If 〈ψi|E|φj〉 = 0 for any i ∈ Zs and j ∈ Zt, then SET = 0 and T ES = 0.

Lemma 2 (Block Trivial Lemma [45]) Let an n × n matrix E = (ai,j)i,j∈Zn be the matrix representation of an
operator E = M†M under the basis B = {|0〉, |1〉, . . . , |n− 1〉}. Given a nonempty subset S := {|u0〉, |u1〉, . . . , |us−1〉}
of B, let {|ψj〉}j∈Zs be an orthogonal set spanned by S. Assume that 〈ψi|E|ψj〉 = 0 for any i 6= j ∈ Zs. If there exists
a state |ut〉 ∈ S, such that {|ut〉}ES\{|ut〉} = 0 and 〈ut|ψj〉 6= 0 for any j ∈ Zs, then ES ∝ IS .

III. STRONGLY NONLOCAL TRIPARTITE UPBS

In this section, we construct strongly nonlocal tripartite UPBs. In Example 3, we show a UPB in 3⊗ 3⊗ 4. Then
we generalize this UPB to the space dA ⊗ dB ⊗ dC in Proposition 4, and prove its strong quantum nonlocality in
Proposition 5. In fact, we show a series of strongly nonlocal UPBs of different sizes in dA ⊗ dB ⊗ dC in Theorem 6.

Let wn = e
2π
√
−1
n be the n-th unit root, and let sum(M) be the sum of all entries of the matrix M .

First, we consider a simple example in 3⊗ 3⊗ 4. Let

A1 := {|ψ1(i, k)〉 = |ξi〉A|0〉B |ηk〉C : (i, k) ∈ Z2 × Z3 \ {(0, 0)}},
A2 := {|ψ2(i, j)〉 = |ξi〉A|ηj〉B |3〉C : (i, j) ∈ Z2 × Z2 \ {(0, 0)}},
A3 := {|ψ3(j, k)〉 = |2〉A|ξj〉B |ηk〉C : (j, k) ∈ Z2 × Z3 \ {(0, 0)}},
A4 := {|ψ4〉 = |2〉A|2〉B |3〉C},
B1 := {|φ1(i, k)〉 = |ηi〉A|2〉B |ξk〉C : (i, k) ∈ Z2 × Z3 \ {(0, 0)}},
B2 := {|φ2(i, j)〉 = |ηi〉A|ξj〉B |0〉C : (i, j) ∈ Z2 × Z2 \ {(0, 0)}},
B3 := {|φ3(j, k)〉 = |0〉A|ηj〉B |ξk〉C : (j, k) ∈ Z2 × Z3 \ {(0, 0)}},
B4 := {|φ4〉 = |0〉A|0〉B |0〉C},
F := {|ϕ(k)〉 = |1〉A|1〉B |βk〉C : k ∈ Z2 \ {0}},

(4)
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|S〉 :=

(
2∑

i=0

|i〉
)

A




2∑

j=0

|j〉




B

(
3∑

k=0

|k〉
)

C

,

where |ηs〉X = |0〉X + (−1)s|1〉X , |ξs〉X = |1〉X + (−1)s|2〉X for s ∈ Z2, X ∈ {A,B}, |ηs〉C =
∑2

t=0 w
st
3 |t〉C , |ξs〉C =∑2

t=0 w
st
3 |t+ 1〉C for s ∈ Z3 and |βs〉C = |1〉C + (−1)s|2〉C for s ∈ Z2.

The state |S〉 is called a “stopper” state. It is easy to see that ∪3i=1(Ai ∪Bi)∪F ∪ {|S〉} is an OPS, and ∪3i=1(Ai ∪
Bi) ∪ F ∪3i=1 {|ψi(0, 0)〉, |φi(0, 0)〉} ∪ {|ψ4〉} ∪ {|φ4〉} ∪ {|ϕ(0)〉} is a complete orthogonal basis in C3 ⊗ C3 ⊗ C4. The
nine subsets Ai,Bi (i = 1, 2, 3, 4) and F in A|BC bipartition correspond to the nine blocks of 3 × 12 grid in Fig. 1.
For example, A1 corresponds to the 2× 3 grid {(1, 2)× (00, 01, 02)}. Moreover, Ai is symmetrical to Bi for 1 ≤ i ≤ 4.
If we delete A4,B4, and add the “stopper” state |S〉, we can obtain a UPB in 3⊗ 3⊗ 4.

0

2

A 1

00 01 02 03 13 11 12 10 20 21 22 23

BC

𝒜1 𝒜2

𝒜3 𝒜4

ℬ1ℬ2
ℬ3ℬ4

𝓕

FIG. 1: The corresponding 3× 12 grid of Ai,Bi (i = 1, 2, 3, 4) and F (Eq. (4)) in A|BC bipartition. For example, A1

corresponds to the 2× 3 grid {(1, 2)× (00, 01, 02)}. Moreover, Ai is symmetrical to Bi for 1 ≤ i ≤ 4.

Example 3 In 3⊗ 3⊗ 4, the set of states ∪3i=1(Ai ∪ Bi) ∪ F ∪ {|S〉} given by Eq. (4) is a UPB of size 28.

Proof. Let H be the space spanned by the states in ∪3i=1(Ai ∪ Bi) ∪ F ∪ {|S〉}. For any state |ψ〉 ∈ H⊥, we only
need to show that |ψ〉 must be an entangled state. We prove it by contradiction. Assume there exists a product state
|ψ〉 ∈ H⊥. Let H1 be the space spanned by the states in ∪3i=1(Ai ∪ Bi) ∪ F . Since H1 ⊂ H, we have H⊥ ⊂ H⊥1 .
Moreover,

H⊥1 = span{|ψ1(0, 0)〉, |ψ2(0, 0)〉, |ψ3(0, 0)〉, |ψ4〉, |φ1(0, 0)〉, |φ2(0, 0)〉, |φ3(0, 0)〉, |φ4〉, |ϕ(0)〉}.

Then |ψ〉 can be expressed by

|ψ〉 = a0|ψ1(0, 0)〉+ b0|ψ2(0, 0)〉+ c0|ψ3(0, 0)〉+ d0|ψ4〉+ a1|φ1(0, 0)〉+ b1|φ2(0, 0)〉+ c1|φ3(0, 0)〉+ d1|φ4〉+ e|ϕ(0)〉,

where a0, b0, c0, d0, a1, b1, c1, d1, e ∈ C. By assumption, |ψ〉 is a product state, and 〈S|ψ〉 = 0.
Next, we consider the matrix form of |ψ〉 in A|BC bipartition. It corresponds to the 3 × 12 matrix M in A|BC

bipartition, where

𝑎0 𝑎0 𝑎0 𝑏0 𝑏0 𝑐0 𝑐0 𝑐0 𝑐0 𝑐0 𝑐0 𝑑0
𝑎0 𝑎0 𝑎0 𝑏0 𝑏0 𝑒 𝑒 𝑏1 𝑏1 𝑎1 𝑎1 𝑎1

𝑑1 𝑐1 𝑐1 𝑐1 𝑐1 𝑐1 𝑐1 𝑏1 𝑏1 𝑎1 𝑎1 𝑎1

11 12 10 20 21 22 2300 01 02 03 13

0

1

2

𝑀 =

BC

A

and

rank(M) = 1. (5)

Note that M has a similar structure as Fig. 1. It means that x0 is symmetrical to x1 for x ∈ {a, b, c, d}. The state
|S〉 corresponds to the matrix S in A|BC bipartition, where

S =




1 1 1 1 1 1 1 1 1 1 1 1
1 1 1 1 1 1 1 1 1 1 1 1
1 1 1 1 1 1 1 1 1 1 1 1


 , Tr(S†M) = sum(M) = 0. (6)
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Every element of M has coordinate (A,BC). For example, d0 has coordinate (2, 23). If we consider AB|C biparti-
tion, then we can rearrange the first row of M to a 3 × 4 matrix, denoted by M2 through (AB,C) coordinates. For
example, d0 has coordinate (22, 3) in M2. Similarly, we can rearrange the last row of M to a 3 × 4 matrix, denoted
by M0 through (AB,C) coordinates. Thus we obtain M2 and M0, where

 
𝑀2 = 

𝑐0 𝑐0 𝑐0 𝑑0 

𝑐0 𝑐0 𝑐0 𝑏0 

𝑎0   𝑎0   𝑎0  𝑏0 

0 1 2 3 

C 

22 

21 AB ,
 

20 

 
𝑀0 = 

𝑏1 𝑎1   𝑎1   𝑎1 

𝑏1 𝑐1 𝑐1 𝑐1 

𝑑1   𝑐1 𝑐1 𝑐1 

0 1 2 3 

C 

02 

01 
AB.

 

00 

Since |ψ〉 is seperable in AB|C bipartition, we must have

rankM2 = 0 or 1, (7)

rankM0 = 0 or 1. (8)

Assume a0 6= 0. Since rank(M) = 1, we have c1 = d1, and c0 = e = b1 = a1 = d0.

(i) If c0 = 0, then b0 = 0 by Eq. (7), and c1 = 0 by Eq. (8), which is impossible by Eq. (6).

(ii) If c0 6= 0, then c0 = a0 = b0 by Eq. (7), and c0 = c1 by Eq. (8), which is impossible by Eq. (6).

Thus we have a0 = 0. By the symmetry of M , we must have a1 = 0.
Assume b0 6= 0. Since rank(M) = 1, we have c1 = d1 = 0, and c0 = e = b1 = a1 = d0 = 0. This is impossible by

Eq. (6). So we must have b0 = b1 = 0.
Assume d1 6= 0. Since rank(M) = 1, we have e = c0 = d0 = 0. By Eq. (8), we obtain c1 = 0. This is impossible by

Eq. (6). So we must have d0 = d1 = 0.
Assume c1 6= 0. Since rank(M) = 1, we have e = c0 = 0. This is impossible by Eq. (6). So we have c0 = c1 = 0.
Since sum(M) = 0, we must have e = 0, which contradicts rank(M) = 1.
Thus |ψ〉 must be an entangled state, and the set of states ∪3i=1(Ai ∪ Bi) ∪ F ∪ {|S〉} is a UPB. ut

Next, we generalize the above UPB to the space dA ⊗ dB ⊗ dC . Let

A1 := {|ξi〉A|0〉B |ηk〉C : (i, k) ∈ ZdA−1 × ZdC−1 \ {(0, 0)}},
A2 := {|ξi〉A|ηj〉B |dC − 1〉C : (i, j) ∈ ZdA−1 × ZdB−1 \ {(0, 0)}},
A3 := {|dA − 1〉A|ξj〉B |ηk〉C : (j, k) ∈ ZdB−1 × ZdC−1 \ {(0, 0)}},
A4 := {|dA − 1〉A|dB − 1〉B |dC − 1〉C},
B1 := {|ηi〉A|dB − 1〉B |ξk〉C : (i, k) ∈ ZdA−1 × ZdC−1 \ {(0, 0)}},
B2 := {|ηi〉A|ξj〉B |0〉C : (i, j) ∈ ZdA−1 × ZdB−1 \ {(0, 0)}},
B3 := {|0〉A|ηj〉B |ξk〉C : (j, k) ∈ ZdB−1 × ZdC−1 \ {(0, 0)}},
B4 := {|0〉A|0〉B |0〉C},
F := {|βi〉A|βj〉B |βk〉C : (i, j, k) ∈ ZdA−2 × ZdB−2 × ZdC−2 \ {(0, 0, 0)}},

|S〉 :=

(
dA−1∑

i=0

|i〉
)

A




dB−1∑

j=0

|j〉




B

(
dC−1∑

k=0

|k〉
)

C

,

(9)

where |ηs〉X =
∑dX−2

t=0 wst
dX−1|t〉X , and |ξs〉X =

∑dX−2
t=0 wst

dX−1|t + 1〉X for s ∈ ZdX−1, and X ∈ {A,B,C}, |βs〉X =∑dX−3
t=0 wst

dX−2|t+ 1〉X for s ∈ ZdX−2, and X ∈ {A,B,C}.
Note that {|ηs〉X}s∈ZdX−1

, {|ξs〉X}s∈ZdX−1
, and {|βs〉X}s∈ZdX−2

are three orthogonal sets, X ∈ {A,B,C}, which are

spanned by {|t〉X}dX−2t=0 , {|t〉X}dX−1t=1 , and {|t〉X}dX−2t=1 , respectively. This extends the definitions of states in 3⊗3⊗4 in
Eq. (4). The nine subsets Ai,Bi (i = 1, 2, 3, 4) and F in A|BC bipartition correspond to the nine blocks of dA×dBdC
grid in Fig. 2. Then we have the following proposition.
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𝒜1 𝒜2

𝒜3

𝓕
ℬ2 ℬ1

ℬ3

(𝒅𝑨−𝟏)

𝟏

(𝒅𝑪−𝟏) (𝒅𝑩−𝟏) (𝒅𝑩− 𝟏 )(𝒅𝑪−𝟏) 𝟏

𝒜4

ℬ4

FIG. 2: The corresponding dA × dBdC grid of Ai,Bi (i = 1, 2, 3, 4) and F (Eq.(9)) in A|BC bipartition. Moreover,
Ai is symmetrical to Bi for 1 ≤ i ≤ 4.

Proposition 4 In dA ⊗ dB ⊗ dC , 3 ≤ dA ≤ dB ≤ dC , the set of states ∪3i=1(Ai ∪ Bi) ∪ F ∪ {|S〉} given by Eq. (9) is
a UPB of size dAdBdC − 8.

The proof of Proposition 4 is given in Appendix A. Next, we consider the strong quantum nonlocality for UPBs.

Proposition 5 In dA⊗ dB ⊗ dC , 3 ≤ dA ≤ dB ≤ dC , the UPB ∪3i=1(Ai ∪Bi)∪F ∪ {|S〉} given by Eq. (9) is strongly
nonlocal.

Proof. Denote U := ∪3i=1(Ai∪Bi)∪F∪{|S〉}. Let B and C come together to perform a joint orthogonality-preserving
POVM {E = M†M}, where E = (aij,k`)i,k∈ZdB ,j,`∈ZdC . Then the postmeasurement states {IA ⊗M |ψ〉 : |ψ〉 ∈ U}
should keep being mutually orthogonal. Assume that |ψ1〉A|ψ2〉B |ψ3〉C , |ϕ1〉A|ϕ2〉B |ϕ3〉C ∈ U . Then

A〈ψ1|B〈ψ2|C〈ψ3|IA ⊗ E|ϕ1〉A|ϕ2〉B |ϕ3〉C = 〈ψ1|ϕ1〉A(B〈ψ2|C〈ψ3|E|ϕ2〉B |ϕ3〉C) = 0. (10)

If 〈ψ1|ϕ1〉A 6= 0, then B〈ψ2|C〈ψ3|E|ϕ2〉B |ϕ3〉C = 0. By using this property, we need to show that E ∝ I. If we can
show that E ∝ I, then it means that BC can only perform a trivial orthogonality-preserving POVM. Since the nine
subsets Ai,Bi (i = 1, 2, 3, 4), F in any bipartition of {A|BC,C|AB,B|CA} correspond to a similar grid as Fig. 2,
this implies that any of the party {BC,AB,CA} can only perform a trivial orthogonality-preserving POVM. Then
we obtain that the UPB U is strongly nonlocal. More details for showing E ∝ I are given in Appendix B. ut

Note that the states in Ai or Bi (i = 1, 2, 3, 4) in Eq. (9) are defined by the outermost layer of a dA×dB ×dC cube,
and the states in F are just defined by all inner cells. By observing this, we can construct more strongly nonlocal
UPBs in dA ⊗ dB ⊗ dC by continuing to decompose F in Fig. 2 by the similar tiling method. Suppose we are on the
n-th layer from outside to inside, 0 ≤ n ≤ bdA−32 c. Let Xn := dX − 2n for X ∈ {A,B,C}. Then we can define the
following states,

A(n)
1 := {|ξ(n)i 〉A|n〉B |η

(n)
k 〉C : (i, k) ∈ ZAn−1 × ZCn−1 \ {(0, 0)}},

A(n)
2 := {|ξ(n)i 〉A|η

(n)
j 〉B |dC − 1− n〉C : (i, j) ∈ ZAn−1 × ZBn−1 \ {(0, 0)}},

A(n)
3 := {|dA − 1− n〉A|ξ(n)j 〉B |η

(n)
k 〉C : (j, k) ∈ ZBn−1 × ZCn−1 \ {(0, 0)}},

A(n)
4 := {|dA − 1− n〉A|dB − 1− n〉B |dC − 1− n〉C},
B(n)1 := {|η(n)i 〉A|dB − 1− n〉B |ξ(n)k 〉C : (i, k) ∈ ZAn−1 × ZCn−1 \ {(0, 0)}},
B(n)2 := {|η(n)i 〉A|ξ

(n)
j 〉B |n〉C : (i, j) ∈ ZAn−1 × ZBn−1 \ {(0, 0)}},

B(n)3 := {|n〉A|η(n)j 〉B |ξ
(n)
k 〉C : (j, k) ∈ ZBn−1 × ZCn−1 \ {(0, 0)}},

B(n)4 := {|n〉A|n〉B |n〉C},
F (n) := {|β(n)

i 〉A|β
(n)
j 〉B |β

(n)
k 〉C : (i, j, k) ∈ ZAn−2 × ZBn−2 × ZCn−2 \ {(0, 0, 0)}},

|S〉 =

(
dA−1∑

i=0

|i〉
)

A




dB−1∑

j=0

|j〉




B

(
dC−1∑

k=0

|k〉
)

C

,

(11)

where |η(n)s 〉X =
∑Xn+n−2

t=n w
s(t−n)
Xn−1 |t〉X , and |ξ(n)s 〉X =

∑Xn+n−2
t=n w

s(t−n)
Xn−1 |t+ 1〉X , for s ∈ ZXn−1, and X ∈ {A,B,C},

|β(n)
s 〉X =

∑Xn+n−3
t=n w

s(t−n)
Xn−2 |t+ 1〉X for s ∈ ZXn−2, and X ∈ {A,B,C}.
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Note that {|η(n)s 〉X}s∈ZXn−1
, {|ξ(n)s 〉X}s∈ZXn−1

, and {|β(n)
s 〉X}s∈ZXn−2

are three orthogonal sets, X ∈ {A,B,C},
which are spanned by {|t〉X}Xn+n−2

t=n , {|t〉X}Xn+n−1
t=n+1 , and {|t〉X}Xn+n−2

t=n+1 , respectively. This extends the definition of

states in Eq. (9) from n = 0 to general n. Specially, A(0)
i ,B(0)i (i = 1, 2, 3, 4), F (0) are Ai,Bi (i = 1, 2, 3, 4), F of Eq. (9)

exactly, which correspond to Fig. 2 in A|BC bipartition. Next, when dA ≥ 5, A(0)
i ,B(0)i , A(1)

i ,B(1)i (i = 1, 2, 3, 4), F (1)

correspond to Fig. 3 in A|BC bipartition. Then we have the following theorem.

𝓕
(1)𝒜1

(0)
𝒜2

(0)

𝒜3
(0)

𝒜4
(0)

𝓑1
(0)

𝓑2
(0)

𝓑3
(0)

𝓑4
(0)

𝓑1
(1)

𝓑2
(1)

𝓑3
(1)

𝓑4
(1)

𝒜1
(1)

𝒜2
(1)

𝒜3
(1) 𝒜4

(1)

FIG. 3: The corresponding dA×dBdC grid of A(0)
i ,B(0)i , A(1)

i ,B(1)i (i = 1, 2, 3, 4), F (1) (Eq. (11)) in A|BC bipartition,
where dA ≥ 5.

Theorem 6 In dA ⊗ dB ⊗ dC , 3 ≤ dA ≤ dB ≤ dC , for any 0 ≤ n ≤ bdA−32 c, the set

Un := ∪nt=0(∪3i=1(A(t)
i ∪ B

(t)
i )) ∪ F (n) ∪ {|S〉}

given by Eq. (11) is a strongly nonlocal UPB of size dAdBdC − 8(n+ 1).

The proof of Theorem 6 is given in Appendix C. By now, we have shown strongly nonlocal UPBs exist in any three-
partite systems. For four-partite systems, strongly nonlocal UPBs are shown to exist in Supplementary material [59]
by using the similar method. In [44], the authors gave a decomposition of the 5-dimensional hypercube, which may
be used for constructing strongly nonlocal UPBs in any five-partite systems. However, it requires more calculations.
We leave this as an open question.

IV. ENTANGLEMENT-ASSISTED DISCRIMINATION

In this section, we investigate the local discrimination of the strongly nonlocal UPB in 3⊗ 3⊗ 4 in Example 3 by
using entanglement as a resource. In a protocol of local quantum state discrimination, a multipatite quantum system
is prepared with a state which is secretly chosen from a known set, and the purpose is to determine in which state the
system is by using LOCC only. If the set of states is locally indistinguishable, then additional entanglement resources
can assist for perfect discrimination. This process is called entanglement-assisted discrimination [49].

2

number of equations should be reduced by, for instance, moving them to the appendices or
wrapping them up into a single formula with many indices. In fact, it would be enough to state
the main result of this section as a theorem with a sketch of the proof, and move the detailed
considerations to the appendix.

Reply: We thank the referee for these relevant comments. We added several sentences in first
paragraph of Sec. IV for the description of the entanglement-assisted discrimination problem.
“Local quantum state discrimination refers to the act in a quantum system, consisting of several
parts held by separated observers, whereby a state secretly chosen from a set of prespecified
orthogonal quantum states is shared by these parties, and the goal is to identify in which
state the system is, only using LOCC. If the set of states is locally indistinguishable, then
it needs additional entanglement resources for perfect discrimination. This process is called
entanglement-assisted discrimination.”

We also the extended the notations in the second paragraph of Sec. IV. “The configuration of
entanglement resources can be described by {(p, |Φ(d1)〉)a,b, (q, |Φ(d2)〉)a,c, (r, |Φ(d3)〉)b,c} [5, 6].
Here, (p, |Φ(d1)〉)a,b means that an amount p of the maximally entangled state |Φ(d1)〉 is shared
by Alice and Bob; (q, |Φ(d2)〉)a,c means that an amount q of the maximally entangled state
|Φ(d2)〉 is shared by Alice and Charlie; (r, |Φ(d3)〉)b,c means that an amount r of the maximally

entangled state |Φ(d3)〉 is shared by Bob and Charlie, where |Φ(d)〉X,Y =
∑d−1

k=0 |k〉X |k〉Y for
X, Y ∈ {a, b, c}. It consumes p log2 d1 + q log2 d2 + r log2 d3 ebits of entanglement resource.”

For the convenience of readers, we also added Fig. 1 for our configuration of entanglement-
assisted discrimination.

Bob Charlie

Alice

(p, |Φ(d1)〉)A,B (q, |Φ(d2)〉)A,C

(r, |Φ(d3)〉)B,C
FIG. 1: Entanglement-assisted discrimination. A strongly nonlocal tripartite UPB is shared by Alice, Bob and
Charlie. Their aim is to distinguish these states in the UPB by using LOCC only. For perfect discrimination of
the UPB, an amount p of the maximally entangled state |Φ(d1)〉a,b is shared by Alice and Bob; an amount q of the
maximally entangled state |Φ(d2)〉a,c is shared by Alice and Charlie, and an amount r of the maximally entangled

state |Φ(d2)〉b,c is shared by Bob and Charlie, where |Φ(d)〉X,Y =
∑d−1

k=0 |k〉X |k〉Y for X,Y ∈ {a, b, c}. It consumes
p log2 d1 + q log2 d2 + r log2 d3 ebits of entanglement resource.

We moved the proof of Proposition 7 to Appendix D.

3. English should be considerably improved. Below I provide a sample of expressions and sentences
that are to be corrected.

(1) ‘Pere sets’ → ‘Peres sets’.

(2) Ref. [31], ‘peres set’ → ‘Peres set’.

FIG. 4: Entanglement-assisted discrimination. A strongly nonlocal tripartite UPB is shared by Alice, Bob and
Charlie. Their aim is to distinguish these states in the UPB by using LOCC only. For perfect discrimination of the
UPB, an amount p of the maximally entangled state |Φ(d1)〉A,B is shared by Alice and Bob; an amount q of the
maximally entangled state |Φ(d2)〉A,C is shared by Alice and Charlie, and an amount r of the maximally entangled

state |Φ(d2)〉B,C is shared by Bob and Charlie, where |Φ(d)〉X,Y =
∑d−1

k=0 |k〉X |k〉Y for X,Y ∈ {A,B,C}. It consumes
p log2 d1 + q log2 d2 + r log2 d3 ebits of entanglement resource.
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Assume a strongly nonlocal tripartite UPB is shared by Alice, Bobs and Charlie. Since a strongly nonlocal
UPB is locally indistinguishable in any bipartition, a perfect discrimination of this set needs a resource state
that must be entangled in all bipartitions. The configuration of entanglement resources can be described by
{(p, |Φ(d1)〉)A,B , (q, |Φ(d2)〉)A,C , (r, |Φ(d3)〉)B,C} [47, 55]. Here, (p, |Φ(d1)〉)A,B means that an amount p of the maxi-
mally entangled state |Φ(d1)〉 is shared by Alice and Bob; (q, |Φ(d2)〉)A,C means that an amount q of the maximally
entangled state |Φ(d2)〉 is shared by Alice and Charlie; (r, |Φ(d3)〉)B,C means that an amount r of the maximally entan-

gled state |Φ(d3)〉 is shared by Bob and Charlie, where |Φ(d)〉X,Y =
∑d−1

k=0 |k〉X |k〉Y for X,Y ∈ {A,B,C}. It consumes
p log2 d1+q log2 d2+r log2 d3 ebits of entanglement resource. See Fig. 4 for this configuration of entanglement-assisted
discrimination. Now, we give a discrimination protocol for the strongly nonlocal UPB given by Eq. (4).

Proposition 7 In 3 ⊗ 3 ⊗ 4, the strongly nonlocal UPB ∪3i=1(Ai ∪ Bi) ∪ F ∪ {|S〉} given by Eq. (4) can be locally
distinguished by using {(1, |Φ(2)〉)A,B , (0, |Φ(d2)〉)A,C , (1, |Φ(2)〉)B,C} for any positive d2, which consumes 2 ebits of
entanglement resource.

The proof of Proposition 7 is given in Appendix D. If we only use the teleportation-based pro-
tocol [55, 58], the strongly nonlocal UPB given by Eq. (4) can be locally distinguished by using
{(1, |Φ(3)〉)A,B , (0, |Φ(d2)〉)A,C , (1, |Φ(3)〉)B,C}, which consumes 2 log2 3 ebits of entanglement resource. Thus the
protocol in Proposition 7 consumes less entanglement resource than the teleportation-based protocol.

V. CONCLUSION AND DISCUSSION

In this work, we have constructed a series of strongly nonlocal UPBs of different sizes in any possible three and
four-partite systems. We have also proposed an entanglement-assisted protocol for local discrimination of the strongly
nonlocal UPB in 3⊗ 3⊗ 4. All of our UPBs of large sizes can be used to construct PPT entangled states with small
rank. For example, in Proposition 4, for a normalized UPB {|ψi〉}dAdBdC−8

i=1 in dA ⊗ dB ⊗ dC for 3 ≤ dA ≤ dB ≤ dC ,
the mixed state

ρ =
1

8
(I−

dAdBdC−8∑

i=1

|ψi〉〈ψi|)

is a PPT entangled state with rank 8. Further our UPBs of large sizes can be also used for low-rank noisy bound
entangled states which satisfy the range criterion [60]. Bipartite noisy bound entangled states that satisfy the range
criterion were shown in [61]. There are some open questions left. Whether UPBs with the minimum size can show
strong quantum nonlocality? Whether one can generalize our constructions on d1 ⊗ d2 ⊗ · · · ⊗ dn for n ≥ 5?
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Appendix A: The proof of Proposition 4

Proof. For the same discussion as Example 3, we can assume that |ψ〉 is a product state in the complementary
space of the space spanned by the states in ∪3i=1(Ai ∪ Bi) ∪ F ∪ {|S〉}. Then we consider the matrix form of |ψ〉 in
A|BC and AB|C bipartitions. First, we consider A|BC bipartition. We have

M =




a0 a0 · · · a0 b0 · · · b0 c0 · · · c0 c0 · · · c0 c0 · · · c0 d0
a0 a0 · · · a0 b0 · · · b0 e · · · e b1 · · · b1 a1 · · · a1 a1
...

...
. . .

...
...

. . .
...

...
. . .

...
...

. . .
...

...
. . .

...
...

a0 a0 · · · a0 b0 · · · b0 e · · · e b1 · · · b1 a1 · · · a1 a1
d1 c1 · · · c1 c1 · · · c1 c1 · · · c1 b1 · · · b1 a1 · · · a1 a1



, (A1)
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and

rank(M) = 1, sum(M) = 0. (A2)

Then we consider AB|C bipartition. We can rearrange the first row of M to the dB × dC matrix M(dA−1) through
(AB,C) coordinates of M , and rearrange the last row of M to the dB × dC matrix M0 through (AB,C) coordinates
of M , where

M(dA−1) =




c0 c0 · · · c0 d0
c0 c0 · · · c0 b0
...

...
. . .

...
...

c0 c0 · · · c0 b0
a0 a0 · · · a0 b0



, rank(M(dA−1)) = 0 or 1, (A3)

and

M0 =




b1 a1 · · · a1 a1
b1 c1 · · · c1 c1
...

...
. . .

...
...

b1 c1 · · · c1 c1
d1 c1 · · · c1 c1



, rank(M0) = 0 or 1. (A4)

For the same proof as Example 3, we can show that M do not exist by Eqs. (A2), (A3) and (A4). Thus |ψ〉 must be
an entangled state, and ∪3i=1(Ai ∪ Bi) ∪ F ∪ {|S〉} is a UPB. ut

Appendix B: The proof of Proposition 5

Proof. First of all, we need to introduce some notations which have been introduced by [45]. Let S =
{|ψ1〉A|ψ2〉B |ψ3〉} be a tripartite orthogonal product set. Define

S(|ψ〉A) := {|ψ2〉B |ψ3〉C : |ψ〉A|ψ2〉B |ψ3〉C ∈ S}.

Moreover, define S(A) = {|j〉B |k〉C : j, k ∈ Zn} as the support of S(|ψ〉A) which spans S(|ψ〉A). For ex-
ample, in Eq. (4), A1 := {|ξi〉A|0〉B |ηj〉C : (i, j) 6= (0, 0) ∈ Z2 × Z3}. Then A1(|ξ1〉A) = {|0〉A|ηj〉C}j∈Z3

,

A(A)
1 = {|0〉B |0〉C , |0〉B |1〉C , |0〉B |2〉C}, and A1(|ξ1〉A) is spanned by A(A)

1 . Actually, A(A)
i ,B(A)

i (i = 1, 2, 3, 4), F (A)

in Eq. (4) can be easily observed by Fig. 1. They are the projection sets of Ai,Bi (i = 1, 2, 3, 4), F in BC party in
Fig. 1. Now, we give three steps for the proof.
Step 1 Since 〈ξ1|η1〉A 6= 0, applying Block Zeros Lemma to any two elements of {A1(|ξ1〉A), A2(|ξ1〉A), B2(|η1〉A),
B1(|η1〉A)}, we obtain

A(A)
i
EA(A)

j
= 0, A(A)

i
EB(A)

k

= 0, B(A)
k

EB(A)
`

= 0, B(A)
k

EA(A)
i

= 0, (B1)

for 1 ≤ i 6= j ≤ 2, 1 ≤ k 6= ` ≤ 2. Note that if dA = 3, |βi〉A must be |β0〉A in F . So we can not apply Block Zeros
Lemma to F(|β1〉A) and A1(|ξ1〉A). In order to obtain F(A)EA(A)

1
= 0, we consider A3(|dA − 1〉A) and A1(|ξ1〉A).

Then for (j, k) ∈ ZdB−1 × ZdC−1 \ {(0, 0)}, and i ∈ ZdC−1, we have

B〈ξj |C〈ηk|E|0〉B |ηi〉C = B

(
dB−2∑

t1=0

w−jt1dB−1〈t1 + 1|
)

C

(
dC−2∑

t2=0

w−kt2dC−1〈t2|
)
E|0〉B

(
dC−2∑

t3=0

wit3
dC−1|t3〉

)

C

= 0. (B2)

We have shown that B〈j + 1|C〈0|E|0〉B |i〉C = 0 for j ∈ ZdB−1, i ∈ ZdC−1, and B〈dB − 1|C〈k + 1|E|0〉B |i〉C = 0 for
k, i ∈ ZdC−1 by Eq. (B1). Then Eq. (B2) can be expressed by

B

(
dB−3∑

t1=0

w−jt1dB−1〈t1 + 1|
)

C

(
dC−2∑

t2=1

w−kt2dC−1〈t2|
)
E|0〉B

(
dC−2∑

t3=0

wit3
dC−1|t3〉

)

C

= 0,
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i.e.

dB−3∑

t1=0

dC−2∑

t2=1

dC−2∑

t3=0

w−jt1dB−1w
−kt2
dC−1w

it3
dC−1B〈t1 + 1|C〈t2|E|0〉B |t3〉C = 0,

for any 0 ≤ j ≤ dB − 3, 1 ≤ k ≤ dC − 2, 0 ≤ i ≤ dC − 2. It means that

[H†1 ⊗H†2 ⊗H3]X = 0,

where

H1 =




1 1 · · · 1

1 wdB−1 · · · w
(dB−3)
dB−1

...
...

. . .
...

1 w
(dB−3)
dB−1 · · · w(dB−3)2

dB−1



, H2 =




wdC−1 w2
dC−1 · · · w

(dC−2)
dC−1

w2
dC−1 w4

dC−1 · · · w2(dC−2)
dC−1

...
...

. . .
...

w
(dC−2)
dC−1 w

2(dC−2)
dC−1 · · · w(dC−2)2

dC−1



,

H3 = (wij
dC−1)i,j∈ZdC−1

and X is a column vector,

X = (B〈t1 + 1|C〈t2|E|0〉B |t3〉C){0≤t1≤dB−3, 1≤t2≤dC−2, 0≤t3≤dC−2}.

Since H1, H2, H3 are all full-rank matrices, it implies that H†1 ⊗H†2 ⊗H3 is a full-rank matrix. Then X = 0, i.e.

B〈t1 + 1|C〈t2|E|0〉B |t3〉C = 0, for 0 ≤ t1 ≤ dB − 3, 1 ≤ t2 ≤ dC − 2, 0 ≤ t3 ≤ dC − 2.

It also means that

F(A)EA(A)
1

= 0. (B3)

By using A3(|dA − 1〉A) and A2(|ξ1〉A), we can also show that

F(A)EA(A)
2

= 0 (B4)

by the similar discussion as above. Further, by the symmetry of Fig. 2, we can also obtain that

F(A)EB(A)
1

= 0, F(A)EB(A)
2

= 0. (B5)

Thus, by Eqs. (B1), (B3), (B4) and (B5), E is a block diagonal matrix. It can be expressed by

E = EA(A)
1
⊕ EA(A)

2
⊕ EF(A) ⊕ EB(A)

2
⊕ EB(A)

1
. (B6)

Step 2 Considering |S〉 and {|β0〉A|βj〉B |βk〉C}(j,k)∈ZdB−2×ZdC−2\{(0,0)} ⊂ F , where dC ≥ 4, then by Eq. (B6), we

have

B

(
dB−1∑

i1=0

〈i1|
)

C

(
dC−1∑

i2=0

〈i2|
)
E|βj〉B |βk〉C = B

(
dB−2∑

i1=1

〈i1|
)

C

(
dC−2∑

i2=1

〈i2|
)
E|βj〉B |βk〉C = 0,

for (j, k) ∈ ZdB−2 × ZdC−2 \ {(0, 0)}. Moreover, we have

(
dB−2∑

i1=1

|i1〉
)

B

(
dC−2∑

i2=1

|i2〉
)

C

= |β0〉B |β0〉C .

Therefore, by using the states in {|S〉} ∪ {|β0〉A|βj〉B |βk〉C}(j,k)∈ZdB−2×ZdC−2
\ {(0, 0)}, we obtain

B〈βi|C〈βj |E|βk〉B |β`〉C = 0, for (i, j) 6= (k, `) ∈ ZdB−2 × ZdC−2. (B7)

By Eq. (B7), there exists a real number es,t (E† = E) for (s, t) ∈ ZdB−2 × ZdC−2, such that

EF(A) =

dB−3∑

s=0

dC−3∑

t=0

es,t|βs〉B〈βs| ⊗ |βt〉C〈βt|. (B8)
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Note that Eq. (B8) also holds for dC = 3 (in this case, EF(A) = e0,0|β0〉B〈β0| ⊗ |β0〉C〈β0|, and |β0〉X = |1〉X for
X ∈ {B,C}). Next, by using the states in A1(|ξ1〉A), we have

B〈0|C〈ηi|E|0〉B |ηj〉C = 0, for i 6= j ∈ ZdC−1.

Then there exists a real number as for s ∈ ZdC−1 such that

EA(A)
1

=

dC−2∑

s=0

as|0〉B〈0| ⊗ |ηs〉C〈ηs|.

In the same way, there exist real numbers as, bs, ct, dt, es,t such that the operator

E =

dC−2∑

s=0

as|0〉B〈0| ⊗ |ηs〉C〈ηs|+
dB−2∑

s=0

bs|ηs〉B〈ηs| ⊗ |dC − 1〉C〈dC − 1|+
dB−3∑

s=0

dC−3∑

t=0

es,t|βs〉B〈βs| ⊗ |βt〉C〈βt|

+

dB−2∑

t=0

ct|ξt〉B〈ξt| ⊗ |0〉C〈0|+
dC−2∑

t=0

dt|dB − 1〉B〈dB − 1| ⊗ |ξt〉C〈ξt|.
(B9)

By using those states {|0〉A|ηi〉B |ξj〉C}(i,j)∈ZdB−1×ZdC−1\{(0,0)} = B3, we can show that

B〈ηk|C〈ξ`|E|ηi〉B |ξj〉C = 0, for (k, `) 6= (i, j) ∈ ZdB−1 × ZdC−1 \ {(0, 0)}.

Assume k = 0, ` 6= 0, i 6= 0, j = 0. By Eq. (B9), we have

0 =B〈η0|C〈ξ`|E|ηi〉B |ξ0〉C

=

dC−2∑

s=0

as〈η0|0〉B〈0|ηi〉B〈ξ`|ηs〉C〈ηs|ξ0〉C +

dB−3∑

s=0

dC−3∑

t=0

es,t〈η0|βs〉B〈βs|ηi〉B〈ξ`|βt〉C〈βt|ξ0〉C

=

dC−2∑

s=0

as〈ξ`|ηs〉C〈ηs|ξ0〉C + w`
dC−1(dB − 2)(dC − 2)e0,0.

(B10)

There are three cases for the terms in the summation of the last equality.

(a) If s = 0, then

〈ξ`|η0〉C〈η0|ξ0〉C = (dC − 2)

dC−2∑

n=1

w
−(n−1)`
dC−1 = −(dC − 2)w`

dC−1.

(b) If s = `, then

〈ξ`|η`〉C〈η`|ξ0〉C = −
dC−2∑

n=1

w`
dC−1 = −(dC − 2)w`

dC−1.

(c) If s 6= 0, `, then

〈ξ`|ηs〉C〈ηs|ξ0〉C = −
dC−2∑

n=1

w
ns−(n−1)`
dC−1 = −w`

dC−1

dC−2∑

n=1

w
(s−`)n
dC−1 = w`

dC−1.

Thus by Eq. (B10), we have

dC−2∑

s=0

as − (dC − 1)(a0 + a`) + (dB − 2)(dC − 2)e0,0 = 0. (B11)

Since ` 6= 0 ∈ ZdC−1, we must have a1 = a2 = · · · = adC−2. Then Eq. (B11) can be expressed by

− (dC − 2)a0 − a1 + (dB − 2)(dC − 2)e0,0 = 0. (B12)
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Further, by using the states |S〉, |0〉A|η1〉B |ξ0〉 ∈ B3 and Eq. (B9) we obtain

B

(
dB−1∑

i1=0

〈i1|
)

C

(
dB−1∑

i2=0

〈i2|
)
E|η1〉B |ξ0〉C = (dC − 1)(dC − 2)a0 − (dB − 2)(dC − 2)2e0,0 = 0,

i,e.

(dC − 1)a0 − (dB − 2)(dC − 2)e0,0 = 0. (B13)

Then, by Eqs. (B12) and (B13), it implies a0 = a1. Thus a0 = a1 = . . . = adC−2 = k. It means that the operator

EA(A)
1

= k

dC−2∑

s=0

|0〉B〈0| ⊗ |ηs〉C〈ηs|,

which is equivalent to

EA(A)
1

= kIA(A)
1
. (B14)

Step 3 Considering |S〉 and {|0〉A|ηi〉B |ξj〉C}(i,j)∈ZdB−1×ZdC−1\{(0,0)} = B3. By using Eqs. (B6) and (B14), we have

B

(
dB−1∑

i1=0

〈i1|
)

C

(
dC−1∑

i2=0

〈i2|
)
E|ηi〉B |ξj〉C = B

(
dB−2∑

i1=0

〈i1|
)

C

(
dC−1∑

i2=1

〈i2|
)
E|ηi〉B |ξj〉C = 0.

Moreover, we have

(
dB−2∑

i1=0

|i1〉
)

B

(
dC−1∑

i2=1

|i2〉
)

C

= |η0〉B |ξ0〉C .

Therefore, by using the states {|S〉} ∪ {|0〉A|ηi〉B |ξj〉C}(i,j)∈ZdB−1×ZdC−1\{(0,0)}, we have

B〈ηk|C〈ξ`|E|ηi〉B |ξj〉C = 0, for (k, `) 6= (i, j) ∈ ZdB−1 × ZdC−1.

For any |j〉B |k〉C ∈ A(A)
1 ∩ B(A)

3 , we have {|j〉B |k〉C}EB(A)
3 \{|j〉B |k〉C} = 0 by Eqs. (B6) and (B14). Applying Block

Trivial Lemma to {|ηi〉B |ξj〉C}(i,j)∈ZdB−1×ZdC−1
, we have

EB(A)
3

= k1IB(A)
3
. (B15)

Since A(A)
1 ∩ B(A)

3 6= ∅, it implies k = k1. Thus, by Eqs. (B14) and (B15), we obtain

EA(A)
1 ∪B(A)

3
= kIA(A)

1 ∪B(A)
3
.

By the symmetry of Fig. 2, we can obtain E = kI. Thus, E is trivial. ut

Appendix C: The proof of Theorem 6

Proof. First, we need to show that U is a UPB. For the same discussion as Proposition 4, we can obtain the
matrices,

M (dA) =




a0 a0 · · · a0 b0 · · · b0 c0 · · · c0 c0 · · · c0 c0 · · · c0 d0
a0 a0 · · · a0 b0 · · · b0 b1 · · · b1 a1 · · · a1 a1
...

...
. . .

...
...

. . .
... M (dA−2) ...

. . .
...

...
. . .

...
...

a0 a0 · · · a0 b0 · · · b0 b1 · · · b1 a1 · · · a1 a1
d1 c1 · · · c1 c1 · · · c1 c1 · · · c1 b1 · · · b1 a1 . . . a1 a1



,
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M (dA−2) =




a
(1)
0 a

(1)
0 · · · a(1)0 b

(1)
0 · · · b(1)0 c

(1)
0 · · · c

(1)
0 c

(1)
0 · · · c(1)0 c

(1)
0 · · · c

(1)
0 d

(1)
0

a
(1)
0 a

(1)
0 · · · a(1)0 b

(1)
0 · · · b(1)0 b

(1)
1 · · · b(1)1 a

(1)
1 · · · a(1)1 a

(1)
1

...
...

. . .
...

...
. . .

... M (dA−4) ...
. . .

...
...

. . .
...

...

a
(1)
0 a

(1)
0 · · · a(1)0 b

(1)
0 · · · b(1)0 b

(1)
1 b

(1)
1 a

(1)
1 · · · a(1)1 a

(1)
1

d
(1)
1 c

(1)
1 · · · c

(1)
1 c

(1)
1 · · · c(1)1 c

(1)
1 · · · c

(1)
1 b

(1)
1 · · · b(1)1 a

(1)
1 . . . a

(1)
1 a

(1)
1



,

...

M (dA−2s) =




a
(s)
0 a

(s)
0 · · · a(s)0 b

(s)
0 · · · b(s)0 c

(s)
0 · · · c(s)0 c

(s)
0 · · · c(s)0 c

(s)
0 · · · c

(s)
0 d

(s)
0

a
(s)
0 a

(s)
0 · · · a(s)0 b

(s)
0 · · · b(s)0 e(s) · · · e(s) b

(s)
1 · · · b(s)1 a

(s)
1 · · · a(s)1 a

(s)
1

...
...

. . .
...

...
. . .

...
...

. . .
...

...
. . .

...
...

. . .
...

...

a
(s)
0 a

(s)
0 · · · a(s)0 b

(s)
0 · · · b(s)0 e(s) · · · e(s) b

(s)
1 b

(s)
1 a

(s)
1 · · · a(s)1 a

(s)
1

d
(s)
1 c

(s)
1 · · · c

(s)
1 c

(s)
1 · · · c(s)1 c

(s)
1 · · · c(s)1 b

(s)
1 · · · b(s)1 a

(s)
1 . . . a

(s)
1 a

(s)
1



,

where M (dA−2s) is similar to M of Eq. (A1) in Proposition 4. Next, we have

rank(M (dA)) = 1, sum(M (dA)) = 0. (C1)

Then we consider AB|C bipartition. We can rearrange the first row of M (dA) to the dB×dC matrix M(dA−1) through

(AB,C) coordinates of M (dA), and rearrange the last row of M (dA) to the dB × dC matrix M0 through (AB,C)
coordinates of M (dA), where

M(dA−1) =




c0 c0 · · · c0 d0
c0 c0 · · · c0 b0
...

...
. . .

...
...

c0 c0 · · · c0 b0
a0 a0 · · · a0 b0



, rank(M(dA−1)) = 0 or 1, (C2)

and

M0 =




b1 a1 · · · a1 a1
b1 c1 · · · c1 c1
...

...
. . .

...
...

b1 c1 · · · c1 c1
d1 c1 · · · c1 c1



, rank(M0) = 0 or 1. (C3)

For the same proof of Example 3, we can show that a0 = a1 = b0 = b1 = c0 = c1 = d0 = d1 = 0 by Eqs. (C1), (C2),
and (C3). Then we obtain that

rank(M (dA−2)) = 1, sum(M (dA−2)) = 0. (C4)

We can rearrange the second row of M (dA) to the dB × dC matrix M(dA−2) through (AB,C) coordinates of M (dA),

and rearrange the last but two row of M (dA) to the dB ×dC matrix M1 through (AB,C) coordinates of M (dA), where

M(dA−2) =




0 0 0 · · · 0 0 0

0 c
(1)
0 c

(1)
0 · · · c

(1)
0 d

(1)
0 0

0 c
(1)
0 c

(1)
0 · · · c

(1)
0 b

(1)
0 0

...
...

...
. . .

...
...

...

0 c
(1)
0 c

(1)
0 · · · c

(1)
0 b

(1)
0 0

0 a
(1)
0 a

(1)
0 · · · a(1)0 b

(1)
0 0

0 0 0 · · · 0 0 0




, rank(MdA−2) = 0 or 1, (C5)
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and

M1 =




0 0 0 · · · 0 0 0

0 b
(1)
0 a

(1)
0 · · · a(1)0 a

(1)
0 0

0 b
(1)
0 c

(1)
0 · · · c

(1)
0 c

(1)
0 0

...
...

...
. . .

...
...

...

0 b
(1)
0 c

(1)
0 · · · c

(1)
0 c

(1)
0 0

0 d
(1)
0 c

(1)
0 · · · c

(1)
0 c

(1)
0 0

0 0 0 · · · 0 0 0




, rank(M1) = 0 or 1. (C6)

Similarly, we can also show that a
(1)
0 = a

(1)
1 = b

(1)
0 = b

(1)
1 = c

(1)
0 = c

(1)
1 = d

(1)
0 = d

(1)
1 = 0 by Eqs. (C4), (C5), and (C6).

Repeating this process s times, then we obtain that

rank(M (dA−2s)) = 1, sum(M (dA−2s)) = 0. (C7)

Since M (dA−2s) is similar to M of Eq. (A1) in Proposition 4, and we can show that a
(s)
0 = a

(s)
1 = b

(s)
0 = b

(s)
1 = c

(s)
0 =

c
(s)
1 = d

(s)
0 = d

(s)
1 = e(s) = 0 by the proof of Proposition 4. Thus we obtain that M (dA) is a zero matrix, and it is

impossible for rank(M (dA)) = 1.
We can obtain that U is strongly nonlocal by induction on t along with Proposition 5. ut

Appendix D: The proof of Proposition 7

Proof. We denote |Φ(2)〉A,B as |Φ(2)〉a,b1 , and |Φ(2)〉B,C as |Φ(2)〉b2,c. Assume that |Φ(2)〉a,b1 is distributed
between Alice and Bob, and |Φ(2)〉b2,c is distributed between Bob and Charlie. The initial states are

|ψ〉A,B,C(|0〉a|0〉b1 + |1〉a|1〉b1)(|0〉b2 |0〉c + |1〉b2 |1〉c), (D1)

for |ψ〉A,B,C ∈ ∪3i=1(Ai ∪ Bi) ∪ F ∪ {|S〉}, where a is the ancillary system of Alice, b1 and b2 are
the ancillary systems of Bob, and c is the ancillary system of Charlie. Denote P [|i〉♠] := |i〉〈i|♠,
P [(|i1〉, |i2〉, . . . , ir)♠; (|j1〉, |j2〉, . . . , |js〉)♣; (|k1〉, |k2〉, . . . , |kt〉)♦] := (|i1〉〈i1|+|i2〉〈i2|+· · ·+|ir〉〈ir|)♠⊗(|j1〉〈j1|+|j2〉〈j2|+
· · ·+ |js〉〈js|)♣ ⊗ (|k1〉〈k1|+ |k2〉〈k2|+ · · ·+ |kt〉〈kt|)♦. Now the discrimination protocol proceeds as follows.
Step 1. Alice performs the measurement {M1 := P [(|0〉, |1〉)A; |0〉a]+P [|2〉A; |1〉a],M1 := I−M1}. Charlie performs

the measurement {L1 := P [(|1〉, |2〉, |3〉)C ; |0〉c] + P [|0〉C ; |1〉c], L1 := I− L1}. If M1 and L1 clicks (it means that the
operators M1 and L1 act on the states in Eq. (D1)), the resulting postmeasurement states are

|ψ1(0, 1)〉 →|1〉A|0〉B |0〉C |0〉a|0〉b1 |1〉b2 |1〉c + |2〉A|0〉B |0〉C |1〉a|1〉b1 |1〉b2 |1〉c
+ |1〉A|0〉B(w3|1〉+ w2

3|2〉)C |0〉a|0〉b1 |0〉b2 |0〉c + |2〉A|0〉B(w3|1〉+ w2
3|2〉)C |1〉a|1〉b1 |0〉b2 |0〉c,

|ψ1(0, 2)〉 →|1〉A|0〉B |0〉C |0〉a|0〉b1 |1〉b2 |1〉c + |2〉A|0〉B |0〉C |1〉a|1〉b1 |1〉b2 |1〉c
+ |1〉A|0〉B(w2

3|1〉+ w3|2〉)C |0〉a|0〉b1 |0〉b2 |0〉c + |2〉A|0〉B(w2
3|1〉+ w3|2〉)C |1〉a|1〉b1 |0〉b2 |0〉c,

|ψ1(1, 0)〉 →|1〉A|0〉B |0〉C |0〉a|0〉b1 |1〉b2 |1〉c − |2〉A|0〉B |0〉C |1〉a|1〉b1 |1〉b2 |1〉c
+ |1〉A|0〉B(|1〉+ |2〉)C |0〉a|0〉b1 |0〉b2 |0〉c − |2〉A|0〉B(|1〉+ |2〉)C |1〉a|1〉b1 |0〉b2 |0〉c,

|ψ1(1, 1)〉 →|1〉A|0〉B |0〉C |0〉a|0〉b1 |1〉b2 |1〉c − |2〉A|0〉B |0〉C |1〉a|1〉b1 |1〉b2 |1〉c
+ |1〉A|0〉B(w3|1〉+ w2

3|2〉)C |0〉a|0〉b1 |0〉b2 |0〉c − |2〉A|0〉B(w3|1〉+ w2
3|2〉)C |1〉a|1〉b1 |0〉b2 |0〉c,

|ψ1(1, 2)〉 →|1〉A|0〉B |0〉C |0〉a|0〉b1 |1〉b2 |1〉c − |2〉A|0〉B |0〉C |1〉a|1〉b1 |1〉b2 |1〉c
+ |1〉A|0〉B(w2

3|1〉+ w3|2〉)C |0〉a|0〉b1 |0〉b2 |0〉c − |2〉A|0〉B(w2
3|1〉+ w3|2〉)C |1〉a|1〉b1 |0〉b2 |0〉c,

|ψ2(0, 1)〉 →|1〉A(|0〉 − |1〉)B |3〉C |0〉a|0〉b1 |0〉b2 |0〉c + |2〉A(|0〉 − |1〉)B |3〉C |1〉a|1〉b1 |0〉b2 |0〉c,
|ψ2(1, 0)〉 →|1〉A(|0〉+ |1〉)B |3〉C |0〉a|0〉b1 |0〉b2 |0〉c − |2〉A(|0〉+ |1〉)B |3〉C |1〉a|1〉b1 |0〉b2 |0〉c,
|ψ2(1, 1)〉 →|1〉A(|0〉 − |1〉)B |3〉C |0〉a|0〉b1 |0〉b2 |0〉c − |2〉A(|0〉 − |1〉)B |3〉C |1〉a|1〉b1 |0〉b2 |0〉c,
|ψ3(0, 1)〉 →|2〉A(|1〉+ |2〉)B |0〉C |1〉a|1〉b1 |1〉b2 |1〉c + |2〉A(|1〉+ |2〉)B(w3|1〉+ w2

3|2〉)C |1〉a|1〉b1 |0〉b2 |0〉c,
|ψ3(0, 2)〉 →|2〉A(|1〉+ |2〉)B |0〉C |1〉a|1〉b1 |1〉b2 |1〉c + |2〉A(|1〉+ |2〉)B(w2

3|1〉+ w3|2〉)C |1〉a|1〉b1 |0〉b2 |0〉c,
|ψ3(1, 0)〉 →|2〉A(|1〉 − |2〉)B |0〉C |1〉a|1〉b1 |1〉b2 |1〉c + |2〉A(|1〉 − |2〉)B(|1〉+ |2〉)C |1〉a|1〉b1 |0〉b2 |0〉c,
|ψ3(1, 1)〉 →|2〉A(|1〉 − |2〉)B |0〉C |1〉a|1〉b1 |1〉b2 |1〉c + |2〉A(|1〉 − |2〉)B(w3|1〉+ w2

3|2〉)C |1〉a|1〉b1 |0〉b2 |0〉c,

(D2)



15

|ψ3(1, 2)〉 →|2〉A(|1〉 − |2〉)B |0〉C |1〉a|1〉b1 |1〉b2 |1〉c + |2〉A(|1〉 − |2〉)B(w2
3|1〉+ w3|2〉)C |1〉a|1〉b1 |0〉b2 |0〉c,

|φ1(0, 1)〉 →(|0〉+ |1〉)A|2〉B(|1〉+ w3|2〉+ w2
3|3〉)C |0〉a|0〉b1 |0〉b2 |0〉c,

|φ1(0, 2)〉 →(|0〉+ |1〉)A|2〉B(|1〉+ w2
3|2〉+ w3|3〉)C |0〉a|0〉b1 |0〉b2 |0〉c,

|φ1(1, 0)〉 →(|0〉 − |1〉)A|2〉B(|1〉+ |2〉+ |3〉)C |0〉a|0〉b1 |0〉b2 |0〉c,
|φ1(1, 1)〉 →(|0〉 − |1〉)A|2〉B(|1〉+ w3|2〉+ w2

3|3〉)C |0〉a|0〉b1 |0〉b2 |0〉c,
|φ1(1, 2)〉 →(|0〉 − |1〉)A|2〉B(|1〉+ w2

3|2〉+ w3|3〉)C |0〉a|0〉b1 |0〉b2 |0〉c,
|φ2(0, 1)〉 →(|0〉+ |1〉)A(|1〉 − |2〉)B |0〉C |0〉a|0〉b1 |1〉b2 |1〉c,
|φ2(1, 0)〉 →(|0〉 − |1〉)A(|1〉+ |2〉)B |0〉C |0〉a|0〉b1 |1〉b2 |1〉c,
|φ2(1, 1)〉 →(|0〉 − |1〉)A(|1〉 − |2〉)B |0〉C |0〉a|0〉b1 |1〉b2 |1〉c,
|φ3(0, 1)〉 →|0〉A(|0〉+ |1〉)B(|1〉+ w3|2〉+ w2

3|3〉)C |0〉a|0〉b1 |0〉b2 |0〉c,
|φ3(0, 2)〉 →|0〉A(|0〉+ |1〉)B(|1〉+ w2

3|2〉+ w3|3〉)C |0〉a|0〉b1 |0〉b2 |0〉c,
|φ3(1, 0)〉 →|0〉A(|0〉 − |1〉)B(|1〉+ |2〉+ |3〉)C |0〉a|0〉b1 |0〉b2 |0〉c,
|φ3(1, 1)〉 →|0〉A(|0〉 − |1〉)B(|1〉+ w3|2〉+ w2

3|3〉)C |0〉a|0〉b1 |0〉b2 |0〉c,
|φ3(1, 2)〉 →|0〉A(|0〉 − |1〉)B(|1〉+ w2

3|2〉+ w3|3〉)C |0〉a|0〉b1 |0〉b2 |0〉c,
|ϕ(1)〉 →|1〉A|1〉B(|1〉 − |2〉)C |0〉a|0〉b1 |0〉b2 |0〉c,
|S〉 →(|0〉+ |1〉)A(|0〉+ |1〉+ |2〉)B |0〉C |0〉a|0〉b1 |1〉b2 |1〉c + |2〉A(|0〉+ |1〉+ |2〉)B |0〉C |1〉a|1〉b1 |1〉b2 |1〉c+

(|0〉+ |1〉)A(|0〉+ |1〉+ |2〉)B(|1〉+ |2〉+ |3〉)C |0〉a|0〉b1 |0〉b2 |0〉c
+|2〉A(|0〉+ |1〉+ |2〉)B(|1〉+ |2〉+ |3〉)C |1〉a|1〉b1 |0〉b2 |0〉c.

Step 2. Bob performs the measurement {M2,1 := P [|2〉B ; |0〉b1 ; |0〉b2 ],M2,2 := P [(|1〉 − |2〉)B ; |0〉b1 ; |1〉b2 ],M2,3 :=

P [(|1〉+ |2〉)B ; |0〉b1 ; |1〉b2 ],M2 := I−∑3
j=1M2,j}. If M2,1 clicks (it means that the operator M2,1 acts on the states

in Eq. (D2)), then the postmeasurement states are {|φ1(i, j)〉}(i,j)6=(0,0)∈Z2×Z3
, and |S〉 → (|0〉 + |1〉)A|2〉B(|1〉 +

|2〉 + |3〉)C |0〉a|0〉b1 |0〉b2 |0〉c. Then Alice performs the measurement {M2,1,1 := P [(|0〉 − |1〉)A],M2,1,1 = I −M2,1,1}.
If M2,1,1 clicks (it means that the operator M2,1,1 acts on the states {|φ1(i, j)〉}(i,j)6=(0,0)∈Z2×Z3

and |S〉), then

the postmeasurement states are {|φ1(1, j)〉}j∈Z3
, which are locally distinguishable; if M2,1,1 clicks, then the post-

measurement states are {|φ1(0, j)〉}j 6=0∈Z3
and |S〉 that are locally distinguishable. Next, if M2,2 clicks, then

the postmeasurement states are {|φ2(i, 1)〉}i∈Z2
that are locally distinguishable; if M2,3 clicks, then the postmea-

surement states are |φ2(1, 0)〉 and |S〉 → (|0〉 + |1〉)A(|1〉 + |2〉)B |0〉C |0〉a|0〉b1 |1〉b2 |1〉c that are locally distinguish-
able; if M2 clicks, then the postmeasurement states are {|ψ1(i, j)〉}(i,j) 6=(0,0)∈Z2×Z3

, {|ψ2(i, j)〉}(i,j)6=(0,0)∈Z2×Z2
,

{|ψ3(i, j)〉}(i,j)6=(0,0)∈Z2×Z3
, {|φ3(i, j)〉}(i,j) 6=(0,0)∈Z2×Z3

, |ϕ(1)〉 and |S〉 → (|0〉 + |1〉)A|0〉B |0〉C |0〉a|0〉b1 |1〉b2 |1〉c +
|2〉A(|0〉 + |1〉 + |2〉)B |0〉C |1〉a|1〉b1 |1〉b2 |1〉c + (|0〉 + |1〉)A(|0〉 + |1〉)B(|1〉 + |2〉 + |3〉)C |0〉a|0〉b1 |0〉b2 |0〉c + |2〉A(|0〉 +
|1〉+ |2〉)B(|1〉+ |2〉+ |3〉)C |1〉a|1〉b1 |0〉b2 |0〉c.
Step 3. Alice performs the measurement {M3 := P [|0〉A],M3 = I − M3}. If M3 clicks

(it means that the operator M3 acts on the states {|ψ1(i, j)〉}(i,j)6=(0,0)∈Z2×Z3
, {|ψ2(i, j)〉}(i,j)6=(0,0)∈Z2×Z2

,
{|ψ3(i, j)〉}(i,j)6=(0,0)∈Z2×Z3

, {|φ3(i, j)〉}(i,j)6=(0,0)∈Z2×Z3
, |ϕ(1)〉 and |S〉), then the postmeasurement states are

{|φ3(i, j)〉}(i,j) 6=(0,0)∈Z2×Z3
and |S〉 → |0〉A|0〉B |0〉C |0〉a|0〉b1 |1〉b2 |1〉c+ |0〉A(|0〉+ |1〉)B(|1〉+ |2〉+ |3〉)C |0〉a|0〉b1 |0〉b2 |0〉c,

which are locally distinguishable; if M3 clicks, then the postmeasurement states are {|ψ1(i, j)〉}(i,j)6=(0,0)∈Z2×Z3
,

{ψ2(i, j)}(i,j)6=(0,0)∈Z2×Z2
, {|ψ3(i, j)〉}(i,j) 6=(0,0)∈Z2×Z3

, |ϕ(1)〉, and |S〉 → |1〉A|0〉B |0〉C |0〉a|0〉b1 |1〉b2 |1〉c + |2〉A(|0〉 +
|1〉+ |2〉)B |0〉C |1〉a|1〉b1 |1〉b2 |1〉c + |1〉A(|0〉+ |1〉)B(|1〉+ |2〉+ |3〉)C |0〉a|0〉b1 |0〉b2 |0〉c + |2〉A(|0〉+ |1〉+ |2〉)B(|1〉+ |2〉+
|3〉)C |1〉a|1〉b1 |0〉b2 |0〉c.
Step 4. Charlie performs the measurement {M4 := P [|3〉C ],M4 = I − M4}. If M4 clicks (it means that the

operator M4 acts on the states {|ψ1(i, j)〉}(i,j)6=(0,0)∈Z2×Z3
, {|ψ2(i, j)〉}(i,j) 6=(0,0)∈Z2×Z2

, {|ψ3(i, j)〉}(i,j)6=(0,0)∈Z2×Z3
,

|ϕ(1)〉 and |S〉), then then the postmeasurement states are {ψ2(i, j)}(i,j)6=(0,0)∈Z2×Z2
, and |S〉 → |1〉A(|0〉 +

|1〉)B |3〉C |0〉a|0〉b1 |0〉b2 |0〉c + |2〉A(|0〉 + |1〉 + |2〉)B |3〉C |1〉a|1〉b1 |0〉b2 |0〉c, which are locally distinguishable; if M4

clicks, then the postmeasurement states are {|ψ1(i, j)〉}(i,j)6=(0,0)∈Z2×Z3
, {|ψ3(i, j)〉}(i,j)6=(0,0)∈Z2×Z3

, |ϕ(1)〉 and |S〉 →
|1〉A|0〉B |0〉C |0〉a|0〉b1 |1〉b2 |1〉c+|2〉A(|0〉+|1〉+|2〉)B |0〉C |1〉a|1〉b1 |1〉b2 |1〉c+|1〉A(|0〉+|1〉)B(|1〉+|2〉)C |0〉a|0〉b1 |0〉b2 |0〉c+
|2〉A(|0〉+ |1〉+ |2〉)B(|1〉+ |2〉)C |1〉a|1〉b1 |0〉b2 |0〉c.
Step 5. Bob performs the measurement {M5 := P [|0〉B ],M5 = I −M5}. If M5 clicks (it means that the operator

M5 acts on the states {|ψ1(i, j)〉}(i,j) 6=(0,0)∈Z2×Z3
, {|ψ3(i, j)〉}(i,j)6=(0,0)∈Z2×Z3

, |ϕ(1)〉 and |S〉), then the postmeasure-
ment states are {|ψ1(i, j)〉}(i,j)6=(0,0)∈Z2×Z3

and |S〉 → |1〉A|0〉B |0〉C |0〉a|0〉b1 |1〉b2 |1〉c + |2〉A|0〉B |0〉C |1〉a|1〉b1 |1〉b2 |1〉c +
|1〉A|0〉B(|1〉 + |2〉)C |0〉a|0〉b1 |0〉b2 |0〉c + |2〉A|0〉B(|1〉 + |2〉)C |1〉a|1〉b1 |0〉b2 |0〉c. Then, Alice performs the measurement
{M5,1 := P [(|0〉 + |1〉)a],M5,1 = P [(|0〉 − |1〉)a]}. Bob performs the measurement {M5,2 := P [(|0〉 + |1〉)b1 ],M5,2 =
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P [(|0〉 − |1〉)b1 ]}. If M5,1 and M5,2 clicks (It means that the operators M5,1 and M5,2 act on the states
{|ψ1(i, j)〉}(i,j)6=(0,0)∈Z2×Z3

and |S〉 ), then the postmeasurement states are

|ψ1(0, 1)〉 →(|1〉+ |2〉)A|0〉B |0〉C(|0〉+ |1〉)a(|0〉+ |1〉)b1 |1〉b2 |1〉c
+ (|1〉+ |2〉)A|0〉B(w3|1〉+ w2

3|2〉)C(|0〉+ |1〉)a(|0〉+ |1〉)b1 |0〉b2 |0〉c,
|ψ1(0, 2)〉 →(|1〉+ |2〉)A|0〉B |0〉C(|0〉+ |1〉)a(|0〉+ |1〉)b1 |1〉b2 |1〉c

+ (|1〉+ |2〉)A|0〉B(w2
3|1〉+ w3|2〉)C(|0〉+ |1〉)a(|0〉+ |1〉)b1 |0〉b2 |0〉c,

|ψ1(1, 0)〉 →(|1〉 − |2〉)A|0〉B |0〉C(|0〉+ |1〉)a(|0〉+ |1〉)b1 |1〉b2 |1〉c
+ (|1〉 − |2〉)A|0〉B(|1〉+ |2〉)C(|0〉+ |1〉)a(|0〉+ |1〉)b1 |0〉b2 |0〉c,

|ψ1(1, 1)〉 →(|1〉 − |2〉)A|0〉B |0〉C(|0〉+ |1〉)a(|0〉+ |1〉)b1 |1〉b2 |1〉c
+ (|1〉 − |2〉)A|0〉B(w3|1〉+ w2

3|2〉)C(|0〉+ |1〉)a(|0〉+ |1〉)b1 |0〉b2 |0〉c,
|ψ1(1, 2)〉 →(|1〉 − |2〉)A|0〉B |0〉C(|0〉+ |1〉)a(|0〉+ |1〉)b1 |1〉b2 |1〉c

+ (|1〉 − |2〉)A|0〉B(w2
3|1〉+ w3|2〉)C(|0〉+ |1〉)a(|0〉+ |1〉)b1 |0〉b2 |0〉c,

|S〉 →(|1〉+ |2〉)A|0〉B |0〉C(|0〉+ |1〉)a(|0〉+ |1〉)b1 |1〉b2 |1〉c
+ (|1〉+ |2〉)A|0〉B(|1〉+ |2〉)C(|0〉+ |1〉)a(|0〉+ |1〉)b1 |0〉b2 |0〉c,

which can be easily locally distinguished. All other cases obtain a similar protocol. If M5 clicks, then the postmea-
surement states are {|ψ3(i, j)〉}(i,j) 6=(0,0)∈Z2×Z3

, |ϕ(1)〉 and |S〉 → |2〉A(|1〉+ |2〉)B |0〉C |1〉a|1〉b1 |1〉b2 |1〉c+ |1〉A|1〉B(|1〉+
|2〉)C |0〉a|0〉b1 |0〉b2 |0〉c + |2〉A(|1〉+ |2〉)B(|1〉+ |2〉)C |1〉a|1〉b1 |0〉b2 |0〉c.
Step 6. Alice performs the measurement {M6 := P [|0〉A],M6 = I − M6}. If M6 clicks (it means that the

operator M6 acts on the states {|ψ3(i, j)〉}(i,j) 6=(0,0)∈Z2×Z3
, |ϕ(1)〉 and |S〉), then the postmeasurement states are

{ψ3(i, j)}(i,j)6=(0,0)∈Z2×Z3
and |S〉 that are locally distinguishable. If M6 clicks, then the postmeasurement state is

|ϕ(1)〉.
All other cases in step 1 obtain a similar protocol. This completes the proof. ut
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