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Abstract: Motivated by the existence of superconductivity in pyrite-structure CuS2, we explore 

the possibility of ionic-liquid-gating-induced superconductivity in the proximal antiferromagnetic 

Mott insulator NiS2. A clear gating-induced transition from a two-dimensional insulating state to 

a three-dimensional metallic state is observed at positive gate bias on single crystal surfaces. No 

evidence for superconductivity is observed down to the lowest measured temperature of 0.45 K, 

however. Based on transport, energy-dispersive X-ray spectroscopy, X-ray photoelectron 

spectroscopy, atomic force microscopy, and other techniques, we deduce an electrochemical 

gating mechanism involving a substantial decrease in the S:Ni ratio (over hundreds of nm), which 

is both non-volatile and irreversible. This is in striking contrast to the reversible, volatile, surface-

limited, electrostatic gate effect in pyrite FeS2. We attribute this stark difference in electrochemical 

vs. electrostatic gating response in NiS2 and FeS2 to the much larger S diffusion coefficient in NiS2, 

analogous to the different behaviors observed among electrolyte-gated oxides with differing O-

vacancy diffusivities. The gating irreversibility, on the other hand, is associated with the lack of 

atmospheric S; this is in contrast to the better understood oxide case, where electrolysis of 
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atmospheric H2O provides an O reservoir. This study of NiS2 thus provides new insight into 

electrolyte gating mechanisms in functional materials, in a previously unexplored limit.   
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I. Introduction  

Chemical doping has long been a premier means to tune the charge-carrier density in insulators 

and semiconductors, thereby providing access to vast regions of the phase diagrams of these 

materials [1]. The use of electric field to manipulate the carrier density in transistor-type structures 

provides an attractive alternative to chemical doping. The advantages of this approach include the 

potential to electrostatically dope charge carriers with minimal associated chemical disorder, as 

well as continuous and reversible tuning of the charge carrier density. Conventional gate dielectrics 

such as SiO2 enable the tuning of surface charge carrier densities in transistors only up to 1013 cm-

2 before breakdown, however [2]. Electric-double-layer transistors (EDLTs) that employ an ionic 

liquid (IL) or ion gel as the gate dielectric have emerged as an attractive alternative and have 

enabled charge-carrier-density tuning to well in excess of 1014 cm-2 [3,4,5]. This has triggered 

several breakthroughs, including the discovery of superconductivity in KTaO3 [6], gate-induced 

superconductivity in SrTiO3 [7,8] and the high-Tc cuprates [4,9,10], control of the insulator-metal 

transition in VO2 [11,12] and NdNiO3 [13,14,15], gating-induced ferromagnetism in diamagnetic 

FeS2 [16], and electrostatic modulation of ferromagnetism in La1−xSrxCoO3−δ [17]. 

In early investigations with electrolyte-based transistor devices, the charge-carrier 

induction was thought to be purely electrostatic in nature, resulting in reversible control of 

electronic properties. However, several studies, particularly of oxides, have shown that electrolyte 

gating can also proceed via electrochemical mechanisms, through the formation/annihilation of 

anion vacancies [3,8,12,18,19,20,21,22], H+ introduction [23,24,25], etc. It must be emphasized 

that such electrochemical mechanisms are not necessarily less favorable than electrostatic ones, 

and that they can in fact be advantageous due to broader property modulation [3]. Quite generally, 

in order to achieve predictive control of materials in such approaches, it is imperative to understand 
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which properties of a material determine the extent of electrochemical vs. electrostatic response in 

electrolyte gating. While progress along these lines has been made in oxides [21,26], information 

from other materials systems is desirable.  

The pyrite-structure first-row transition metal disulfides (TMS2) exhibit a wide variety of 

magnetic and electronic properties [27], including diamagnetic semiconduction (FeS2 [16,28], 

ZnS2 [29]), antiferromagnetic Mott insulation (NiS2 [30,31,32,33]), antiferromagnetism with a rare 

spin-state crossover (MnS2 [34,35]), ferromagnetic metallicity (CoS2 [36]), and superconductivity 

(CuS2 [27,29]). Recent work even reported the discovery of Weyl fermions in CoS2 [37]. It is also 

possible to tune these materials via substitutional chemical doping to obtain interesting properties 

such as half-metallic (or at least highly-spin-polarized) ferromagnetism in Co1-xFexS2 [36,38,39] 

and metamagnetism in Co1-xNixS2 [40]. Importantly, the structure of the series of TMS2 compounds 

is cubic 𝑃𝑎3̅, and the electronic and magnetic properties are controlled by d-band filling. These 

compounds are thus potentially ideal for exploration of possible gate-induced magnetism, 

insulator-metal transitions, and superconductivity. 

A recent investigation of the influence of IL gating on the diamagnetic semiconductor FeS2 

(electronic configuration t2g
6eg

0) revealed a transition to a ferromagnetic metallic state at positive 

gate bias [16], constituting the first demonstration of voltage-induced ferromagnetism from a 

diamagnetic state. Although semiconducting FeS2 exhibits surface conduction that is extremely 

sensitive to surface structural and chemical modifications [41,42,43,44], the IL-gate-induced 

metallic state was observed to be strictly volatile and reversible (i.e., the initial semiconducting 

state was recovered after bias removal), providing strong evidence that the gating mechanism in 

this material is a simple electrostatic one [16]. In NiS2, surface conduction was recently shown to 

be prominent as well, with extreme sensitivity to surface modification with, e.g., mechanical 
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polishing [45]. NiS2 adopts an antiferromagnetic Mott-insulating ground state with a Néel 

temperature of TN  38 K [31], and then undergoes a poorly understood first-order transition to a 

weak ferromagnetic state at Twf  30 K [31]. Prior work has shown that NiS2 can be tuned to a 

metallic state with the application of pressure [46,47] or by substituting Se on the S site [47,48]. 

Superconductivity, however, has never been observed in doped NiS2. In the phase diagram of the 

TMS2 compounds, NiS2 (electronic configuration t2g
6eg

2) lies in close proximity to CuS2 (electronic 

configuration t2g
6eg

3), which exhibits superconductivity with a transition temperature of about 1.5 

K [27,29]. NiS2 is thus a fascinating candidate for possible gate-induced superconductivity, 

specifically at positive gate voltage, i.e., in electron accumulation mode.    

Here, we study the effect of IL gating on single-crystal NiS2, exploring the possibility of 

gate-induced superconductivity. We find a clear gate-induced insulator-metal transition at positive 

gate bias, with progressively decreasing low-temperature sheet resistance with increasing gate 

voltage. No superconductivity is detected down to the lowest measured temperature of 450 mK, 

however. Most surprisingly, contrary to the highly reversible, volatile electrolyte-gate-induced 

surface insulator-metal transition in pyrite FeS2 [16], transport, spectroscopy, and surface 

microscopy data on NiS2 strongly implicate a non-volatile, irreversible electrochemical 

mechanism involving a substantial voltage-induced reduction in the S:Ni ratio. We find that the 

gate-induced metallic state is also three-dimensional (3D) in nature, with the decrease in S:Ni ratio 

occurring over depths of 100s of nm. We argue that this stark difference in gating mechanisms in 

NiS2 and FeS2 occurs due to the much larger S diffusion coefficient in NiS2 [49] compared to FeS2 

[50,51]. This is analogous to the situation in electrolyte-gated oxides, wherein an electrostatic 

mechanism was established in materials such as BaSnO3 due to low room temperature O vacancy 

diffusivity [26], in contrast to electrochemically-responding materials such as La1-xSrxCoO3- with 
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high O diffusivity [20,21,22]. The irreversibility of the gating response in NiS2 is then likely 

associated with the absence of an atmospheric S reservoir in IL gating of sulfides; this is 

fundamentally different from oxide IL gating, where electrolysis of atmospheric H2O (present in 

ILs) serves as an essentially limitless O reservoir. 

 

II. Experimental Details 

NiS2 single crystals were grown via the chemical vapor transport method, as previously described 

[45]. Precursor powders of Ni (Alfa Aesar, 99.999% purity), S (CERAC, 99.9995% purity), and 

NiBr2 (Sigma-Aldrich, 99.999% purity) were placed in sealed, evacuated (10-6 Torr), quartz 

tubes. Crystal growth then proceeded for 13 days in a two-zone tube furnace with hot and cold 

zones at 700 and 650 C. The hot and cold zones were briefly inverted at the start of the growth to 

clean the growth zone. Post growth, crystals were washed in solvent to remove residual S and 

NiBr2. Extensive structural, chemical, magnetic, and electrical characterization of these crystals 

was reported previously [45].   

Four-terminal resistance measurements were carried out in a van der Pauw configuration 

in a Quantum Design PPMS Dynacool system in the temperature range 1.8 – 300 K. The samples 

were contacted by Al wire bonding onto gold pads sputtered onto the sample surface. A Keithley 

2612B source-meter was used in a four-terminal configuration to source the measurement current 

and measure the voltage. A separate Keithley 2400 source-meter was used in a two-terminal 

configuration to apply a gate-voltage (Vg) with a concurrent measurement of the gate-current (Ig). 

The gate voltage was applied at 300 K for 30 minutes, before cooling the sample to the base 

temperature. The IL used for gating was EMI-TFSI [1-ethyl-3-methylimidazolium bis(trifluoro-

methylsulfonyl) imide]. For low-temperature transport measurements to 0.45 K, we used a home-
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built 3He evaporation refrigerator with external gas handling. A high-throughput dipstick probe, 

directly inserted into the 3He pot, was used for these measurements. Unless otherwise stated, single 

crystals with a pristine (as-grown) top surface (on which the contacts were placed) and a 

mechanically polished bottom surface were used for all studies presented. This is important in light 

of the conclusions of our recent work on surface conduction [45], as discussed in more detail 

below.  

Post-gating characterization was performed after removing the IL from the crystal by 

sequential sonication in acetone and ethanol for about 30 mins each. Chemical composition 

analysis was performed with a JEOL 6500 field-emission gun scanning electron microscope (FEG-

SEM) equipped with energy-dispersive X-ray spectrometry (EDX). Incident electron energies in 

the 5 - 20 keV range were used. X-ray photoelectron spectroscopy (XPS) measurements were 

carried out in a PHI 5000 VersaProbe III photoelectron spectrometer (ULVAC-PHI) with a 

monochromatic Al K𝛼 X-ray source. The base pressure of the system was 4  10-10 Torr, and the 

pressure during data collection was 7.5  10-9 Torr. A spot diameter of 100 𝜇m was utilized. The 

C 1s peak was used as a binding energy reference, with its energy set to 284.8 eV. Low-energy 

Ar+ ion-gun and electron-gun neutralizers were used to mitigate surface charging of the samples. 

For depth profiling, a 3 kV Ar+ ion gun with a sputter area of 3  3 mm2 and a sputter-rate of 4.3 

nm/min (measured on SiO2/Si) was used. Atomic force microscopy (AFM) was performed in 

contact mode on a Bruker Nanoscope V Multimode 8, and the data were analyzed using Gwyddion 

software [52,53].  

 

III. Results and Analysis 
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A schematic of the EDLT geometry used to gate the NiS2 single crystals is shown in the inset to 

Fig. 1(b). A gold-sputter-coated glass ring functions as both the gate electrode and as a container 

for the IL [16]. Single crystal NiS2 samples with pristine (as-grown) top surfaces and polished 

bottom surfaces were used for the measurements, with the electrical contacts applied on the pristine 

top surfaces. As described in detail in our recent work [45], the surface conduction in these NiS2 

crystals is very sensitive to the surface preparation. For simplicity, we focus here only on gating 

pristine surfaces. Fig. 1(a) shows the temperature dependence of the sheet resistance (Rs) in a 

representative single-crystal NiS2 EDLT at different applied Vg. At Vg = 0, typical semiconducting 

behavior is observed down to about 90 K, below which Rs abruptly flattens, before increasing again 

at low T. This behavior arises from surface conduction in NiS2 single crystals [32,45], where the 

more conductive surface shunts the insulating bulk at low T; this likely originates in surface states, 

which have been suggested to potentially be universal in TMS2 compounds [45].  

Upon application of only Vg = +0.5 V, a drastic decrease in the low-T sheet resistance (two 

orders of magnitude at 30 K) is observed. In order to probe the volatility and reversibility of this 

gate-induced resistance change, this was followed by returning to Vg = 0 V and then applying -3.0 

V. As seen in Fig. 1(a), the observed gate effect is completely non-volatile (compare +0.5 V with 

0 V) and irreversible (compare to -3.0 V). These observations essentially rule out a simple 

electrostatic gating mechanism (as observed in FeS2), immediately implicating electrochemistry, 

as returned to extensively below. Further application of progressively more positive Vg then results 

in even stronger decreases in low-T resistance, with Rs eventually falling well below the 2D 

quantum resistance of ~26 k to as low as ~10  at Vg = +2.0 V. dRs/dT also becomes positive at 

this point, at least over some T range. Further gating to higher Vg (up to +4 V) does not significantly 

change Rs (see Supplemental Material Section A [54]). We show below that these Rs values far 
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below 26 k are in fact associated with strong reduction (i.e., an electrochemical gating 

mechanism), occurring over length scales of 100s of nm into the crystal surface; the transition in 

Fig. 1(a) is thus from 2D insulator to 3D metal. An attempt to recover the ungated state by polishing 

the sample surfaces post-gating did indeed increase the low-T resistance, but by barely an order-

of-magnitude (see the dotted curve in Fig. 1(a)). This is due to the fact that the surfaces of polished 

NiS2 are substantially more conductive than pristine surfaces [45], rendering this approach 

unproductive. We did confirm that the dramatic decrease in sheet resistance with increasing 

positive gate bias also occurs in samples with polished gated surfaces, however (see Supplemental 

Material Section B [54]). As a final comment on Fig. 1(a), note that these data were taken in a 

PPMS Dynacool system with a base temperature of 1.8 K. Additional transport experiments in a 

3He refrigerator were performed on a crystal after gating to Vg = +2.0 V, but no superconductivity 

was detected down to 0.45 K (see the inset to Fig. 1(a)).  

We also examined the temperature-derivative of the sheet resistance, as shown in Fig. 1(b). 

A clear anomaly is observed at T  30 K and Vg = 0 V, which is well known to be associated with 

the weak ferromagnetic transition in NiS2 at Twf  30 K [45,49]. This anomaly persists to Vg = +0.9 

V, but then completely disappears upon further gating to Vg = +1.3 V and above. This observation 

is highly significant as the 30 K anomaly is known to be associated with the NiS2 phase 

specifically; it does not occur in lower-S-content Ni sulfides, such as NiS, Ni3S4, etc. Additionally, 

the anomaly is observed to re-appear after polishing the sample surfaces post-gating (see dotted 

curve in Fig. 1 (b)). Taken together with the observed non-volatility and irreversibility of the gate 

effect, which strongly support an electrochemical (not electrostatic) mechanism, and the 3D nature 

of the gated metallic state, these observations clearly raise the possibility of reduction of the 
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originally NiS2 surface over significant depths, which we now explore with surface-sensitive 

chemical characterization techniques. 

Fig. 2(a) shows EDX spectra obtained from the top surface of an NiS2 single crystal, both 

before gating, and after gating to Vg = +4.0 V and then removing the IL. Apart from the usual O 

and C signals due to surface contamination, the ungated sample shows only the expected Ni and S 

core transitions. In the gated sample, an additional weak F signal is visible, due to residual IL on 

the sample surface [20]. More importantly, the spectral intensities in Fig. 2(a) are normalized to 

those of the most intense Ni peak, the strong decrease in S intensity after gating therefore providing 

clear evidence of gating-induced reduction (i.e., a decrease in the S:Ni ratio) in these data acquired 

at 5 keV incoming electron energy.   

In EDX, the energy of the incident electron beam determines the depth to which the 

electrons penetrate, the generation volume within which the emitted photons originate, and thus 

the effective probe depth. This is illustrated in the inset to Fig. 2(b), which shows the depth below 

which 90% of the X-rays are ejected from the sample and detected, for varying incident electron 

energies (from the 5 to 20 keV studied in our experiments). These probing depths were calculated 

using the Monte Carlo simulation of electron trajectories available in the CASINO software 

package [55]. As shown in Fig. 2(b), varying the incident electron energy thus enables depth-

profiling of the S:Ni ratio. At 20 keV, for example, where X-rays are ejected from depths up to ~1 

𝜇m (inset), the gated NiS2 crystal has a S:Ni ratio of 1.92 ± 0.10 (systematic-error-dominated), 

corresponding to stoichiometric NiS2 within error. As also shown in Fig. 2(b), this is essentially 

identical to the ungated crystal, consistent with our prior work [45]. With decreasing incident 

electron energy (and hence probing depth), however, a strong decrease in the S:Ni ratio is observed 

in the gated case, directly evidencing gate-induced reduction, with the effect being strongest at the 
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surface. At 5 keV, for example (~200 nm probing depth (inset)), the measured S:Ni ratio of 1.19 ±

0.10 is drastically reduced from that of NiS2. Note that the same sample surface measured at 5 keV 

before gating shows a S:Ni ratio of 1.96 ± 0.10, leaving no doubt that the low S:Ni ratio measured 

on the gated surface is induced by gating, rather than some systematic EDX error. A reduction of 

the S:Ni ratio to values between 1.1 and 1.3 at 5 keV incident electron energy was observed in all 

(four) gated samples gated to Vg  ≥ +2.0 V (data not shown). As already deduced indirectly from 

transport measurements, the gating effect in these NiS2 crystals thus clearly results from an 

electrochemical mechanism associated with reduction at positive Vg, and not from electrostatic 

surface doping of electrons. This electrochemical reduction apparently takes place over 

surprisingly large depths, of order 100s of nm. This is unusual but not unprecedented in 

electrochemistry-based electrolyte gating. In perovskite cobaltites, for example, reduction at 

positive gate voltage can take place over more than 100 nm, enabled by a high O diffusion 

coefficient at room temperature [21,22].  

Examination of the Ni-S phase diagram reveals that, with S reduction, the room-

temperature-stable phases most likely to be induced with a S:Ni ratio between 2 and 1 are Ni3S4 

(S:Ni = 1.33) and NiS (S:Ni = 1) [56]. Further decrease of the S:Ni ratio to values below 1 could 

potentially induce Ni9S8 and Ni3S2, although other metastable phases are also possible [56], as well 

as oxides and hydroxides, which we return to later. While our EDX results clearly establish strong 

reduction to S:Ni ratios of 1.2 near the crystal surfaces after gating, this technique provides no 

information regarding the specific phases present. To understand this further we thus also carried 

out XPS measurements, which enable the determination of binding energies, and hence changes 

in the valence state of specific elements. Such a change in valence would be expected, e.g., if 

conversion of NiS2 to NiS occurs in the surface region during gating. In this specific case, both 
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NiS2 and NiS have Ni in the +2 valence state, with S valence states of (S2)
2- (i.e., S1-) and S2-, 

respectively. This specific scenario would thus induce a change in S valence, but not in Ni valence. 

On the other hand, reduction to Ni3S4 would generate S2- with mixed 2+/3+ valence for Ni, a 

difference that ought to be distinguishable by XPS. Note here that the XPS probing depth is 

determined by the energy-dependent mean-free-path of the emitted photoelectrons, typically a few 

nm, rendering XPS far more surface sensitive than energy-dependent EDS. 

Figs. 3(a) and (b) show XPS survey scans of NiS2 crystal surfaces before gating and after 

gating to Vg = +4.0 V, respectively. Various Ni and S spectral peaks are clearly discernible, in 

addition to expected contaminant peaks due to C and O. In Fig. 3(b), additional contaminant peaks 

from F and N are also visible, arising from residual IL [20]; stronger C and O contamination is 

also visible in (b), as might be expected. Figs. 3(c) and (d) then show high-resolution scans around 

the S 2p and Ni 2p3/2 peaks, respectively. The data in these figures were taken before gating (green), 

after gating to +4.0 V then removing the IL (blue), and additionally after one cycle (~1 min) of 

Ar+-ion sputtering of the gated surface (red). The thickness of material removed by each cycle of 

Ar+-ion sputtering was calibrated on a Si/SiOx substrate and found to be ~4 nm.  

As shown in Fig. 3(c), the S 2p3/2 and 2p1/2 peaks in the ungated case occur at 162.2 eV and 

163.5 eV, respectively, in good agreement with prior work on NiS2 [57] and FeS2 [58]. After gating 

(blue line), clear shifts of these S 2p peaks to lower binding energy occur, along with a decrease 

in signal-to-noise ratio due to the residual IL and associated surface damage. Importantly, this is 

exactly as expected for conversion from S1- to S2-, and is in fact very similar to observations for 

NiS and Fe1-xS [57,58]. Note that an additional broad spectral component is observed in the post-

gating S high-resolution scan at ~168 eV, very possibly arising from residual TFSI on the gated 

surface [59]. After Ar+-ion sputtering for 0.5 min (red line), the S 2p peaks regain features 
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somewhat reminiscent of the pristine NiS2 surface, but retain distinct differences, specifically 

broader widths, slight binding energy shifts, and lesser splitting. It is not surprising that this level 

of sputtering does not return XPS spectra to the initial state given that electrochemical reduction 

occurs over 100s of nm, as deduced from EDS. The state after sputtering (red line) in fact appears 

intermediate between the initial (green) and post-gate/pre-sputter (blue) states. The S 2p peaks 

after gating also display both depth-wise and lateral variability (see Supplemental Material Section 

C), as returned to below.    

Also significant, the primary Ni 2p3/2 peaks in Fig. 3(d) reveal no major change in binding 

energy after gating, despite the strong shifts seen for the S peaks in Fig. 3(c). This is as expected 

if the gating-induced phase were NiS, in which Ni remains in the same 2+ valence state as NiS2. 

A higher binding energy hump does emerge after gating (blue line), however, and is decreased in 

intensity by sputtering (red line). Such a higher binding energy feature would be expected for 

Ni3S4, in which Ni has mixed 2+/3+ valence [60]. Combining the conclusions from S and Ni XPS, 

it is thus likely that both NiS and Ni3S4 form under electrochemical reduction, consistent with the 

post-gating surface S:Ni ratio from EDS of 1.2, which is intermediate between NiS and Ni3S4. 

We wish to stress here that both depthwise and lateral inhomogeneity are likely inevitable in 

electrochemical gating, meaning that coexistence of NiS and Ni3S4 is entirely reasonable. Other 

phases such as oxides and hydroxides of Ni are also possible, which would also be consistent with 

presence of the higher binding energy feature in the Ni 2p3/2 spectrum [61,62]. As a final comment 

on Fig. 3, we note that depth-dependent studies of XPS spectra were also attempted, but were 

inconclusive with respect to the near-surface depth dependence of the S:Ni ratio, primarily due to 

strong effects of gating on the surface topography, as discussed below. 
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Before moving to surface topography, we first comment on the correspondence of the 

above EDS and XPS results with the transport data in Fig. 1. The most important point here is that 

both NiS and Ni3S4 can support metallic conductivity. NiS is known to exist in two forms: (i) 

hexagonal 𝛽-NiS exhibiting a transition to an antiferromagnetically-ordered state below TN  264 

K, accompanied by a metal-semiconductor or metal-metal transition [63,64]; and (ii) 

rhombohedral 𝛾-NiS exhibiting metallic conductivity [65]. Off-stoichiometric 𝛽-NiS and sintered 

𝛾-NiS exhibit metallic conductivity with low-T resistivities that have been reported to reach as low 

as 1 cm [65,66]. Ni3S4 exhibits ferrimagnetism below TC  20 K and is metallic with low-T 

resistivity at least as low as 6.5 mcm [67]. Gated surfaces reaching resistances as low as 10  

is therefore consistent with our EDS and XPS findings. As quantitative support for this, note that 

a sheet resistance of 10  due to a 100s-of-nm-thick layer corresponds to 1 mcm resistivity, 

easily within reach of mixed phase NiS/Ni3S4 based on the above literature values.     

Moving to surface topography, prior work on gated La1−xSrxCoO3−δ films, for example, 

revealed that in the high positive gate voltage regime where electrochemical mechanisms 

dominate, gating eventually induces etching, leading to the formation of pits on the film surface 

[20]. Such electrochemical etching has also been observed in FeSe films on SrTiO3 and MgO 

substrates [68]. Given the strongly electrochemical nature of the gating uncovered here in NiS2, it 

seems pertinent to investigate the effects of gating on the topography of the crystal surface. Figs. 

4(a) and (b) thus show contact-mode AFM height images of the surface of an ungated NiS2 crystal 

and a post-gating (+2.0 V) crystal, respectively. The surface topography is indeed distinctly 

different in the two cases. While approximately micron-scale lateral features are visible in both 

cases, these occur on different specific scales, at different frequencies, and are associated with 
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different depths. Rich structure is in fact observed in Fig. 4(b) at short lateral length scales, as well 

as deep pits reminiscent of the etch pits seen in La1−xSrxCoO3−δ.  

Quantitative analysis of the surface height distribution was performed with the relevant 

power spectral density (PSD), defined as [69]: 

𝑊(𝑘𝑥 , 𝑘𝑦) =
1

𝐿2
[ ∑ ∑ ℎ𝑚𝑛𝑒−2𝜋𝑖∆𝐿(𝑘𝑥𝑚+𝑘𝑦𝑛)(∆𝐿)2

𝑁

𝑛=1

𝑁

𝑚=1

]

2

 , (1) 

where L is the scan length along both the horizontal and vertical axes, ℎ𝑚𝑛 is the profile height at 

position (𝑚, 𝑛), 𝑘𝑥 and 𝑘𝑦 are the spatial frequencies along the x- and y-directions, ∆𝐿 is the 

distance between neighboring sampling points, and N is the total number of sampling points along 

each direction (with 𝐿 = 𝑁∆𝐿). One-dimensional PSDs were then obtained by averaging along the 

direction perpendicular to the scan-direction (i.e., along the y-axis in our case):  

𝑊1(𝑘) =
1

𝐿
∑ 𝑊(𝑘, 𝑘𝑦)

𝑘𝑦

 (2). 

Mathematically, the PSD thus represents the distribution of surface roughness with different 

associated spatial frequencies, as defined by the inverse wavelength of the topographic features. 

Thus, higher values of PSD at high frequencies indicate a higher density of low-wavelength 

features (and vice versa). The 1D-PSDs obtained for the ungated and gated crystal surfaces in Fig. 

4(a,b) are shown in Fig. 4(c). Clear differences are apparent. Specifically, the gated PSD (blue) is 

distinctly shifted to higher spatial frequencies (lower wavelengths), with a knee forming at 2.2 

𝜇m-1 (vertical blue dashed line). This indicates a surface with dominant low-wavelength 

components, the extracted correlation length (from the shown fits, see Supplemental Material 

Section D [54]) falling by an order of magnitude with respect to the ungated case, from ~4.8 µm 

to 450 nm. We believe that this finding is consistent with the above conclusions from 
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spectroscopy. Specifically, conversion of the initial NiS2 single crystal surface to a lower S:Ni 

phase such as NiS or Ni3S4 likely occurs with significant lateral inhomogeneity, with multiple 

phases present, potentially even with associated polycrystallinity. Under such circumstances, low-

wavelength structure would be expected in AFM images, as is the case in Fig. 4(b).     

Prior to discussing the origins and implications of our findings, we note that substantial 

additional efforts were devoted to using various forms of XRD to definitively identify the low S:Ni 

ratio majority phase(s) post-gating. This encompassed both lab-based measurements with an area 

detector and synchrotron-based reciprocal space mapping, as described in Supplemental Material 

Section E [54]. Likely hindered by the much larger penetration depth of the X-rays in such 

measurements compared to the thickness of the reduced layer, these attempts were not successful. 

It is also possible that the low S:Ni ratio phase(s) (and/or oxides and hydroxides) induced by gating  

are amorphous or weakly crystalline, which would obviously limit the usefulness of XRD. 

 

IV. Discussion 

The above transport, chemical, and structural characterization measurements on 

electrolyte-gated NiS2 single crystals clearly reveal an electrochemical gating mechanism, 

resulting in substantial decreases in the S:Ni ratio (from 2.0 to close to 1.2) over 100s of nm 

depths. These gating-induced changes are both non-volatile and irreversible, in stark contrast with 

what is seen in isostructural pyrite FeS2. In this section we provide a hypothesis for these 

differences, which we believe provides new insight into the general issue of understanding 

electrostatic vs. electrochemical response in electrolyte gated materials.  

 In the better understood case of electrolyte gating of binary and complex oxides, 

electrochemical response via oxygen vacancy formation/annihilation vs. electrostatic 
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accumulation of electrons/holes has been demonstrated to depend strongly on the O vacancy (VO) 

diffusion coefficient [21,26]. Specifically, recent electrolyte gating investigations of the perovskite 

oxide BaSnO3, for example, revealed reversible and volatile control of transport properties across 

a remarkably wide gate-voltage window, which was argued to be a consequence of very low room 

temperature VO diffusivity [26]. In such circumstances, positive Vg may induce VO formation at 

the extreme surface of the oxide, but the very slow diffusion prevents proliferation of VO to greater 

depths, thus minimizing electrochemical response. At the other extreme, oxides such as 

La1−xSrxCoO3−δ, SrTiO3, VO2, etc., have much higher VO diffusivity, enabling proliferation of VO 

to substantial depths, thereby promoting electrochemical response. In cobaltites, for example, the 

diffusion length for VO on the time and temperature scales relevant to typical electrolyte gating 

experiments can easily exceed 100 nm [21,22].     

Extending the above arguments to pyrite-structure TMS2 compounds is revealing. In 

particular, S and VS diffusion in FeS2 is notoriously sluggish, the room-temperature-extrapolated 

S diffusion coefficient of 10-37 m2s-1 [50,51] yielding a diffusion length (√𝐷𝑡 where D is the 

diffusion coefficient and t is time) of 10-17 m. In the above picture, this strikingly short length 

scale would promote an electrostatic electron doping mechanism, exactly as recently deduced from 

the volatile, highly reversible gate effect [16]. In NiS2 on the other hand, for reasons that are not 

entirely clear but may be related to cell-volume expansion related to Mottness, the S diffusion 

coefficient has been estimated to be 10-10 m2s-1 at room temperature, i.e., 27 orders of magnitude 

higher than in FeS2 [49]. This radical difference yields a diffusion length for S vacancies in NiS2 

of 100 m, assuming 300 K and 30 mins. Critically, this is easily large enough to rationalize the 

100s of nm length scales over which gate-induced electrochemistry is found to occur in the present 

work. Non-NiS2 phases that arise as gating proceeds could well have lower S diffusion rates, but 
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this simple estimate based on NiS2 is nevertheless revealing. As a final note on this point we remark 

that while the method used to extract the diffusion coefficient in Ref. [49] is atypical, and should 

be treated only as an estimate, the enormous difference in VS diffusivity between FeS2 and NiS2 

appears beyond question.      

Finally, with an explanation for a strongly non-volatile, electrochemistry-based, and long-

length-scale gating process in hand, we now turn to the observed irreversibility, i.e., the inability 

to recover NiS2 at negative Vg. While lower S and VS diffusivities in reduced phases such as NiS 

and Ni3S4 could play a role here, we believe that the primary issue is the lack of an atmospheric 

reservoir of S for re-sulfidation. In the better understood case of oxides it is widely believed that 

H2O present in ILs undergoes electrolysis at finite Vg [3], providing an effectively limitless 

reservoir of O for reoxidation of reduced phases. In cobaltites for example, perovskite SrCoO3 can 

thus be reduced to bownmillerite SrCoO2.5 at positive bias, and then reoxidized to SrCoO3 at 

negative voltage, in a reversible cycle [3,22,70,71,72]. In the case of sulfides, no such S reservoir 

is obviously available, which we believe plays the key role in strongly limiting reversibility, as is 

manifest in Fig. 1.       

  

V. Summary and Conclusions 

In conclusion, we have revealed a crossover from a 2D insulating phase to a 3D metallic phase in 

ionic-liquid-gated NiS2 single crystals with increasing positive gate voltage. Despite the dramatic 

insulator-metal transition, no superconductivity was detected down to 450 mK. Of highest interest, 

the electrolyte gate effect is irreversible, non-volatile, and electrochemical in nature, proceeding 

via reduction of the S:Ni ratio to depths of 100s of nm. These conclusions are supported by 

electronic transport, spectroscopic, and surface microscopy studies, providing a detailed picture. 
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We explain these features in terms of unusually large sulfur diffusivity, which enables non-volatile 

reduction over large length scales, as well as the absence of an obvious sulfur reservoir in such 

gating, which severely limits reversibility. NiS2 thus illuminates a heretofore unexplored limit of 

electrolyte gating.  
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Fig. 1. (a) Sheet resistance as a function of temperature for different applied gate voltages. In the 

legend, the listing of applied voltages is in chronological order. As a check of the volatility and 

reversibility of the gate effect, 0 V and -3.0 V (dashed lines) were applied following the first 

positive gate voltage application of +0.5 V. The resistance of the sample after polishing all sides 

post-gating is also shown (dotted line). The inset shows low temperature Rs vs T obtained for the 

+2.0 V gated sample in a 3He refrigerator. (b) Temperature derivative of the sheet resistances in 

(a), highlighting the anomaly at about 30 K due to the onset of weak ferromagnetism. The data are 

normalized to the value at a temperature slightly above 30 K (in the cases where an anomaly 

occurs). The anomaly disappears at an applied gate voltage of +1.3 V, but reappears after the gated 

surfaces are removed by mechanical polishing. Inset: schematic of the gating setup.  
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Fig. 2. (a) EDX analysis of a NiS2 single crystal before and after gating (to +4.0 V). The spectra 

were obtained at an incident electron energy of 5 keV. The Ni and S peaks are marked by pairs of 

orange lines; common contaminant peaks are marked in red. The intensity is normalized to that of 

the most intense Ni peak. (b) S:Ni ratio obtained from EDX analysis of ungated and gated samples 

(+4.0 V) with different incident electron energies. The inset shows the depth below which 90% of 

the characteristic X-rays are emitted from the sample for S and Ni, as obtained from CASINO 

simulations (as discussed in the main text). The dashed lines in (b) are guides to the eye. 
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Fig. 3. XPS survey scans taken on the crystal surface (a) before gating (no IL applied) and (b) after 

gating (+4.0 V), but before Argon ion sputtering. The XPS peaks due to specific elements are 

marked in (a); in (b), only the peaks due to IL contamination are additionally marked. High-

resolution XPS scans of the S 2p and Ni 2p3/2 peaks are shown in (c) and (d), respectively. The 

spectra in green and blue correspond to panels (a) and (b), respectively. The spectra in red were 

obtained after sputtering 2 nm off the surface with Argon-ion sputtering. 
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Fig. 4. Contact-mode AFM height images (15 𝜇m  15 𝜇m) of (a) ungated and (b) +2.0-V-gated 

NiS2 single crystal surfaces. The common height scale for the images is displayed on the left; the 

lower limit for the height scale was set at 300 nm, for better contrast. (c) 1D power-spectral density 

functions for gated (+2.0 V) and ungated samples, as obtained from the AFM height images in 

(a,b), using Eqs. (1) and (2). The solid black lines are fits to the k-correlation model (see 

Supplemental Material Section D [54]) used to extract the correlation length. The latter is 4.8(3.6) 

𝜇m and 0.45(0.04) 𝜇m from the ungated and gated fits shown. The inverse correlation lengths 

obtained for the gated and ungated samples are depicted by dashed lines with the respective colors. 
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Section A: Additional Gating Data on NiS2 Single Crystal Samples with Pristine Top 

Surfaces and Polished Bottom Surfaces 

In this section, we document Rs vs. T curves for a few different gated samples (see Fig. S1). As 

pointed out in the main text, gating beyond Vg = +2.0 V does not significantly change Rs, compared 

to samples gated up to Vg = +2.0 V. The low temperature sheet resistances are observed to fall in 

the 10 - 100 Ω range for all samples gated to Vg ≥ +2.0 V. 

 

Fig. S1: Sheet resistance as a function of temperature for four different samples gated to the 

indicated gate voltages. The low temperature sheet resistances of all samples are observed to fall 

in the 10 - 100 Ω range. The Vg = +2.0 V gated crystal is the same as the one in Fig. 1 of the main 

text. 
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Section B: Gating Data on Double-Side-Polished NiS2 Single Crystals 

As pointed out in the main text, gating was also performed on samples with mechanically polished 

top and bottom surfaces, i.e., double-side-polished crystals as opposed to the single-side-polished 

(pristine top surface/polished bottom surface) crystals in the main text. Fig. S2 shows an example 

of gating data on a double-side-polished crystal. As discussed in the main text, the initial state is 

more conductive when the top surface is polished, but the dramatic decrease in low temperature 

sheet resistance is still observed with increasing positive gate bias, similar to samples with pristine 

surfaces (Fig. 1). 

 

Fig. S2: Sheet resistance as a function of temperature at different applied gate voltages in a sample 

with mechanically polished top and bottom surfaces. The legend is in chronological order of 

applied gate voltages. A strong reduction in sheet resistance is observed with increasing positive 

gate bias, similar to that observed in pristine samples (Fig. 1(a)). The temperature range at Vg = 

+2.0 V is cut off at ~190 K due to a contact failure.  
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Section C: Depth Profile of a Gated Sample Using X-ray Photoelectron Spectroscopy 

 

Fig. S3: High-resolution XPS scans of S 2p peaks obtained for a sample before gating and after 

gating to +4.0 V (the same sample as in Fig. 3 of the main text). Post gating, two different spots 

are measured. Argon-ion sputtering is used to depth-profile the gated sample at these two different 

spots. The thickness of the material sputtered before measurement of each spectra is indicated. 

Note that the indicated sputtered thicknesses are based on sputter rates that were calibrated on a 

Si/SiOx substrate and could be somewhat different for the NiS2 surface.  

 

In this section, we discuss additional XPS spectra obtained from the same sample as in Fig. 3 of 

the main text. Two different spots on the sample surface were measured after gating. The results 

from measurements at the first spot (Spot 1) were already presented in Fig. 3 of the main text and 

are reproduced in Fig. S3. We also measured a second spot (Spot 2) where we carried out more 

extensive depth profiling (Fig. S3). As discussed in the main text, the S 2p spectrum obtained at 

Spot 1 after gating is observed to be shifted to lower binding energies compared to the S 2p 
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spectrum before gating, indicating a reduction of the S valence state. Upon sputtering the surface 

by ~ 2 nm, the S 2p spectrum at Spot 1 shifts back to the initial position, but remains considerably 

broadened compared to the S 2p spectrum before gating. On the other hand, measurements at Spot 

2 reveal a S 2p spectrum that is distinctly different from that measured at Spot 1. In fact, it appears 

similar to the shifted (reduced S) spectrum observed at Spot 1 before sputtering. This indicates that 

the S reduction induced by gating is laterally inhomogeneous. Moreover, further sputtering and 

measuring at Spot 2 reveal spectra that shift back and forth between spectra that resemble the 

ungated surface and spectra that resemble the reduced S state. This indicates that the S reduction 

induced by gating is depth-wise inhomogeneous as well. 
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Section D: Quantitative Analysis of Power Spectral Density (PSD) From Atomic Force 

Microscopy (AFM) Images 

As explained in the main text, a quantitative analysis of the PSD data in Fig. 4(c) was performed 

to extract correlation lengths. A good fit to the frequency dependence of the PSD in Fig. 4(c) was 

obtained using a k-correlation model (also known as the ABC model) [1], defined by: 

𝑊1(𝐾) =
𝐴

(1 + 𝐵2𝐾2)𝐶 2⁄
(3). 

Here, the parameter A is the low spatial-frequency limit of the spectrum, B determines the position 

of the ‘knee’ and defines a height-height correlation length beyond which the surface height 

fluctuations are uncorrelated, and C is related to the average fractal dimension. The knee in the 

gated crystal data therefore indicates a surface with dominant low-wavelength components, as 

would be expected if a gating-induced polycrystalline reduced S content phase formed on the 

single-crystal surface.  

 

Sample A (𝝁m3) B (𝝁m) C 

ungated 1.8(3.2) × 10-3 4.8(3.6) 2.69(8) 

gated 1.1(0.1) × 10-4 0.45(0.04) 2.33(9) 

 

Table S1: Fit parameters from the k-correlation model, obtained for the PSD data in Fig. 4(c). 

 

Table S1 summarizes the fit parameters obtained for the gated and ungated samples. Large errors 

are observed for the fit parameters corresponding to the ungated sample, primarily because the 

absence of the ‘knee’ feature leads to a large value for the parameter B. While the surface 

roughness, which is proportional to √𝐴 𝐵⁄ , and the fractal dimension C of the gated and ungated 
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samples are comparable, the correlation length B is observed to be an order of magnitude smaller 

in the gated sample, consistent with the interpretation of formation of a possibly polycrystalline 

reduced S content phase on the surface.
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Section E: X-ray Diffraction Attempts to Identify Gating-Induced Reduced S Content Phases 

As alluded to in the main text, X-ray diffraction (XRD) measurements were performed to attempt 

to further identify the reduced S content phases induced by gating. These measurements consisted 

of both synchrotron-based measurements using beamline 6ID-D of the Advanced Photon Source, 

Argonne National Laboratory and lab-based measurements on a Bruker D8 Discover X-ray 

diffractometer equipped with a Co K𝛼 X-ray source and a VANTE-500 area detector. As explained 

below and alluded to in the main text, neither approach was successful. Due to the reflection 

geometry of the lab-based approach, compared to transmission for the synchrotron measurements, 

we consider the former the most useful and present here only the results from those measurements. 

The measurements were performed in reflection with incident angles in the range 12.5o to 35o for 

the ungated sample and 12.5o to 37.5o for the gated sample.  

 

Fig. S4: 2D XRD intensity maps obtained from an (a) ungated and a (b) Vg = +4.0 V gated sample. 

 

Figures S4 (a) and (b) display the 2D XRD intensity maps obtained for the ungated and +4.0 V 

gated samples respectively. Figure S5 displays the corresponding integrated intensities as a 

function of the scattering angle. Although clear powder rings are observed in the gated sample’s 
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intensity map in Fig. S4 (b), these were identified to be that of the Au that was used to form the 

electrical contacts for transport measurements (see Fig. S5). The Au peaks are observed to have a 

double-peak shape in the gated sample. No peaks are expected at these scattering angles for any 

of the sub-sulfide phases. Therefore, the double peak is likely a result of a change in the (apparent) 

lattice parameters of part of the Au (due to, e.g., strain, contamination, intermixing, height-

correction errors, etc.). No additional peaks apart from that of the NiS2 phase can be discerned. 

 

Fig. S5: Integrated XRD intensity as a function of the scattering angle 2𝜃 for the same samples as 

in Fig. S4. The calculated 2𝜃 for Au and NiS2 are indicated as vertical yellow and red lines 

respectively. 
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