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We study fluctuations of particle number in the presence of critical point by utilizing molecular
dynamics simulations of the classical Lennard-Jones fluid in a periodic box. The numerical solution
of the N -body problem naturally incorporates all correlations, exact conservation laws, and finite
size effects, allowing us to study the fluctuation signatures of the critical point in a dynamical setup.
We find that large fluctuations associated with the critical point are observed when measurements
are performed in coordinate subspace, but, in the absence of collective flow and expansion, are
essentially washed out when momentum cuts are imposed instead. We put our findings in the
context of event-by-event fluctuations in heavy-ion collisions.
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I. INTRODUCTION

A critical point (CP) is the endpoint of a first-order
phase transition line where the phase boundaries vanish.
It is a ubiquitous phenomenon which occurs in many
different physical systems, including most atomic and
molecular systems, ferromagnets, cold nuclear matter,
and potentially hot QCD matter. A generic feature of
the CP is growth of the thermal fluctuations in its vicin-
ity, which, for an infinite system, become divergent at the
CP. For instance, large and long range density fluctua-
tions near the CP of a liquid-gas transition explain the
well known phenomenon of critical opalescence.

Theoretically, the thermal fluctuations of a (conserved)
particle number are encoded in the equation of state and
can be most easily characterized within grand-canonical
statistical mechanics. The (scaled) variance of parti-
cle number fluctuations in the grand-canonical ensemble
reads [1]

〈∆N2〉
〈N〉

=
T(
∂p̃
∂ñ

)
T̃

. (1)

At the CP one has
(
∂p̃
∂ñ

)
T̃

= 0, thus the fluctuations

formally diverge.

Using event-by-event fluctuations is the key idea in the
experimental search for the QCD CP at finite baryon
density with heavy-ion collisions [2, 3]. Here the baryon
current plays the role of the conserved particle number
and the presence of the QCD CP should manifest itself in
the enhanced fluctuations of proton number [4], as well
as possibly nonmonotonic collision energy dependence of

the high-order measures like skewness and kurtosis [5, 6].
The corresponding measurements have been performed
by different experiments like STAR [7, 8], HADES [9],
and ALICE [10]. A definitive interpretation of these mea-
surements is still elusive, but, coupled with the available
constraints from first-principle lattice QCD simulations
at small baryon densities [11–13], there are indications
that the QCD critical region can likely only be created in
heavy-ion collisions at sufficiently large baryon densities,
corresponding to collision energies of

√
sNN . 7.7 GeV.

At these collision energies the production of antibaryons
can be neglected and the analysis amounts to the study
of the event-by-event distribution of proton number.

Theoretical interpretation of experimental results on
fluctuations is challenging because grand-canonical sta-
tistical mechanics is not directly applicable to the con-
ditions realized in the experiment [14, 15]. In partic-
ular, the growth of critical fluctuations is restricted by
both the finite sizes and lifetimes of the systems created
in the experiment [16, 17] as well as the exact global
conservation of baryon number [18]. Furthermore, mea-
surements are necessarily performed in momentum space
whereas the physics of the CP and its associated correla-
tions is usually discussed in configuration space. Methods
to correct fluctuation measurements for global conserva-
tion laws have been recently developed [19–21] but their
limits of applicability near the CP and at lower collision
energies remain unclear. A quantitative framework for
critical fluctuations in heavy-ion collisions based on fluc-
tuating hydrodynamics is under development [22, 23].

In the present work we study critical fluctuations of
(conserved) particle number within molecular dynam-
ics (MD) simulations of the Lennard-Jones (LJ) fluid.

ar
X

iv
:2

20
1.

08
48

6v
2 

 [
he

p-
ph

] 
 2

3 
M

ar
 2

02
2



2

The LJ fluid corresponds to a system of non-relativistic
particles with attractive and repulsive interactions, which
contains a first-order phase transition and the associated
CP. This system is quite different from the hot QCD
matter near the QCD CP, where both the hadronic and
partonic degrees of freedom are relevant. Nevertheless,
MD simulations of the LJ fluid provide a microscopic ap-
proach to fluctuations near the CP, and allow to study
deviations from the baselines predicted by the grand-
canonical statistical mechanics. They also contain all
(classical) correlations in the system, i.e. no approx-
imations like mean-field based description are applied.
In particular, using MD one can obtain particle number
distributions affected by the CP which could well mim-
ick the event-by-event distributions of protons near the
QCD CP. Previously, the LJ model has been used in var-
ious studies of nuclear matter and QCD [24–27]. Here we
perform MD simulations of the LJ fluid in a box with pe-
riodic boundary conditions at both near and away from
the CP. We study particle number fluctuations inside a
coordinate space subvolume and how these fluctuations
relate to the grand-canonical susceptibilities, with a focus
on the role of finite system size and global conservation
laws. We then analyze how the behavior of fluctuations
changes when the analysis is performed in momentum
rather than coordinate space. The studies in the present
work are restricted to box simulations but can be ex-
tended in future works to describe expanding systems,
reflecting better the conditions realized in heavy-ion ex-
periments.

The paper is organized as follows. The LJ fluid as
well as the main quantities of study are introduced in
Sec. II. The details of the MD simulations are described
in Sec. III and the results presented in Sec. IV. The sum-
mary and outlook in Sec. V closes the article.

II. LENNARD-JONES FLUID

The LJ fluid is a system of particles interacting via the
LJ potential:

VLJ(r) = 4ε

[(σ
r

)12
−
(σ
r

)6]
. (2)

Here the first term corresponds to the repulsive core at
short distances whereas the second term describes the
attraction at an intermediate range. The two parameters
– σ and ε – define the size of the repulsive core and the
depth of the attractive well, respectively. It is customary
to treat σ and ε as length and energy scales and work
with dimensionless variables. In this case the reduced

potential ṼLJ = VLJ/ε reads

ṼLJ(r̃) = 4
(
r̃−12 − r̃−6

)
, (3)

with r̃ = r/σ being the reduced distance. The re-

duced thermodynamic variables are the temperature T̃ =
T/(kBε), particle number density ñ = nσ3, and pressure
p̃ = pσ3/ε. The particle’s mass can be utilized to define

the dimensionless time variable, t̃ = t
√
ε/(mσ2).

The Lennard-Jones fluid possesses a rich phase dia-
gram, with phase transitions between various gas, liquid,
and solid phases (see e.g. [28] for an overview). The CP
of a liquid-gas transition is of primary interest in the
present work. The CP location has been estimated from
numerous MD simulations, yielding [29]

T̃c = 1.321± 0.007 , ñc = 0.316± 0.005 . (4)

The CP is characterized by the critical pressure of p̃c =
0.129± 0.005. This gives the compressibility factor Z ≡
p̃/(ñT̃ ) at the CP of Zc ≈ 0.309. For comparison, the
CP compressibility factor in the van der Waals model is
ZvdW
c = 3/8 = 0.375, i.e. about 20% higher.

A. Particle number fluctuations

Thermal fluctuations are expected to be large near
the CP. In particular, the macroscopic growth of particle
density fluctuations leads to the phenomenon of critical
opalescence. Formally, these fluctuations can be analyzed
in the framework of the grand-canonical statistical me-
chanics, which corresponds to a system in contact with
the heat bath with which it can exchange particles. The
variance of particle number is given by the derivative of
the mean particle number with respect to the chemical
potential,

〈∆N2〉 ≡ 〈(N − 〈N〉)2〉 = T

(
∂〈N〉
∂µ

)
T,V

, (5)

where the symbol 〈. . .〉 denotes the grand-canonical aver-

aging. Using the thermodynamic identity
(
∂〈N〉
∂µ

)
T,V

=

〈N〉/
(
∂p
∂n

)
T

, one can express the fluctuations in terms

of the derivative of pressure with respect to density. It
is instructive to consider the so-called scaled variance
ω = 〈∆N2〉/〈N〉 which is an intensive measure of fluctu-
ations:

ω =
T(
∂p
∂n

)
T

=
T̃(
∂p̃
∂ñ

)
T̃

=

[
Z + ñ

(
∂Z

∂ñ

)
T̃

]−1
. (6)
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The scaled variance grows in the vicinity of the CP and
diverges at the CP where (∂p̃/∂ñ)T̃ = 0.

B. Virial expansion

The equation of state of LJ fluid in a closed form is
not known. In the low-density limit, however, it can be
approximated using the virial expansion. The virial ex-
pansion for the compressibility factor reads

Z ≡ p̃

ñT̃
= 1 +

∞∑
k=2

B̃k (T̃ ) ñk−1. (7)

Here B̃k ≡ Bk σ
−3k are the (reduced) virial coefficients.

The leading coefficient B̃2(T̃ ) can be calculated analyti-
cally [30], while for the higher-order ones high-precision
numerical data in broad temperature range are avail-
able [31, 32]. Using the virial expansion (7) one can
rewrite the scaled variance as follows

ω(T̃ , ñ) =
〈∆N2〉
〈N〉

=

[
1 +

∞∑
k=2

k B̃k (T̃ ) ñk−1

]−1
. (8)

The temperature derivatives of the virial coefficeints
can be utilized to calculate the energy per particle at
given T̃ and ñ (see the details in Appendix A):

Ũ

N
=

3

2
T̃ −

∞∑
k=2

T̃ 2 B̃′k(T̃ )

k − 1
ñk−1 . (9)

A truncated virial expansion gives a good approxima-
tion of the equation of state at sufficiently low densities
where it converges rapidly. We will utilize the virial ex-
pansion in Eqs. (7) and (8) to test the accuracy of our
MD simulations in those regions where the virial expan-
sion is applicable. The parameterizations for the virial
expansion coefficients are given in Appendix A.

III. MOLECULAR DYNAMICS SIMULATION

MD simulations are performed by numerically integrat-
ing the Newton’s equations of motion using the Velocity
Verlet integration method. The simulations are done for
a system of N particles with periodic boundary condi-
tions in the minimum-image convention form.1 Periodic

1 In the minimum image convention form each particle interacts
only with the nearest images of all other particles across the
simulation cube and its neighboring periodic images, see e.g. [33]
for details.

boundary conditions is the most common choice in molec-
ular dynamics simulations. Other boundary conditions,
such as reflecting walls, are also possible, and may lead
to quantitative differences of the system-size dependence
of the results. The integration time step is ∆t̃ = 0.004
by default, and where necessary, in particular at high
densities, it is reduced to a smaller value to ensure the
stability of the numerical integration.

The calculations are performed for fixed values of the
particle number N and density ñ. The desired parti-
cle number density ñ is achieved by choosing appropri-
ately the length L̃ of the cubic simulation box, namely
L̃ = (N/ñ)1/3. The simulations are carried out either in

the microcanonical ensemble, where the total energy Ũ
is fixed, or in a canonical-like ensemble that keeps the
kinetic temperature constant through an additional con-
straint in the equations of motion (see Sec. 3.8.2 in [33]).

The initial state is prepared by distributing the par-
ticle coordinates over a regular cubic lattice and sam-
pling their velocities from the Maxwell-Boltzmann dis-
tribution corresponding to the desired temperature T̃ .
Then, the velocity components of all the particles are
shifted such that the total momentum in the system is
zero. Finally, all the velocities are rescaled by a factor
such that the total system energy matches the desired to-
tal energy (microcanonical ensemble) or the total kinetic
energy matches the one given by the desired system tem-
perature (canonical-like ensemble).

The MD simulation is split into two stages: the equi-
libration and production. During the equilibration stage
the system evolves toward thermodynamic equilibrium.
We assign an equilibration time of t̃eq = 50 for the dura-
tion of this stage to ensure that equilibrium is achieved.
This has been checked by observing the behavior of
the kinetic temperature (or the mean energy per par-
ticle if the canonical-like ensemble is employed), which,
once equilibrium is achieved, exhibits small fluctuations
around the true temperature as function of time.

The production stage begins at t̃ = t̃eq and is simu-
lated for a time interval of τ̃ . All of the observables of
interest are calculated as time averages during the pro-
duction phase, i.e. a quantity A which at any given time
moment is a function of phase space coordinates {r̃i, ṽi}
is calculated as

〈A〉 =
1

τ̃

∫ t̃eq+τ̃

t̃eq

A({r̃i(t̃), ṽi(t̃)})dt̃ . (10)

In accordance with the ergodic hypothesis, in the limit
τ̃ → ∞ the time average 〈A〉 reduces to the ensemble
average A, thus MD simulations over a sufficiently long
period of time give access to various statistical mechanics
properties of the LJ fluid.

In practice, the integral in Eq. (10) is evaluated as an
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average of all the observations taken after each numerical
integration time step during the MD simulation. Further-
more, when the value of τ̃ is finite, as is the case in any
MD simulation, the expression (10) approximates 〈A〉
with a non-vanishing statistical error. Extra care should
be taken to estimate this error correctly, as the consecu-
tive samples taken from the MD simulation unavoidably
exhibit autocorrelations. Here we follow the procedure
described in [33] to estimate the statistical errors of all
our calculations of fluctuations that are corrected for the
noise from autocorrelations, while the bootstrap method
is used to calculate errors for other observables.

Equation (10) can be used to calculate a variety of

quantities. For instance, the total energy Ũ is calculated
straightforwardly and can be used to determine the en-
ergy per particle ũ = Ũ/N at a given T̃ and ñ by utilizing
the canonical-like ensemble simulations2. The tempera-
ture T̃ corresponds to the average kinetic energy in the
system, thus it can be determined through the time av-
erage of the mean velocity squared, i.e. T̃ = 〈ṽ2〉/3.
Finally, the instantaneous pressure can be determined
through the virial theorem. It is calculated as the aver-
age over the diagonal components of the negative (non-
relativistic) stress tensor [34]. The expression that is ap-
propriate for use in MD simulations with periodic bound-
ary conditions utilizing the minimum image convention
reads [33]:

p̃ = ñ T̃ +

∑N
i=1

∑N
j=i+1 r̃ij · f̃ij
3L̃3

. (11)

Here r̃ij = r̃i − r̃j and f̃ij = −f̃ji is the force exerted
by particle j on particle i. The system pressure is thus
evaluated as time average of Eq. (11).

Equation (10) is also used to calculate the variance
of particle number fluctuations (6) by calculating 〈N〉
and 〈N2〉 as time averages. We study particle number
fluctuations in various subsystems of the total system,
namely in the coordinate space by either performing cuts
x < xcut, y < ycut, or z < zcut on the particle coordi-
nates. See Fig. 1 for an illustration of the subvolume
along the longitudinal coordinate. In addition, we also
study fluctuations in the momentum space by performing
cuts |vz| < vcutz on the longitudinal velocity of particles.

The MD simulations are performed utilizing CUDA-
enabled GPUs, which allows one to significantly speed-
up the simulations relative to CPU. The code we use is
open source and available via [35].

2 In the microcanonical ensemble, where the energy is fixed, mon-
itoring ũ can be used to check the numerical stability and accu-
racy of simulations.

Figure 1. Snapshot of a molecular dynamics simulation at
T̃ = 1.4 and ñ = 0.3 of the system of N = 400 LJ particles,
depicting the simulation box and the subvolume z̃ < 0.4L̃
along the longitudinal coordinate. The red (gray) and black
spheres correspond to the LJ particles inside and outside the
subvolume, respectively.

IV. RESULTS

We focus the present study on a single isotherm corre-
sponding to a temperature value T̃ = 1.4. This choice is
motivated by the following considerations. On one hand,
T̃ = 1.4 is only slightly above the critical temperature of
T̃c ≈ 1.321, thus the effects of the CP on particle number
fluctuations should be evident along this isotherm (see

Fig. 2). On the other hand, given that T̃ = 1.4 cor-
responds to a supercritical temperature, the system is
expected to be uniform, with no mixed phase formation
occurring.

A. Equation of state

As the first step, we determine the equation of state
along the T̃ = 1.4 isotherm, namely the dependence of
the pressure p̃ and energy per particle Ũ/N on the den-
sity ñ. In order to do that, we run the simulations in the
canonical-like ensemble, which preserves the input value
of the temperature T̃ throughout the simulations, in par-
ticular during the equilibration stage.3 Both the pressure

3 In contrast, the microcanonical ensemble conserves the energy
rather than the temperature. This makes it challenging to pre-
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Figure 2. The phase diagram of the LJ fluid in T̃ -ñ coordi-
nates showing the coexistence region of the liquid-gas phase
transition and the associated CP. The coexistence line is taken
from Ref. [29]. The dotted line corresponds to the range of

the ñ values along the T̃ = 1.4 isotherm used for calculations
of the equation of state properties within the canonical-like
ensemble (Sec. IV A). The red stars correspond to the ñ val-
ues where calculations of particle number fluctuations were
performed within the microcanonical ensemble (Sec. IV B).
Note that the LJ fluid also exhibits phase transitions to var-
ious solid phases at T̃ < 0.7 and/or ñ > 0.85 that are not
shown in this figure.

and the energy are calculated as time averages [Eq. (10)],
with the virial theorem expression [Eq. (11)] used for the
former.

Figure 3 depicts the resulting density dependence of
the compressibility factor Z and the energy per particle
Ũ/N . The calculations were performed for different val-
ues of the total number of particles, N = 400, 1000, and
5000, and these different cases are depicted by the dif-
ferent symbols. The simulation results are compared to
the virial expansion of the LJ equation of state along the
same isotherm, which is truncated at B̃3 (dashed green

line) or B̃5 (dashed red line). The MD simulations agree

with theO(B̃3) virial expansion at low densities (ñ . 0.2)
for all used values of N , validating the accuracy of sim-
ulations. The agreement at higher densities is improved
if more terms are incorporated into the virial expansion,
as evidenced by the O(B̃5) calculation for Z (dashed red
line).

As a further cross-check of the accuracy of MD simula-
tions in the canonical-like ensemble, we also ran simula-
tions in the microcanonical ensemble using the computed

pare the initial state with the correct temperature in the micro-
canonical simulation because the kinetic temperature can change
considerably during the equilibration stage.

values of Ũ/N as input into the initial conditions. The
microcanonical simulations yielded the same results for
the pressure, while the average kinetic temperature in
these simulations is consistent with T̃ = 1.4. We also
checked that the results for Z are reproduced by a differ-
ent method, through the integration of the radial distri-
bution function, as discussed in Appendix B.

B. Fluctuations

1. Grand-canonical limit

We focus on the scaled variance of particle number
fluctuations [Eq. (6)]. Before calculating the fluctuations
directly, we first analyze the analytical expectations for
the behavior of ω along the isotherm as function of den-
sity. In the low-density limit, ñ → 0, the system is ex-
pected to approach the ideal gas limit, where ω → 1. At
large densities the system behavior may be dominated
by the short-range repulsion, which would be expected
to suppress the fluctuations [36]. At intermediate densi-
ties, ñ ∼ ñc ∼ 0.316, the system is in the vicinity of the
CP, where the variance is expected to grow large. Thus,
at T̃ = 1.4 and ñ ∼ ñc one would expect a peak in the
density dependence of ω.

These qualitative expectations can be tested with our
MD results via Eq. (6), through the use of the density de-
pendence of the compressibility factor Z computed with
MD. The derivative (∂Z̃/∂ñ)T̃ is calculated through the
finite difference method, using the first-order central dif-
ference.4 The results of this procedure, applied to sim-
ulations with different N values, are depicted in Fig. 4.
The calculations show that ω is peaked at ñ ≈ 0.3, ap-
proaches unity – the Poisson limit – for ñ → 0, while at
high densities it is suppressed and approaches zero. The
results do slightly depend on N (or, equivalently, the

system volume Ṽ = N/ñ), especially in the vicinity of
the peak, where the N = 400 calculations show a smaller
peak compared to N = 1000 and N = 5000. This reflects
the system-size dependence in the evaluation of dp̃/dñ,
which is most pronounced near ñ ∼ 0.3 where dp̃/dñ at-
tains small values reflecting large correlation length. The
MD results are compared to the virial expansion [Eq. (8)]

truncated at O(B̃5), which is depicted in Fig. 4 by the
dashed red line. The MD calculations agree with the
virial expansion at ñ . 0.1 for all the values of N con-
sidered, while for the simulations with N = 1000 and
N = 5000 the agreement range is larger, up to ñ . 0.2.

4 The uncertainties in ω are calculated through error propagation
of Z̃ in the finite difference expressions.
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Figure 3. Density dependence of the compressibility factor Z = p̃/(ñT̃ ) (left panel) and the energy per particle Ũ/N (right

panel) along the isotherm T̃ = 1.4 as calculated through canonical-like ensemble MD simulations for N = 400, 1000, and
5000 particles. The dash-dotted green and dashed red lines correspond to the expectations based on the virial expansion
truncated at O(B̃3) and O(B̃5), respectively. The inset in the left panel corresponds to calculations within the micro-canonical
ensemble (m.c.e.).

0.0

0.2

0.4

0.6

0.8

1.0

virial up to (B̃3)
virial up to (B̃5)

Figure 4. The scaled variance of particle number fluctua-
tions in grand-canonical ensemble along the T̃ = 1.4 isotherm
calculated via Eq. (6) using molecular dynamics data for Z.
Different bands corresponds to different number of particles
used in simulations: blue (lower) for N = 400, yellow (mid-
dle) for N = 1000, and red (upper) for N = 5000. The
dash-dotted green and dashed red lines correspond to the ex-
pectations based on the virial expansion truncated at O(B̃3)

and O(B̃5), respectively.

The results for ω are in qualitative agreement with
the analytic predictions of the van der Waals model as
detailed in Appendix C.

2. Coordinate space subsystem

Next, we look at the fluctuations of particle number
that occur throughout the MD simulation. The total
particle number in the entire volume is fixed. We thus
study the behavior of particle number in a subsystem of
the whole system where it can fluctuate. Then, we ana-
lyze whether the results can be connected to the grand-
canonical scaled variance shown in Fig. 4.

In contrast to the mean quantities, the behavior of fluc-
tuations depends on the choice of simulation ensemble.
For this reason, the calculations of particle number fluc-
tuations that occur throughout the MD simulations are
performed in the microcanonical ensemble rather than in
the canonical-like ensemble that we used before. As dis-
cussed above, we use the values of the energy per particle
Ũ/N computed previously in the canonical-like ensemble
as input into the microcanonical ensemble simulation in
order for our simulations to correspond to the desired
temperature of T̃ = 1.4 at given particle number density.

First, we analyze the fluctuations in coordinate space
subsystems. In Ref. [19] it was shown that these fluc-
tuations can be related to the grand-canonical suscep-
tibilities in the large volume limit. Namely, the scaled
variance reads

ωcoord = (1− α)ωgce . (12)

Here ωgce is the grand-canonical scaled variance [Eq. (6)]
and α is the fraction of the total volume occupied by the
subvolume.

Here we define the subvolume by performing cuts
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w < wcut, where w is either x̃, ỹ, or z̃5. It follows that
α = wcut/L̃. Due to the cubic symmetry of our simula-
tion setup, the results are expected to be identical for the
same value of α regardless of which coordinate is chosen,
as long as τ̃ is sufficiently large to ensure the ergodicity.
We verified explicitly that, for the same value of α, the
results for ωcoord using either of the three Cartesian co-
ordinates are consistent with each other within the sta-
tistical uncertainty. Thus, in order to reduce the total
statistical error, we averaged the results over the calcula-
tions utilizing the cuts in x̃, ỹ, and z̃. Furthermore, the
variance 〈∆N2〉 is symmetric with respect to a change
α → 1 − α [37]. We thus symmetrize our results with
respect to α → 1 − α to further decrease the statistical
error.

Figure 5 depicts the MD results for the scaled variance
ω̃coord ≡ ωcoord/(1 − α) corrected for particle number
conservation as function of α for different values of the
density ñ along the isotherm T̃ = 1.4. For ñ = 0.02, the
system is dilute and exhibits properties similar to an ideal
gas of particles at the same temperature and density. In
the grand-canonical limit, the scaled variance of parti-
cle number fluctuations is expected to show a slight en-
hancement over the Poisson limit, namely ωgce ' 1.126,
as follows from both the virial expansion and the MD
based calculations of ωgce via Eq. (6) shown in Fig. 4.
The MD simulation results for ω̃coord lie in the range
between 1 and ωgce ' 1.126, i.e. they do not exceed the
grand-canonical limit. These results approach the grand-
canonical limit if α is not too close to 0 or 1, as well as
when the number of particles N is increased.

For ñ = 0.1 the effects of interactions are more promi-
nent, with the grand-canonical scaled variance ωgce '
1.97 being almost double the Poisson value. The finite-
size effects are also more prominent here, namely, they
suppress the fluctuations, which is shown by the MD sim-
ulations results being consistently below ωgce, even for
N = 5000. We do observe, however, that ω̃coord is larger
for larger N and the trend is consistent with approaching
the grand-canonical limit as N →∞.

At ñ = 0.3 (and T̃ = 1.4) the system is located close

to the CP at ñc ≈ 0.316 and T̃c ≈ 1.321. This is charac-
terized by large grand-canonical fluctuations of particle
number, namely ωgce ' 7 − 7.5 (see Fig. 4). As seen
from Fig. 6, large fluctuations of ω̃coord are also observed
in MD simulations, with the maximum values reached at
α = 0.5. The results exhibit strong system-size depen-
dence, with the magnitude of ω̃coord depending strongly
on the total number of particles in the system. For in-
stance, at N = 5000 the maximum value of ω̃coord is still

5 Note that in our notation the coordinate values vary in the range
0 < x̃, ỹ, z̃ < L̃.

about half that of the expected thermodynamic limit and
even N = 25000 is not sufficient to reach the limit. 6

Nevertheless, the results clearly show that the CP does
lead to sizeable fluctuations of particle number in finite
systems, justifying the search for large fluctuations as a
signature of criticality.

The large density case, ñ = 0.6, is qualitatively dif-
ferent from the other cases. Here the fluctuations are
suppressed relative to the Poisson baseline, with the
grand-canonical scaled variance being equal to ωgce '
0.30 − 0.31. This suppression is also observed in MD,
with the simulation results saturating at ω̃coord ≈ 0.3 in
a broad interval around α = 0.5. The results exhibit only
mild system-size dependence and the obtained values are
consistent with the grand-canonical expectation in the
thermodynamic limit. We also observed that the ergod-
icity is reached considerably faster, with τ̃ = 10000 being
sufficient to obtain accurate results for ω̃coord, which is
about an order of magnitude lower value compared to
that required at lower densities.

In all cases the scaled variance tends to unity in the
limit α → 0. This is the expected result reflecting the
so-called “Poissonization” of fluctuations in small vol-
umes (acceptance) [38], when the system size becomes
smaller than the correlation length. In the opposite limit,
α → 1, the scaled variance vanishes due to the global
conservation of particle number, ωcoord → 0. The scaled
variance corrected for global conservation, ω̃coord, ex-
hibits the same behavior as in the α → 0 limit due to
the symmetry between the subsystem and the comple-
ment [37].

3. Momentum space subsystem

Here we study the behavior of fluctuations in the
momentum space, by performing a cut |vz| < vcutz on
the longitudinal velocity of particles. Such a proce-
dure resembles fluctuation measurements in heavy-ion
collision experiments, where only the momenta, not the
coordinates, of particles can be determined. Interac-
tions between particles in the LJ fluid depend only on
their coordinates, but not the momenta. In fact, it
can be shown that the multiparticle momentum distri-
bution function in the canonical ensemble factorizes into
a product of single-particle Maxwell-Boltzmann distribu-
tion functions, whereas all the effects of interactions are

6 Note that even though we employ periodic boundary conditions,
this does not lead to a possible double counting of the CP effects
from multiple boxes. This is due to the minimum-image conven-
tion scheme that we use, where each particle interacts with only
a single (the closest one) image of every other particle.
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Figure 5. Scaled variance of particle number fluctuations ω̃coord inside coordinate space subvolumes calculated through MD
simulations in the micro-canonical ensemble for different values of the density ñ and number of particles N . The results for
ω̃coord corrected for global particle number conservation through the (1 − α) factor are presented as a function of subvolume
fraction α. The widths of the bands correspond to the statistical uncertainties and their colors to the values of N , which vary
as N = 400, N = 1000, N = 5000 and, in the case of ñ = 0.3, also N = 25000. The larger N is, the closer the corresponding
bands are to the expected thermodynamic limit, depicted by the horizontal red lines.

washed out by integrating over the coordinates of all the
particles. Therefore, the scaled variance of particle num-
ber fluctuations in the momentum space is expected, in
the canonical ensemble, to reduce to the binomial dis-
tribution stemming from global particle number fluctua-
tions [18, 39], ωmom,ce = 1−α, where α = 〈Nacc〉/N and
〈Nacc〉 is the mean number of particles in the momentum
acceptance.

In the microcanonical ensemble, however, the fluctua-
tions can additionally be affected by exact conservation
of energy-momentum. One can derive the following base-
line for ω̃mom,mce

id = ωmom,mce
id /(1 − α) in the framework

of ideal gas of particles in the microcanonical ensemble
in thermodynamic limit, assuming, as before, that the

momentum subspace corresponds to a cut |vz| < vcutz

ω̃mom,mce
id = 1− 2[erf−1(α)]2e−2[erf

−1(α)]2

3πα(1− α)
. (13)

The details of the derivation are given in Appendix D,
where it is also shown that Eq. (13) is quantitatively ac-
curate for systems of 400 or more particles. In the case
of an interacting system, like the LJ fluid, one can expect
corrections to Eq. (13) due to the influence of the interac-
tion energy on the total energy-momentum conservation.

Figure 6 shows the results of MD simulations for
ω̃mom,mce as a function of α for different values of parti-
cle number density.7 The results are compared with the

7 The value of α = 〈Nacc〉/N is regulated by the choice of vcutz .
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Figure 6. Scaled variance of particle number fluctuations
ω̃mom,mce in the momentum space subsystem defined by a
cut |vz| < vcutz in the longitudinal velocity, as obtained from
molecular dynamics simulations in the microcanonical ensem-
ble for N = 400 particles at different densities. The results are
presented as a function of subsystem fraction α ≡ 〈Nacc〉/N
and corrected for global particle number conservation through
the (1−α) factor. The dashed red line corresponds to the ideal
gas limit given by Eq. (13).

expected low-density (ideal gas) limit given by Eq. (13),
shown by the dashed red line in Fig. 6. The MD calcu-
lations at the lowest considered density (ñ = 0.02) are
close to the low-density limit, while the calculations at
larger densities show slightly larger deviations, but the
same qualitative behavior: a nonmonotonic dependence
of ω̃mom,mce on αN with a minimum at αN ≈ 0.85. We
also observe that ω̃mom,mce never exceeds unity, even in
the vicinity of the critical density, ñ = 0.3, thus, the
CP signal in particle number fluctuations is essentially
washed out when one analyzes them in the momentum
space. The reason is that coordinates and momenta of
particles are uncorrelated in our box simulation, thus, the
enhancement of particle number fluctuations predicted
by the theory for coordinate space subvolumes does not
translate into the momentum space.

The results have relevance for the QCD CP search
in heavy-ion collisions via the analysis of event-by-event
fluctuations. Due to experimental limitations, it is only
possible to measure the momenta of hadrons created in
heavy-ion collisions, but not their coordinates at freeze-
out, thus, the analysis is necessarily performed in the
momentum space. Our results point to the challenges
associated with the analysis of fluctuations in the mo-
mentum space: in the absence of correlations between
the momenta and coordinates of particle it is extremely
challenging to observe fluctuation signals of the CP in
particle number distributions. It should be noted, how-
ever, that the system created in heavy-ion collisions dif-

fers from the one studied here. Instead of a system of
classical particles in a box with periodic boundary con-
ditions, heavy-ion collisions create a droplet of QCD fluid
that expands into vacuum and hadronizes. This leads to
the development of collective flow velocities that gener-
ate correlations between the coordinates and momenta of
hadrons at the freeze-out stage. In the limiting case of
Bjorken flow, the correlation is one-to-one between the
longitudinal coordinates and collective velocities of par-
ticles, with their final velocities affected additionally only
by thermal smearing [40, 41].

In this regard, MD simulations can be extended to
make them more appropriate for heavy-ion applications.
This can be achieved by letting the thermalized system
expand, possibly with boosted velocities to account for
the effect of collective flow, and then analyzing the fluc-
tuations in momentum space as ensemble averages. Fur-
thermore, it may be important to incorporate explicitly
the formation of composite bound states like light nu-
clei, which are formed in abundance in heavy-ion colli-
sions at intermediate energies. Furthermore, by looking
at ensemble averages rather than time averages, one can
also study the dynamics of the equilibration stage for
event-by-event fluctuations. These extensions will be the
subject of future studies.

V. SUMMARY AND OUTLOOK

In this work we studied particle number fluctuations
in and out of the vicinity of a critical point microscopi-
cally, by utilizing molecular dynamics simulations of the
Lennard-Jones fluid. The simulations were performed in
a box with periodic boundary conditions, naturally in-
corporating effects like physics of the correlation length,
exact conservation laws, and finite size.

To study the effect of the proximity of the CP, we per-
formed calculations along an isotherm T̃ = 1.4 ' 1.05T̃c,
i.e. slightly above the critical one, for different values of
particle number density. The simulations were performed
in two steps. First, simulations in a canonical-like ensem-
ble were performed to map the temperature T̃ = 1.4 to
the corresponding mean energy per particle, Ũ/N , and
pressure, p̃, for each considered value of the particle num-
ber density. It has been checked that the obtained results
are consistent at low densities with the analytic expecta-
tions based on the virial expansion.

Then, microcanonical ensemble simulations along the
same isotherm were performed, using the computed Ũ/N
values as input. We studied in detail the behavior of the
scaled variance ωcoord of particle number fluctuations in
various coordinate space subsystems. The fluctuations
have been computed through Eq. (6) via time averages
of 〈N2〉 and 〈N〉, while the coordinate space subsystems
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were defined via cuts in one of the Cartesian coordinates,
i.e. x < xcut, y < ycut, or z < zcut. It has been checked
that the results are consistent within errors for all three
choices of the Cartesian coordinate, thus, to minimize
the values of the statistical error, the results were av-
eraged over the three choices. The scaled variance cor-
rected for global conservation, ω̃coord ≡ ωcoord/(1 − α),
is expected to coincide with the grand-canonical scaled
variance in the thermodynamic limit, as shown earlier
in Refs. [19, 20]. The MD simulation results approach
the thermodynamic limit as the system volume V (or,
equivalently, the total number of particles N) increases,
as shown in Fig. 4. We do observe that the simulations
generally yield smaller values of ω̃coord compared to the
thermodynamic limit, reflecting the system-size effect,
especially in the vicinity of the critical particle number
density ñ = 0.3 ' 0.95nc. This observation is consistent
with the earlier study performed in the framework of the
van der Waals model in Ref. [17]. One sees that, even
though the finite-size effects are significant near the CP,
the strong enhancement of fluctuations is indeed shown
to be a viable signature of the CP, as long as the fluctu-
ations are analyzed in coordinate space subvolumes.

We then analyzed the behavior of fluctuations in mo-
mentum space, by performing a cut |vz| < vcutz on the
longitudinal velocities of particles, which reflects better
the conditions realized in heavy-ion collision experiments.
One sees that the strong enhancement of fluctuations due
to the CP is not present in momentum space, and the
qualitative behavior of ω̃mom is determined by the effect
of exact energy conservation. The reason is that the mo-
menta and coordinates of the Lennard-Jones particles are
uncorrelated in equilibrium, reflecting the fact that the
canonical partition function of the system factorizes into
a momentum and coordinate dependent parts.

It should be noted, however, that the system created
in heavy-ion collisions differs from a box with periodic
boundary conditions that was studied here. For one
thing, fluctuations are analyzed in the experiment as
event-by-event (ensemble) averages, rather than time av-
erages calculated here. And while the two are expected
to coincide within errors due to the ergodic hypothesis,
it can be instructive to explicitly verify that this is the
case. An even more important difference is that the sys-

tem created in heavy-ion collisions is not static, but ex-
pands into vacuum and is usually characterized by the
presence of sizable collective flow at the freeze-out stage.
This, in turn, generates a degree of correlation between
the freeze-out coordinates and momenta of hadrons. In
that regard, it would be interesting to study the expan-
sion of an equilibrated Lennard-Jones fluid, and how this
may translate the coordinate space fluctuations into the
momentum space ones. We plan to study this question
in a separate publication.

The analysis can be extended to higher-order cumu-
lants of particle number like skewness and kurtosis, as
these non-Gaussian measures are expected to be even
more sensitive probes of the (QCD) CP compared to the
variance. Such calculations, however, are likely to require
considerably more computing resources, as the statistical
error is typically larger for cumulants of higher order [42].

Another interesting possibility is the first-order phase
transition at subcritical temperatures, with the associ-
ated mixed phase formation and its possible signatures
in fluctuation observables. The MD simulations of the
Lennard-Jones fluid describe the mixed phase formation
microscopically and thus are well-suited for such studies.
Finally, transport properties like the diffusion coefficient,
as well as shear and bulk viscosity, can be calculated and
their behavior near the CP elaborated.
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Appendix A: Virial coefficients

The 2nd virial coefficients of the LJ fluid can be calculated analytically [30]. It reads

B̃2(T̃ ) =
π2
√

2e1/2T̃

3T̃

[
I3/4

(
1

2T̃

)
+ I−3/4

(
1

2T̃

)
− I1/4

(
1

2T̃

)
− I−1/4

(
1

2T̃

)]
. (A1)
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Here Iα is the modified Bessel function of the first kind. The data for the temperature dependence of the virial
coefficients with 3 ≤ i ≤ 6 can be parameterized in the following form [43]:

B̃i(T̃ ) =

(
T̃

4

)− i−1
4

B̃SSi +

ki∑
k=1

bi,k

(
exp

ci√
T̃
− 1

) 2k−1
4

 . (A2)

Here, explicit formula and parameters of the thermal virial coefficients are taken from [43]. This approximation is

appropriate for a broad temperature range of 0.25 < T̃ < 25.

Virial expansion for the energy

The total energy in the canonical ensemble is

Ũ = F̃ + T̃ S̃, (A3)

where F̃ is the free energy and S̃ = −(∂F̃ /∂T̃ ) is the
entropy. The virial expansion for the free energy can be
found by integrating the equation

p̃ = −(∂F/∂V )

using Eq. (7) for the pressure and fixing the integration

constant to get the ideal gas limit for B̃k → 0:

F̃ = F̃ id + Ṽ T̃

∞∑
k=2

B̃k(T̃ )

k − 1
ñk . (A4)

Calculating the entropy S̃ = −(∂F̃ /∂T̃ ) and plugging it

into the expression for the energy Ũ one obtains

Ũ = Ũ id − Ṽ
∞∑
k=2

T̃ 2B̃′k(T̃ )

k − 1
ñk

=
3

2
NT̃ − Ṽ

∞∑
k=2

T̃ 2B̃′k(T̃ )

k − 1
ñk (A5)

Appendix B: Radial distribution function

The radial distribution function g(r̃) describes how the
(time-averaged) density of particles varies around a ref-
erence particle at r̃ = 0 relative to the expectation based
on the mean particle number density ñ = N/Ṽ . Namely,
g(r̃) is defined such that the local particle number density
at a distance r̃ from the reference particle equals ñ g(r̃).
In the ideal gas limit, i.e. in the absence of interactions
between particles, one has g(r̃) = 1 for all r̃ > 0.

The presence of interactions leads to deviations of g(r̃)
from unity. In the dilute limit one can assume that the
reference particle interacts with at most one other parti-
cle. In this case gdil(r̃) is given by the Bolztmann distri-

0.0
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0.8

1.0

ñ=0.02
ñ=0.1
ñ=0.3
ñ=0.6

Figure 7. Radial distribution function g(r̃) of the Lennard-
Jones fluid calculated with molecular dynamics simulations at
T̃ = 1.4 and ñ = 0.02, 0.1, 0.3, and 0.6, shown by the lines of
different color and style. The dilute limit given by Eq. (B1)
is depicted by the dashed red line.

bution involving the pair interaction energy, thus

gdilLJ(r̃) = exp

[
− ṼLJ(r̃)

T̃

]
(B1)

is the expected low-density limit for the LJ fluid. At
larger densities the structure of g(r̃) becomes more com-
plicated, but still can be studied with MD simulations.

Here we calculated g(r̃) for the LJ fluid numerically, by
utilizing MD simulations in the microcanonical ensemble
at ñ = 0.02, 0.1, 0.3, and 0.6 and T̃ = 1.4. This has been
achieved through a (time-averaged) histogram binning of
all pair distances throughout the MD simulation. The re-
sults are depicted in Fig. 7. They were obtained utilizing
N = 400 simulations, we also checked that N = 1000 and
N = 5000 simulations give essentially the same results,
thus only the N = 400 case is shown. For all the densi-
ties, the radial distribution function quickly drops to zero
at small distances, r̃ . 1, reflecting the approximately
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hard-core nature of the short-range repulsion given by
the LJ potential that does not allow any two particles
to overlap. At large distances, r̃ & 3, g(r̃) approaches
unity, indicating that the influence of the reference par-
ticle on the local density of particles diminishes as the
distance is increased, as expected. The behavior of g(r̃)
at intermediate distances, 1 . r̃ . 3, is interesting and
exhibits a notable density dependence. At the lowest con-
sidered density, ñ = 0.02, g(r̃) is close to the low-density
limit given by Eq. (B1) for all r̃. As the density is in-
creased, deviations from Eq. (B1) become more evident.
In particular, for ñ = 0.6, g(r̃) exhibits multiple peaks
and dips, indicating the formation of long range order at
high densities.

The radial distribution function can be used to evalu-
ate the equation of state. In particular, the pressure of a
system interacting through a central pair potential, like
the LJ potential ṼLJ(r̃), reads [44]

p̃ = ñT̃ − 2

3
πñ2

∫ ∞
0

dr r3
dṼLJ(r̃)

dr̃
g(r̃) . (B2)

We checked the pressure obtained through the numeri-
cal integration of g(r̃) in Eq. (B2) is consistent with our
earlier calculations of the pressure through Eq. (11).

Appendix C: Comparison with the van der Waals
model

The van der Waals (vdW) equation of state is an an-
alytic model for a thermodynamic system of interacting
particles exhibiting a first-order phase transition and a
CP. It has often been used as a simple model to study the
phenomena associated with CP fluctuations [17, 36, 45].
It is instructive to compare the behavior of particle num-
ber fluctuations in this analytic model with the numerical
results stemming from microscopic simulations of the LJ
fluid.

The scaled variance of particle number fluctuations in
the vdW model reads [36]

ωvdW(T ∗, n∗) =
1

9

[
1

(3− n∗)2
− n∗

4T ∗

]−1
, (C1)

where n∗ = n/nc and T ∗ = T/Tc are the reduced vari-
ables normalized to the vdW critical density nc and tem-
perature Tc, respectively. To compare the vdW and LJ
models one should study a behavior of the scaled vari-
ance at the same values of the reduced variables. In the
LJ model model, these reduced variables are equal to
T ∗ = T̃ /T̃c and n∗ = ñ/ñc, where T̃c and ñc are given by
Eq. (4).

Figure 8 depicts the behavior of the scaled variance ω
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1.0

Figure 8. The scaled variance of particle number fluctuations
in the grand canonical ensemble along the isotherm T/Tc =
1.06 as a function of n/nc, calculated analytically via Eq. (C1)
in the van der Waals model (black line), and numerically via
Eq. (6) in the Lennard Jones model using molecular dynamics
simulations of 5000 particles (brown band).

at T/Tc = 1.06 (T̃ = 1.4) as a function of n/nc in the
vdW model (black line) and the LJ model (brown band).
The vdW model results are analytic [Eq. (C1)] while the
LJ results correspond to numerical calculations of ω via
Eq. (6) utilizing MD simulations of N = 5000 particles.
Note that the LJ results here are the same as shown in
Fig. 4.

Both models yield qualitatively similar behavior of ω.
It grows with n starting from unity at n → 0, exhibits
a peak of ω ∼ 7 − 8 near the critical density n/nc ∼ 1,
and indicates suppressed fluctuations (ω < 1) at larger
densities, n/nc > 1.5. Interestingly, the two models
show essentially identical results in the density range of
1.2 < n/nc < 1.9. However, a qualitative difference be-
tween the two models exists at very high densities. The
maximum achievable densities in the vdW model are re-
stricted by the packing limit at n/nc = 3, where fluctu-
ations reach zero, ωVdW = 0. On the other hand, the
LJ model does not contain a hard limit on the maximum
achievable densities.

Overall, the presented comparison validates the use of
the analytic vdW model for studying qualitative equilib-
rium features of particle number fluctuations in vicinity
of the CP of a first-order phase transition. It should be
noted, however, that important quantitative differences
between the two models do exist. For instance, the vdW
model corresponds to the mean-field theory universality
class, which is different from the Ising universality class
characterizing the LJ fluid [46]. Thus, the two models
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have different critical scaling laws. Appendix D: Scaled variance in the microcanonical
ensemble

Here we calculate the scaled variance for a sub-system
where the energy of the total system in conserved. In
other words the total system is governed by a micro-
canonical ensemble. We consider a system of non-
interacting and non-relativistic particles. The subsys-
tem is defined by considering only particles with a z-
component of their momenta to be within the acceptance
region, |pi,z| < pcutz (or equivalently |vi,z| < vcutz given
that pi,z = mvi,z).

Let us start with the microcanonical partition function for a system with energy E containing N non-interacting
particles of mass m. This system has k = 3N degrees of freedom and its partition function is related to the surface
Sk(R) of a sphere in k dimensions:

Z = A

∫
dp1 . . . dpk δ

(
2mE −

k∑
i=1

p2i

)
=

A

2R

∫
dp1 . . . dpkδ

R−
√√√√ k∑

i=1

p2i

 = A
Sk(R)

2R

Here R =
√

2mE and A is an irrelevant constant. Since the acceptance cuts only affect the z-components of the
momenta, we subsequently denote by pi the z-component of particle i. The probability to find a particle with
z-momentum p1, w1 (p1), is then given by

w1 (p1) =
A

Z

∫
dp2 . . . dpk δ

[(
2mE − p21

)
−

k∑
i=2

p2i

]
=

R√
R2

1 − p21

Sk−1

(√
R2

1 − p21
)

Sk(R)
.

Similarly, the probability w2 (p1, p2) to find a pair of particles with z-momenta p1 and p2 is given by

w2 (p1, p2) =
A

Z

∫
dp3 . . . dpk δ

[(
2mE − p21 − p22

)
−

k∑
i=3

p2i

]
=

R√
R2

1 − p21 − p22

Sk−2

(√
R2

1 − p21 − p22
)

Sk(R)
.

Using the well-known formula for the surface of an k-dimensional sphere

Sk(R) = 2
πk/2

Γ
(
k
2

)Rk−1
one finds for the single particle probability

w1 (p1) =
dN

dp1
=
R2−k (R2 − p21

) k−3
2 Γ

(
k
2

)
√
πΓ
(
k−1
2

)
and for the two particle probability

w2 (p1, p2) =
d2N

dp1dp2
=
R2−k (R2 − p21 − p22

) k−4
2 (k − 2)

2π

Given the one particle and two-particle probabilities, w1 (p1) and w2 (p1, p2), the mean number 〈n〉 and number of
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pairs, 〈n(n− 1)〉 for the acceptance region are

〈n〉 = N

∫ pcut

−pcut
w1(p1)dp1 (D1)

〈n(n− 1)〉 = N(N − 1)

∫ pcut

−pcut
dp1

∫ pcut

−pcut
dp2 w2 (p1, p2) . (D2)

Here pcut ≡ pcutz and N denotes the (conserved) total number of particles in the entire system. The variance

var(n) =
〈
n2
〉
− 〈n〉2 is easily obtained

var(n) =
〈

(δn)
2
〉

= 〈n(n− 1)〉+ 〈n〉 − 〈n〉2 .

The integrals in Eqs. (D1) and (D2) can be evaluated with, for example Mathematica, analytically for Eq. (D1), and
numerically for Eq. (D2). Here, we are interested in the limit of large number of degrees, i.e. k →∞. To this end it
is convenient to introduce scaled and dimensionless momenta

q =

√
k

R
p

This choice of variable is motivated by the canonical limit in which case w1(p1) ∼ exp
[
p21

2mT

]
= exp

[
p21

2(2mE)k
]

=

exp
[
q21
2

]
. This scaling removes the trivial dependence of the typical momentum on the number of degrees of freedom

and ensures that most of the particles will have a rescaled momentum of |q| . 1. The single and two-particle
probabilities are then

w1 (q1) =
dN

dq1
=
dp1
dq1

dN

dp
=

R√
k

dN

dp
=
k

2−k
2

(
k − q21

) k−3
2 Γ

(
k
2

)
√
πΓ
(
k−1
2

)
w2 (q1, q2) =

d2N

dq1dq2
=
R2

k

d2N

dp1dp2
=

(k − 2) k
2−k
2

(
k − q21 − q22

) k−4
2

2π
.
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Figure 9. Scaled variance versus the fraction of particles in
acceptance for N =3, 10, and 400 is depicted by black (up-
per), red (middle), and blue (lower) circles. Also shown is the
analytic result for the limit of N →∞ (solid magenta line).

The mean number 〈n〉 and number of pairs, 〈n(n− 1)〉

are then given by integrals of the scaled momenta q simi-
lar to expressions (D1) and (D2) but with scaled integra-

tion limits, qcut =
√
k
R pcut. The limit for large number of

degrees of freedom is obtained by first expanding w1 (q1)
and w2 (q1, q2) in powers of 1/k and then integrating over
the acceptance interval in order to obtain the mean num-
ber and number of pairs. Finally one takes the limit of
k →∞ keeping in mind that both the mean and the vari-
ance should scale with the number of degrees of freedom.
As a result one obtains

〈n〉 →
k→∞

1

3
k erf

(
qcut√

2

)
〈

(δn)
2
〉
→
k→∞

1

9
k

[
3 erf

(
qcut√

2

)
erfc

(
qcut√

2

)
− e−q

2
cutq2cut
π

]
.

Since N = 3k the fraction of particles α = 〈n〉
N is then



15

given by

α = erf

(
qcut√

2

)
(D3)

Consequently one obtains the following for the scaled
variance divided by the charge conservation correction,
ω̃mom,mce
id = ω/(1− α):

ω̃mom,mce
id = 1− e−q

2
cutq2cut

3π
[
erf
(
qcut√

2

)
erfc

(
qcut√

2

)]
Eq. (D3) allows to express the the cutoff momentum

qcut in terms of the fraction of accepted particles, qcut =√
2 erf−1(α) so that

ω̃mom,mce
id = 1− 2e−2erf

−1(α)2erf−1(α)2

3πα (1− α)
. (D4)

In Fig. 9 we show the comparison of the the above
result, Eq. (D4), labeled as N = ∞, together with
the explicit the results obtain by numerically integrat-
ing Eqs. (D1) and (D2) for N = 3, 10, and 400. One can
see that Eq. (D4) describes the fluctuations qualitatively
even in small systems (N = 3 and 10), while for N = 400
or higher the description is very accurate quantitatively.

We also verified the analytic results by performing
Monte Carlo of particle momenta with the constraint of
exact total energy conservation. The Monte Carlo re-
sults are in good agreement with the analytic results.
Using Monte Carlo we also checked the additional effect
of exact conservation of total momentum in addition to
energy conservation, and this effect turned out to have a
negligible influence on the behavior of ω̃mom,mce
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