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Abstract

Simulation of materials is considered one of the most promising applications of quantum
computers. On near-term hardware, the crucial constraint on simulations of real material models
is the quantum circuit depth (and, to a lesser extent, the number of qubits required). The core
of many quantum simulation algorithms, including time-dynamics and the variational quantum
eigensolver under the Hamiltonian variational ansatz, is a layer of unitary evolutions by each
local term in the Hamiltonian: a single Trotter step in time-dynamics simulation, or a single
layer of VQE.

In this work we develop a new quantum algorithm design for materials modelling where this
depth is independent of the system’s size. To achieve this, we take advantage of the locality of
materials Hamiltonians in the Wannier single-particle electron basis and construct a tailored,
multi-layer fermionic encoding that keeps the weight of Pauli operators appearing in the Hamil-
tonian independent of the system’s size. We analyse the circuit and measurement cost of this
approach and present a compiler that is able to produce quantum circuit instructions for our
method starting from density functional theory data, thus bridging from the physics description
of a material to the quantum circuit needed to simulate it. The quantum circuits produced by
our compiler are automatically optimised at multiple levels, not only at the circuit level but also
incorporating optimisations derived from the physics of the specific target material. We present
detailed numerical results for different materials spanning a wide structural and technological
range. Our results demonstrate a reduction of many orders of magnitude in circuit depth over
standard prior methods that do not consider the structure of the Hamiltonian.

For example, for Strontium Vanadate (SrVOs), our results improve the resource requirements
over standard quantum simulation algorithms from 864 to 180 qubits for a 3 x 3 x 3 lattice, and
the circuit depth of a single Trotter or variational layer from 7.5 x 10® to depth 884. Although
these circuit depths are still beyond current hardware, our results show that realistic materials
simulation may be feasible on quantum computers without necessarily requiring fully scalable,
fault-tolerant quantum computers, providing quantum algorithm design incorporates deeper
understanding of the specific target materials and applications.
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1 Introduction

The race to demonstrate useful applications for near term quantum computers has begun in earnest,
with quantum simulation being one of the leading candidates [1, 2]. Accurate simulations of complex
materials yield valuable insight into their behaviour. This understanding serves to predict macro-
scopic properties and facilitates the rational design of materials with novel characteristics. The
capability to understand and design characteristics in chemicals and materials is crucial for scien-
tific, industrial, and commercial purposes, evidenced by the central role of classical simulation in
guiding innovation in the multi-billion dollar chemical industry [3, 4]. There are various challenges
involved in the rational design of properties in novel materials, encompassing vastly different length
and time scales; notably, fundamentally inefficient descriptions of electron—electron interactions hin-
der the ability to make predictions in the strong-coupling regime, where many relevant technological
applications are expected to appear [5].

A quantum computer (QC) can simulate these correlated processes natively, by decomposing the
quantum evolution into a sequence of elementary operations (i.e. a quantum circuit), applied to a
specified quantum state. The state obtained from this procedure is then queried by measuring rele-
vant quantities. Crucially, the advantage of this approach over direct classical simulation of the state
vector appears for large enough systems (in terms of qubits and quantum circuit complexity), where
the exponential growth of the Hilbert space outpaces state-of-the-art supercomputer capabilities [6].

Two main challenges pervade the noisy intermediate-scale quantum (NISQ) era of QCs. First,
the number of physical qubits is restricted, although various hardware providers project that this
will increase dramatically in the next decade [7—9]. The second challenge is to obtain gate fidelities
sufficient to facilitate reliable circuits. Taken together, both capabilities are critical to the production
of large quantum circuits, where error mitigation techniques can handle the noisy outcomes to
generate meaningful signals beyond classical capabilities. Further developments will be required for
quantum error correction and fault tolerance to become feasible, which themselves will allow for
arbitrarily deep circuits.

These limitations on QCs constrain the types of algorithm that can in principle be implemented
— and algorithms targeting near-term hardware should use all available strategies to minimize the
required number of qubits and required circuit depth in order to meet these limitations. Materials’
simulation is well suited to this domain. Although the number of electrons in a large piece of material
is of the order of Avogadro’s number, the regularity of the lattice restricts the behaviour of electrons,
allowing us to concentrate the important degrees of freedom into a relevant active space, wherein the
dominant mechanisms of interest lie. In doing so, we may minimise the number of qubits required



Bands Qubits Depth

Material ~ Applications Method
GaAs Semiconductors [12], transistors [13], This work 4 1120 7.9E403
solar cells [14], spintronics [15] Baseline estimate 18 4500 1.2E+11
) This work 7 1870 3.7TE+04
HaS Superconductors |16} Baseline estimate 6 1500 4.0E+09
. . . This work 11 1024 8.4E+03
Li;CuOy  High-capacity battery cathode [17] Baseline estimate 11 990 L1E109
Si Semiconductors [18], solar cells [19] g:il?r,f:léstimate ;1 %30 iggigg
N This work 3 180 8.8E+02
SrVOg3 Solar cells [20], batteries [21, 22] Baseline estimate 16 364 7 5608

Table 1.1: Summary of resources needed to implement a single Variational Quantum Eigensolver
(VQE) layer that simulates the Hamiltonian of a material, without accounting for initial state
preparation. The properties of the materials are listed in Table E.1. Baseline estimates are based
on standard methods available in the literature — namely employing the Jordan-Wigner transform
in the Bloch basis — without considering the structure of the Hamiltonian (see Appendix A). For
further details, see Section 7.3.3.

to perform an accurate simulation. The periodic structure of materials also usually offers a great
deal of symmetries, that can be leveraged to generate a compact representation of the Hamiltonian,
lowering the number of interactions and ultimately the cost of implementing a circuit based on that
Hamiltonian. Symmetries can also be used to mitigate errors in the measured signals, as already
demonstrated experimentally [10].

Materials’ systems also enjoy some useful properties. Band theory — namely the description of
materials in terms of single-particle physics — is a well defined limit underlying the success of density
functional theory (DFT). This limit provides a natural starting point for quantum state preparation,
where one can initialize the system in the correct symmetry sector with an efficient quantum circuit.
Moreover, using the single-particle state as a starting point has already been shown as a useful
technique for error mitigation [11]. Here, by training on the data obtained in a non-interacting
instance, a map between the data obtained in the QC and the exact values can be inferred, and used
to correct extracted data in the instances where classical simulations are not feasible. Similar error
mitigation approaches are plausible for chemical systems, but have not yet been explored.

The description of electronic systems in digital quantum computers also presents particular
challenges. While the most important components describing the physics of materials are electrons,
most digital quantum computers operate with two-level systems, i.e. qubits. In order to properly
account for fermion statistics and the Pauli principle, an algebraic mapping between fermions and
qubits is needed. The usual mapping — the Jordan Wigner (JW) transform — can increase the cost of
a computation by a multiplicative factor which scales according to the size of the system, outweighing
the benefits yielded by preparing a local fermion Hamiltonian. Further, crystalline solids possess
at least two natural bases for the single-particle electrons, the band (Bloch) basis, which represents
electrons in momentum space, and the Wannier basis, which represents electrons in real space. Each
single-particle basis affects the final cost of implementing a circuit differently, so we must establish
stringent principles upon which we may choose between them.

In this work we take advantage of the interplay between single-particle bases, locality, symmetries,
fermionic encodings, fermionic swap networks, and measurement strategies in order to develop novel,
efficient algorithms for simulating materials’ systems. In doing so, we demonstrate a speed up of
multiple orders of magnitude over standard methods, in a cost model assuming all-to-all hardware
connectivity and cost 1 for each 2-qubit gate. Selected results appear in Table 1.1, where we compare
the circuit depth obtained by our methods with a standard, generic method that does not exploit the
structure of the Hamiltonian (see Appendix A for details). The materials analysed here represent a



selection of systems whose behaviours are dominated by distinct underlying mechanisms: they span
a minimal but wide structural, chemical, and technological range. Strontium vanadate (SrVOs)
is a strongly correlated material that serves as a benchmark for post-DFT methods [23], gallium
arsenide (GaAs) is a fairly well-understood material with many technological applications. Likewise,
Si is the cornerstone material used in modern electronics [19] and is also important in many other
applications, such as solar technologies [19]. Recently, hydrogen disulfide (H3S) has been found to
host a high superconducting transition temperature at high pressures [16]. Finally, lithium copper
oxide (LioCuOs) is a material used in advanced lithium-ion battery technology [17].

We present a unified resource estimate for quantum algorithms, namely VQE, and Time Dy-
namics Simulation (TDS), where a layer represents a single Trotter step or single Hamiltonian
Variational Ansatz VQE layer in the overall evolution. The remainder of this text describes the
numerous strategies employed to achieve these resource estimates.

1.1 Comparison with earlier works

Qubit and gate resources required for Trotterized Hamiltonian simulation algorithms of local Hamil-
tonians have recently been investigated by Kanno et al. [24]. Here, effective Hamiltonians of several
unit cells of materials have been constructed starting from a classical description that accounts for
the important chemistry of the active space [25]. The resources to implement a single Trotter step
are investigated on devices with nearest-neighbor connectivity in terms of CNOT and arbitrary
single-qubit gates. They use a JW transform to encode the fermionic modes, and fermionic swaps
[26, 27] to deal with the large operator weight of the encoded Pauli operators. This leads to a scaling
of the gate count that is O(NZ2,,.) for a Hamiltonian defined in Neens unit cells.

In comparison, our approach attains O(Nces) scaling of the number of gates, as the intercell
interactions are implemented through ancillas in the compact encoding [28]. This incurs a qubit
overhead proportional to the number of unit cells. Importantly, considering that the main problem
of current QCs is the presence of gate errors, our approach allows us to achieve a layer depth for
single Trotter step that is independent of the size of the system, in stark contrast with the O(V, ch/li)
depth using JW (in a cubic system with nearest neighbour interactions).

Delgado et al. recently gave a detailed resource analysis of quantum algorithms for determining
properties of battery materials, such as equilibrium voltages and thermal stability [29]. They use a
first quantisation approach with the plane wave basis and compute the cost of the quantum phase
estimation algorithm. Considering one unit cell of the material LiosFeSiO4 with 156 electrons, these
authors find a Toffoli gate cost of between 10*! and 10'° for quantum phase estimation, depending
on the number of plane waves and level of accuracy required.

Counting the overall number of Toffoli or T gates is an appropriate approach to estimate complex-
ity in the fault-tolerant regime, as this quantity directly determines the (very significant) overhead
required for fault-tolerance. For near-term quantum computers, depending on the architecture,
quantum circuit depth can be more appropriate, for several reasons. First, quantum computations
are limited by decoherence, which sets an upper bound on the overall running time, as measured
by circuit depth. Second, as errors can be seen as spreading out across a quantum circuit within a
“lightcone”, lower-depth circuits lead to improved localisation of errors. Third, as the circuit depth
determines the running time, a lower-depth circuit executes more quickly.

Several other works have produced quantum algorithmic resource costs tailored for the fault
tolerant era in molecular systems [30-32] and the interacting electron gas (Jellium) [33-36].

2 Design strategy

The NISQ era is characterised by QCs operating without fault tolerance, so the depth of imple-
mentable quantum circuits is fixed by the error level present in the available device. Therefore the
construction of compact circuits for simulation is crucial, as it can enable meaningful results (i.e.,
circuits where the accumulated error can be mitigated), as opposed to the random noise otherwise
likely. Such constructions rely on two critical components: the physical instance being simulated,



and an efficient decomposition of the physical information into layers of quantum gates. Our design
strategy tackles these aspects in tandem.

The first step is to identify the relevant degrees of freedom (DoF) of the phenomena under
investigation. This is not a sharp (or even well defined) procedure, but instead depends on the nature
of the question being asked. For a given material, for example, studying electric transport at low
temperatures involves different physical processes than the melting behaviour at high temperature.
At a high level, this approach consists of choosing an active space, commonly discussed in chemistry
and materials science [37]. This active space can be seen as a distillation of the relevant DoF at a
certain energy scale. Once the relevant DoF in the active space have been identified, their dynamics
are constructed: these dynamics are governed by an effective Hamiltonian which describes their
interactions.

Once this effective Hamiltonian has been obtained, a map between the physical and the logical
DoF is required. Abstractly, this procedure maps interactions between the original DoF to qubit
operations. In particular for fermions, the interplay between the structure of the Hamiltonian
interactions and the fermionic encoding plays an important role in the ability to create compact
circuits. At the end of this step a collection of Pauli operators is derived, comprising the qubit
Hamiltonian Hg.

Following this, the protocol implementing all the terms in the qubit Hamiltonian is computed.
Here, the general approach that we use has the same structure as Trotterization of the evolution
operator exp(iHgt). The structure of this step is indicative of the cost of finding a ground state
via a VQE approach (in particular under the Hamiltonian variational ansatz [38]), or TDS. This
produces the circuit for a single Trotter step (or a single layer of VQE). Finally, we determine the
measurement protocol that produces the minimum measurement overhead. Clearly, the decisions at
each stage will have an effect on final cost of implementing all the qubit operators present in Hg
through a quantum circuit. Hence we adopt a multi-tiered strategy for minimizing the cost of the
quantum circuit, that we describe below in the context of materials simulations.

For the physics-based construction of the Hamiltonian of a material we adopt the Born-Oppenheimer
approximation [39-41], and concentrate on the quantum description of the electron DoF, including
the nuclei as a classical background potential. While this approach is general enough to be used in
chemistry and materials science, we note that including the quantum mechanical DoF of the nuclei
is also possible within this framework. The existence of the periodic ionic potential is a distinctive
feature of materials, which sets them apart from molecules. We use DFT for a low level exploration
of the active space of materials, defined as an energy window around the Fermi level. Using this
window containing the relevant DoF, we construct an effective Hamiltonian by classically computing
its matrix elements.!

We study two natural single-particle bases for the electrons: the Bloch basis, and the Wannier
basis [40, 41]. The bands kept in the active space become modes in the unit cell, and the size of
the material determines the number of unit cells. Due to the locality in real space achieved by the
Wannier basis, a bespoke selection of bands allows us to construct a local Hamiltonian in real space,
where the Coulomb interactions are localised, and the hopping range of electrons between unit cells
does not scale with the system size. This local Hamiltonian defines a motif that can be used to tile
a system of any size without increasing the depth, i.e. the number of layers, each containing many
quantum gates.

To leverage the locality of the obtained fermion Hamiltonians, we introduce a novel fermionic
encoding that uses the local structure of Coulomb interactions and hopping terms by hybridizing
two existing encodings: the JW transform within a unit cell (where the majority of the electron-
electron interactions are present), and the compact encoding [28] between unit cells, where fewer
interactions have to be considered, following from the locality of the fermion Hamiltonian. This

1The problem of properly computing these matrix elements is ambiguous, for at least two reasons. An unavoidable
problem that appears once an active space is used is that the electrons outside the active space renormalise the
interactions that the electrons in the active space feel with the nucleus. To fully characterise that renormalisation, the
solution of the many-body interacting problem has to be found, which is what we are trying to do in the first place.
The second reason is that any realisation of DF'T is an approximation in itself, as the exchange correlation functional
is unknown. Both problems are known in the community, and are handled in a plethora of different ways see, e.g.,
[24, 25, 42, 43]



comes at the cost of introducing further ancillary qubits. In order to deal with the existence of large
weight operators along the JW line, we introduce an algorithm based on the use of fermionic swap
operations (fswaps) [26]. These operations can bring operators closer together along the JW line and
minimise their weight, by relabelling the fermionic modes. This construction can be expanded to
span structures other than single unit cells, depending on the connectivity graph of the Hamiltonian
in question.

We invoke a cost model where all-to-all qubit interactions are available, arbitrary 2-qubit gates
have cost 1 each, and 1-qubit gates are free (i.e. negligible). We hereby perform an in-depth analysis
of the cost of implementing the most general terms allowed by symmetry, and the cost of performing
fswaps to bring modes into an adjacent ordering within the JW string. Finally, we analyse the cost of
executing a full VQE layer of the Hamiltonian Hg = >, Hj, given by [, exHr wwhere { ), } is a set
of variational parameters. Here H is obtained from a fermion representation in the Wannier bases,
with different fermionic encodings. Additionally, we calculate the classical measurement overhead,
i.e., we determine how many times a given circuit must be repeated to estimate an observable of
interest, according to a series of measurement strategies.

We develop a tool to perform the necessary decomposition into layers of simultaneously imple-
mentable terms from a given Hamiltonian. This allows us to study different materials and model
Hamiltonians, to understand their cost complexity, and to find a full decomposition into quantum
circuits. The summary of the design strategy to optimise over circuit cost is shown in Fig. 2.1.

A self-contained exposition of the physics behind the construction of Hamiltonians is presented
in Section 3. The role of symmetries, Wannier and Bloch functions, and efficient techniques to
construct the matrix elements are discussed there.

In Section 4 we introduce a hybrid fermionic encoding, and discuss its use in the context of
materials’ simulation, where it represents an efficient fermion-to-qubit mapping. In Section 5 we
first concentrate on the quantum algorithm (VQE) itself and then discuss the decomposition of
operators in terms of gates, initial state preparation, time evolution according to the material’s
Hamiltonian, and measurement protocols. Combining these ideas, in Section 6 we discuss the design
of our circuit compiler, which we go on to use in Section 7 to analyse the cost of running a single
layer of VQE or a single Trotter step for TDS, in examples of increasing complexity.

[WeYelell
Hamilton

Quantu
circuit

Hardware
layout

Figure 2.1: Summary of the strategy developed in this work to minimise circuit depth in the simu-
lation of materials. Starting from a low level calculation based on DFT, we perform a compression
of the physical information into relevant degrees of freedom. The locality of the interactions and the
hardware layout determine the structure of the hybrid encoding. In order to minimise the circuit
depth, the layer decomposition module determines the appropriate fswap networks, state preparation
layers, and a measurement protocol. These elements constitute the quantum circuit that implements
a layer of either VQE or TDS.



3 Effective description of the Hamiltonian

The full simulation of a physical system comprises infinitely many DoF, which makes it infeasible.
This has never been a problem in domains where the relevant energy scale of the problem is restricted
to a finite range. In this situation, the DoF at that scale are the ones that mostly contribute to
the physical phenomena in question. For everyday applications, where most of the processes are
controlled by the behaviour of the electron DoF in atoms, the Hamiltonian?

=Y far 50 V) + T 00
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describes all the possible non-relativistic physical systems in the absence of external magnetic fields.
Here, ¢ (r) (1s(r)) is an operator that creates (destroys) an electron at position r of spin o. For
the sake of notational simplicity, in what follows we will omit the hat when denoting operators.
In Eq. (1), V(Jr — r’|) is the distance-dependent repulsive potential between electrons. To derive
explicit formulas, in what follows we will consider the screened Coulomb potential V(|r — r'|) =
e(4meg) " Le#IF=r'l /|y — /|, with p being the inverse screening length, but our results hold for any
positive definite, central, and spin-independent potential. The constants &, m, ¢. and ¢, are Planck’s
constant, the electron mass, electron charge, and the vacuum permittivity of space respectively.

The abundant phenomena we observe in nature day-to-day is due, in part, to the structure of
the potential U (r), which characterises the Coulomb potential produced by the positively charged
nucleus of the atoms in the system.

In materials, the external potential created by the ions in the lattice heavily influences the
electrons. Assuming a block of material is invariant under lattice translations R,,, the external
potential satisfies U(r + R,,) = U(r). A usual way of parameterising it is

0(r) = q—ezhi, @)

where Zj is the charge of the ions and r; is their position.

Starting from this scenario, in this section we discuss how the reduction of the Hamiltonian in
Eq. (1) (which from now on we assume to represent a block of material, and thus lattice periodic) is
performed, leading to a Hamiltonian over finitely many degrees of freedom and with an interaction
structure that makes it amenable to simulation using shorter quantum circuits. As quantum simula-
tion brings different communities together, we present a self contained discussion, revising familiar
concepts to condensed matter physicists and materials scientists, but which may be not completely
familiar to other communities.

3.1 General characteristics of fermion Hamiltonians
3.1.1 Structure of two and four fermion integrals

In this section we examine the general properties of the two- and four-fermion integrals occurring in
the Hamiltonian of Eq. (1). We first expand the electron operator 1, (r) in a basis of single-particle
wavefunctions { ¢»(r) } as

1/10(1‘) = Z(bk(r)c&m (3)
A

2The full Hamiltonian includes the lattice ions. The mass of the ions is much larger than the mass of the electrons,
so a good approximation is to consider the ions frozen. The lattice of frozen ions then acts as an external potential on
the electrons. This approach, known as the Born-Oppenheimer approximation [39], has found success outside typical
everyday experimental phenomena, from the prediction of the optimal structural configuration of the rare earth
hydrides used in high pressure room temperature superconductors [44] to understanding the role of Li-ion migration
in conventional batteries [45].



where X represents the collection of all the particles” quantum numbers but the spin®, and ¢ , (c;r\ o)
is the annihilation (creation) operator for a fermion in the state (A, o). In terms of the latter, Eq. (1)
becomes

_ E E T T T
H= t>\1>\26)\1,ac>\2’0 + V)\IA2>\3)\4C>\1,UC>\2,U/C)\370-,C)\430-' (4)

g A1, 0,07 A1,A2,A3,A4
Here, the hopping matriz is defined as

LA U<r>] Pralr), 5)

taire = /df o3, (r) [_
while the Coulomb tensor is
1
Vaanons =5 [ dr [ d 63,0003, 60V (i =)o, (1), o). )

In particular, both the hopping matrix and the Coulomb tensor are Hermitian, i.e., tx,x, = 13, and
Vaiadsas = Viiasann,» Where a* denotes the complex conjugate of a. From Eq. (6) it immediately
follows that the Coulomb tensor obeys the index-swap symmetry Va,a,asxs = Vagh;Aads-

3.1.2 Cauchy-Schwarz inequality for the Coulomb tensor

Exploiting the fact that V(Jr — r’|) is a real positive definite function, one can rewrite Eq. (6) in
terms of an inner product. The latter can be defined in two possible ways. The first one is

1 *
V>\1)\2)\3)\4 = <P)\1)\2,,0>\4>\3>1 = 5 /dI‘/dI‘/ V(‘I‘ - r/|)p)\1)\2 (I‘,I‘l)p)\4)\3 (I',I‘I), (7)

where pxz, (r, 1) = ¢y, (r)¢y, (r'). Hence, the following inequality between the elements of the
Coulomb tensor follows from the Cauchy-Schwarz inequality applied to Eq. (7)

|V)\1)\2>\3>\4|2 < |V)\1>\2>\2>\1V>\4>\3>\3)\4" (8)

On the other hand, another well-defined inner product can be introduced as

1 *
V)\1)\2)\3)\4 = <pi\1/\4aplkzkg>2 = 5 /dr/drl V(‘I‘ - rll)p/)\1/\4 (r)pl)\3)\2 (I‘/)’ (9)

where p) A (r) = éa, (r)gzbj{j (r). Similarly to the previous case, the Cauchy-Schwarz inequality asso-
ciated with this inner product implies the following relation between the Coulomb tensor elements

Vaxsraral? < Vaiaanas Vasasasas |- (10)

Eq. (8) and Eq. (10) can be exploited to obtain bounds on the Coulomb tensor coefficients, allowing
one to truncate the elements smaller than a given threshold without having to directly compute
them. This is usually very useful in reducing the classical computation needed to determine a
quantum Hamiltonian.

3.2 Momentum-space single-particle bases

In this and the following sections we will introduce some of the most common single-particle bases to
study condensed matter systems. As we will be discussing different bases for the same Hamiltonian,
to avoid confusion, especially when these Hamiltonians are mapped into qubit operators, we will
explicitly add a superscript to a Hamiltonian in a particular basis, each of which will be defined
below. We will have:

3In systems with strong spin-orbit coupling, a more general single-particle spinor wavefunction ¢x,o(r) is possible.
We do not consider this case here.



e HP: Hamiltonian Eq. (1) in the plane wave single-particle electron basis. The second quantized
creation (annihilation) operators of momentum % and spin o in this context are denoted by
c,TM (Ck,o)- Choosing a lattice of discrete translations, the total momentum & can always be

decomposed in the lattice momentum k and reciprocal lattice vector G as k =k + G.

e HB: Hamiltonian Eq. (1) in the Bloch-wave single-particle electron basis. The creation (an-
nihilation) operators are flt n.o (fin,o), with k the lattice momentum, n the band index and
o the spin.

e H": Hamiltonian Eq. (1) in the Wannier single-particle electron basis. The creation (annihi-
lation) operators of band n and spin o are wLﬂw (WR n,s), where R is the lattice vector.

All single-particle basis operators (called generically A;) satisfy the equal-time anti-commutation
relations {A,“ A;f} = 52]

We begin with momentum-space bases, which fully exploit the translational invariance of crys-
talline solids. For more details see e.g., Refs. [41, 46]. In a material, atoms are arranged in a periodic
structure (see Fig. 3.1) which is spanned by the lattice vectors R,, a = 1,2,3. The lattice points
correspond to

R =n1R; + noRs + n3Rg, (11)

where n, € Z. The lattice vector R, has length R,. Translations Tr along these lattice vectors
leave the Hamiltonian H invariant (assuming periodic boundary conditions). Consequently, we can
block-diagonalize the Hamiltonian, and each block will correspond to a different eigenvalue of the
translation operator. The Bloch Theorem allows us to find the simultaneous eigenfunctions of Tr
and H [41, 46].

Figure 3.1: Simple Orthorhombic Bravais lattice, with its lattice vectors.

The translation operator Tg forms an Abelian group, satisfying TR Tr' = Tri+r’, with Tp = 1.
As T should be represented by a unitary operator, in its diagonal basis it acts on the single-particle
wavefunctions as

Troé(r) = ¢(r + R) = e Ro(r), (12)

where the vector k is called the crystal momentum?. In a periodic system with linear size L, = Ny R,
in each lattice vector direction, the periodic boundary conditions (Born-von Karman boundary

4Note that the crystal momentum does not coincide with the momentum of the particle. The latter can be obtained
from its group velocity according to v, (k) = %VkEn (k), where E, (k) is the energy of n—th band.
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conditions) ¥(r + N,R,) = ¢(r) imply the quantization of the crystal momentum as

n n e
k=-'b, + —by+ —>

3 1
N, Ny Ny (13)

where the reciprocal lattice vectors b; satisfy b; - R; = 2md;; and n, € [0, N, — 1]. The eigenstates

of the translation operator Tr can then be labelled by the triplet ni,ny, n3, corresponding to a total

of N = N1 N3Nj3 states. The total volume of the crystal is V. = N, with Q = |R; - (R2 x R3)| the

volume of the unit cell. The relation between direct and reciprocal lattice is shown in Fig. 3.2.
Using Eq. (12), we can define

di(r) = e [e™ T hi(r)] = " Tunc(r), (14)

with ux(r + R) = ux(r) a lattice periodic function. The single electron wavefunction ¢y (r) =
e Ty (r) is called a Bloch wave [40, 41]. Since uy(r) is a lattice periodic function, it may be useful
to expand it in Fourier series as

uk(r) = Zukygeic"r, (15)
G
where G is a reciprocal lattice vector G = m1by + mobs + msbs, with m; € Z, and to write the

Bloch wave as ‘
¢k(r) _ Z Uk,Gel(k+G)'r- (16)
G

3.2.1 Plane wave basis

A particularly simple choice for the functions uk(r) is ux(r) = N~' Y, §(r—R), with §(R) the Dirac
delta function. This choice implies that all the Fourier coefficients uk e in Eq. (16) are set to 1 and,
therefore, it corresponds to expanding the Bloch wave ¢y (r) in the plane wave basis { e?(K+G)r 1,
An advantage of this basis is that plane waves for different momenta are orthogonal. The electron

operator takes the form
1 i )
= Ze (k+G) er+G,07 (17)
k,G

’l/Jg(I'): \/7(: :

where cxyG,0 (CL +G.o) s the annihilation (creation) operator of an electron with momentum k + G
and spin o. In the plane wave basis, the Hamiltonian of Eq. (4) becomes

P _ T T i
H” = 3" hg-ctigoticot D VolhiGipolhiic portki+G oCiGo,  (18)
k,G,G',0 k,k',p
G,G’ 0,0’

where hig_q/ = [MJGG, + Ug,@], V, = 1/(2V,) [ dre=#*V(|r|), and p = p + P is the

2m
total momentum, with p = k + k' and P = G + G’. Ug is the Fourier component of the external
lattice potential at reciprocal lattice vector G

U0 =Y e Va — Us=g [ de o) (19)
G uc

where the integral is over the unit cell. Using Eq. (2), we find

ir, G
de e
UG = ZZGW, for G # 0 (UO = O), (20)

N EQQ

where the sum runs over the positions r, of the atoms in the unit cell (see Fig. 3.2).
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R = m,R.+ myR, k=""b, + L,
L - o
x ?
r=R +r. G = ”:vb:l‘ + ”Uby

.
o o o | "

L, ‘ l—éky

@ @ @

b,

Figure 3.2: Direct and reciprocal lattice of a 2D square Bravais lattice. Left: Square Bravais lattice
with two atoms per unit cell. The lattice vectors are r, and r, and the size of the system is L, and
L,. Middle: Every position r in the material can be decomposed in the position of the cell R and a
position inside the cell r.. Right: The reciprocal lattice (black grid) is unbounded. The finer k-mesh
(blue lattice) represents the different lattice momentum states k. The system size determines the
number of k points and does not affect the reciprocal lattice.

3.2.2 Bloch wave basis

Going back to the Hamiltonian of Eq. (18), in the non-interacting limit we see that the lattice
momentum k enters as a parameter,

h(k+ G)J?
Hy = Z |:|(27n)|6G,G/ +Uc-a CL+G’O—Ck+G’,U' (21)
k,G,G' o

This implies that we can decompose the Hamiltonian in different crystal momentum blocks as
H =3, Ho(k) and solve an independent Schrodinger equation for each of them,

Ho(k)[Wn(k)) = en (k)| (Kk)), (22)

with |, (k)) being a two-component spinor state. It is useful to define a particular zone of k values
called the Brillouin zone, which corresponds to the Wigner-Seltz cell construction in reciprocal space,
i.e., the locus of points k in the reciprocal space which is closer to G = 0. The eigenvalues €, (k)
define the energy bands of the system.

The expansion of the non-interacting Hamiltonian in the basis defined by the momentum block
eigenstates of Eq. (22), can be obtained by diagonalising hx g—q in Eq. (18),

Ho(k) = Z hk,GfG’CLG,UCk,G’,a = Zen(k)fli,mgfk,n,aa (23)
G,G',0 n,o

where fino = > g Snck 0)ckia,o (flina) is the band fermion annihilation (creation) operator.
Here, S,,c(k, o) is the unitary matrix that diagonalises h, i.e., hx.g—a' = >, (ST G n(k, 0)en(k)S,.a (k, o).
The index n here denotes the band and takes the same number of values |n| as the reciprocal lattice
vectors G, i.e., n| =8G2  in D = 3 dimensions.

For a system with v, electrons per unit cell (i.e., corresponding to a total of ve X N electrons), the
system will have v, occupied bands, as each band can accommodate N states, which is the number
of different lattice momentum values in the Brillouin zone (note that v, can be a rational number,

in which case there are |vq | fully occupied bands and the last band [v] is partially occupied).
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In real space, the non-interacting Hamiltonian corresponding to each momentum block is Hy(k) =

%(k —iV)? + U(r) The spin components of its eigenstates coincide with the periodic functions

Uk n,o(r) introduced in Eq. (14), i.e.,

Ho(k)uk,n,o(r) = € (K)ukn.o(r), (24)
with the boundary condition uy4G n.o(r) = € *CTuy , »(r). Note that the functions uy , () are
defined within the unit cell via uk o (r) = Uk pn,o(rc + R) = uk n,o(rc), where R is a lattice vector
and r, is a vector with domain in the unit cell. By expanding uk - (r) in Eq. (24) in Fourier series
one can verify that

Ueno(r) =D 978, g(k,0). (25)
G

In the language of Section 3.1, what we have done so far corresponds to expanding the electron
operator on a Bloch wave basis (also called band fermion basis) { ¢k n(r)}, with ¢k, o(r) =
e® Uy no(r)/+/Ve. In this basis, the full Hamiltonian is

k,k’
HB = Z En(k)fli7n7gfk,n,a + Z Z Vrglhzﬁgzufli_trqu,gfli/,qmz)glfk/,ng,cr’fk,n4,aa (26)

k,n,o 0,0 M1,N2,13,N4
k,q,k’

with Coulomb tensor coefficients
Vi D, = > VarkSn cik(k+a,0)Sm, o k(K - q,0)8;, (K, 0)S, a(k0).  (27)
G,K,G’

and Vgyik defined after Eq. (18).

3.3 Real-space single-particle basis: Wannier functions

In Eq. (26), the quadratic part of the Hamiltonian is diagonal, but the electron-electron interaction
is highly non-local. On the other hand, in a real-space coordinate basis (such as the one obtained
by discretising the position operator r on a real-space grid), the electron-electron interaction is
diagonal but non-local, while the kinetic term is not diagonal. To reduce the number of the relevant
coefficients entering the Hamiltonian, one strategy is to look for a representation where both the
hopping matrix and Coulomb tensor are not diagonal with respect to the single-particle basis, but
as local (in real space) as possible. One convenient way to achieve this goal is to consider Wannier
functions as the single-particle basis. The fermion annihilation operators associated with the latter
are defined in [47] as

R 1 e
WR,n,c = g e’k RUmn(k)fk,m,a — fk,m,a = N E e ik RUmn(k)wR,n,oa (28)
k,m R,n

where Up,,, (k) is a unitary transformation representing the gauge freedom in the definition of the
Bloch waves. In this basis, the Hamiltonian of Eq. (4) becomes

w _ Z Z T
H" = T(R1 - R2)m’ﬂwR1,m,awR2;n7U
o m,n
R1,R2
§ : 2 : 7(R1R2,R3,Ry4) 1 i
+ Vvslmn le,s,(rng,l,a/wRSam;U/wR4’n707 (29)

’ 3
0,0 s,l,m,n

R1,R2,R3,Rq

with the matrix elements

T(R) o = 53 3 * U OT ()], (30)

slmn

> (R1,R2,Ra,R 1 2 . .
Vi PR = 37 VK, UL (k- @)Uk = @)U () U (K)
nina2mnzng
k,q.k’

% eik-(Rl—R4)eiQ'(R1—R2)eik/'(R2—R3). (31)
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The Wannier functions corresponding to the operators in Eq. (28) are

W, (r) = W2, ( Z e MR, (K)the o (1) (32)

In terms of the latter, the matrix elements of the hopping matrix and the Coulomb tensor can
expressed as

52 2 B
T(Rl - R?)mn = /ernP-El; (I‘) [_ 2v + U(I‘):| W,,I}?,(I'), (333‘)
, m ,
ViR 2 [ [ a W I OV (e = KW, W) (330)
The discrete translational invariance of the lattice allows us to rewrite the coefficients above as
T(R)m’ﬂ = er’m,a(r) - —|—U(I‘) Wn,a(r)7 (343‘)
Vgm0 [ae [arwe Wi @V (e - Y DWE 6OV, (1)

Wlth R R1 R2

Since the Coulomb tensor coefficients V;(l?nf:z involves integrals over the real space, if the
Wannier functions WE, (r) are localized around R, then the coefficients will decay fast for distant
cells in the lattice. From the definition of the Wannier functions we have W2 /(r) = _, vk 5.0 (r)e™ ™,
where vy s o(r) = >, Uns(K)uk,n,o(r) are quasi-Bloch functions. This relation tells us that the
quasi-Bloch functions and the Wannier functions are related by a Fourier transform. As discussed in
Appendix B, we can then use the analytical form of the quasi-Bloch functions v s »(r) as a function
of the crystal momentum k to show that maximally localized Wannier functions (MLWFs) can be
obtained if the following conditions are satisfied [47-50]:

;R3,Ra4)

1. The system has a vanishing Chern number. This condition is automatically satisfied in systems
with time-reversal symmetry, as in this case where the Chern number is zero. Note that systems
without time-reversal symmetry can still have a vanishing Chern number.

2. An energy gap exists between the bands in the active space (see Section 3.6.2 below) and the
rest. Note that a system satisfying this condition does not necessarily represent an insulator,
as the Fermi energy can lie within an active space which is separated from the rest of the
bands.

In this case, both the non-interacting and the electron-electron interaction terms of the Hamil-
tonian in the Wannier basis of Eq. (29) contain only local terms. Moreover, MLWFs are always
real [51]. This fact, combined with the hermiticity of the hopping matrix T(R ) = T(—R)nm (see
Eq. (36) below), implies

TR)mn =T(—R)pm. (35)

This identity restricts the type of quadratic terms that can appear in the Hamiltonian. As we will
discuss in Section 3.4 below, symmetry properties of the physical system further constrain the form
of the Hamiltonian coefficients.

3.3.1 Material real-space motif

The key advantage of using a localised single-particle basis is that the magnitude of the hopping
matrix and Coulomb tensor coeflicients of Eq. (34) decreases quickly as a function of the distance
between the unit cells involved in the integrals. A natural approximation is thus to consider only
those coefficients involving cells which are reciprocal nearest neighbours of order n, with the latter
depending on the material and on the degree of accuracy required for the Hamiltonian coefficients.
In particular, we say that two unit cells A and B, identified by the lattice vectors R4 and Rp,
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are nearest neighbors of order n if |[R4 — Rp| = d,,, with |...| denoting the Euclidean norm. Here,
0=dy<dy <ds < ..<d,isa ascending sequence of distances corresponding to nearest neighbors
of order 0, 1, 2, and n, respectively. Within this approximation, we do not need to evaluate the
hopping matrix and the Coulomb tensor coefficients over the whole material lattice but we can rather
focus on a minimal set of cells which includes a central cell and its nearest neighbors up to order n.
All the other coefficients can then be obtained by exploiting the discrete translational invariance of
the lattice. For this reason, we will name such a minimal set of unit cells a motif of order n. As an
example, in Fig. 3.3 we show the motifs of order n = 1 and n = 2 for silicon. Note that the motif
is formed by the material unit cells and not by its individual atoms. We denote by Ng: the set of
all the unit cells of a material lattice G which are nearest neighbors of order < n with respect to
all the unit cells of a sublattice G’ € G, i.e., Nf ={A€ G| |Rs —Rp|<d,,VB € G'}. The motif
of order n centered on the unit cell O coincides with NV and contains Neepg Jmotif = dim(NG) cells
of the material lattice. Its Hamiltonian can be obtained from Eq. (29) by restricting the various
summations over the lattice vectors only to those R; corresponding to the unit cells forming the
motif. Moreover, thanks to the discrete translational invariance of the lattice, only those coefficients
involving the central cell of the motif at least once should be included in the motif Hamiltonian. See
Appendix D.2 for more details on the explicit form of the latter.

(* ) o 9

9 [+
R, n o R, Y R:\ ®

3 R; *)
R
@9 °\\//°
[~ ° o o
@ 9 o .

. o o o
@9 o v @ o°

)

o

Figure 3.3: Motif of order (left) n = 1 and (right) n = 2 for silicon. The motif of order 1 contains the
central cell (black) and its 12 nearest neighbours (red), while the motif of order 2 includes also the
6 next-nearest neighbours (blue). The gray links connect the nearest and next-nearest neighbouring
cells belonging to the same (111) crystallographic plane, with thinner lines denoting planes with
larger distance with respect to the reader along the direction perpendicular to the page. R4, Ra,
R3 denote the silicon lattice vectors.

As we will see in Section 6.2, the presence of a motif can be exploited to implement highly
parallelisable quantum circuits whose depth is independent from the total number of motifs forming
the lattice of the simulated material. This fact leverages the capabilities of a hybrid fermion to
qubit encoding [28, 52|, which will be discussed in Section 4. In view of this step, we notice that
the sites of an arbitrary lattice can be labeled by the triplets of integers (ni,ns,n3) introduced in
Eq. (11). Therefore, any lattice can be visualized on the Cartesian grid defined by those triplets.
This fact establishes a natural mapping between a (real-space) motif of order n and a Cartesian motif
consisting of No = Ly X Ly X L, sites, with L; = max(,, n, ns)ens (n;) — MiN (1) 0y ng)EN (n;)+1

Since, in general, Nc # Neelis/motif, the Cartesian motif contains Np = N¢ — Neelis/motit ad-
ditional cells. The latter do not enter the motif Hamiltonian but should be taken into account
anyway during the encoding stage described in Section 4. In Fig. 3.4, we show the Cartesian motifs
corresponding to the motifs of order n = 1 and n = 2 for silicon. Here, grey spheres denote the
additional Np sites forming the Cartesian motif. Note that distances between unit cells ought to be
computed in real space and that, as a result of the mapping, two units cells which are (real-space)

15



nearest neighbours of order n may be nearest neighbours of order n’ # n on the Cartesian grid.

|

88
P

. .
Q- €

Wha"Wh

0
%

Figure 3.4: Cartesian motifs corresponding to the motif of order (left) n = 1 and (right) n = 2
for silicon. As in Fig. 3.3, the central unit cell is in black, and real-space nearest neighbour and
next-nearest neighbour cells are shown in red and blue, respectively. Grey spheres represent the
additional Np sites of the Cartesian motif which do not correspond to any cell of the motifs shown
in Fig. 3.3. Note that, in general, nearest neighbour cells of order n in the motif can be nearest
neighbours of order n’ # n in the Cartesian motif.

3.4 General constraints and symmetry properties of the fermion integrals

The single-particle wavefunctions determine the symmetry properties of the second-quantized Hamil-
tonian. For generic real space wavefunctions, the symmetry properties are discussed below. After
that, we discuss in this section two important generic symmetries in the Bloch and Wannier basis
respectively, inversion (Section 3.4.2) and time reversal symmetry (Section 3.4.3).

3.4.1 General constraints and symmetry properties of the fermion integrals for general
real single-particle wavefunctions

The hopping matrix and Coulomb tensor of a general many-body system satisfy the following iden-
tities (see Eq. (5), Eq. (6)):

w
D

w
o
—_ D — T

txix, = 13,y, (hermiticity),
Vaioashs = Vasdiaans  (SWap symmetry),
Vaidershs = Vaasagn,  (hermiticity),

~ o~ o~
w w
N ~

Vaaaasas = Vigaua,  (hermiticity + swap).

For single-particle bases with real wavefunctions { ¢x(r) } (see Section 3.3) the above relations
simplify to

txing = Tagass (40)
Vaidorsrs = Vs d = Vodidids = Vaudodsds = VA Ashoa
= Vaaaanre = Vagaaare = Vaisdaais: (41)

In particular, the latter set of equivalences has been obtained by combining the hermiticity and swap
symmetry of the Coulomb tensor with the additional symmetry Vi, xxsns = Vaadadshs = VA dshods
arising from Eq. (6) for real wavefunctions and it can be exploited to significantly reduce the number
of independent Coulomb tensor coefficients one has to directly compute.

After the single-particle basis has been picked and thus the second quantized Hamiltonian is fixed,
it will have a form like Eq. (4). To pass into a qubit Hamiltonian, as we will discuss in Section 4,

16



it is useful to group together the single-particle quantum numbers and the spin in a single label
& = (M\i,04). Introducing the spin-dependent hopping matrix 7¢ ¢, and Coulomb tensor Ve ¢ e ¢,
we can re-write Eq. (4) as

H=Y Toaclco+ > Veeoeechclcece. (42)
£1,82 £1,62,63,84

Here the spinful hopping matrix is (with & = (A, 04))

t)\ A if g1 = 09
T — 172 43
Gt { 0 otherwise, (43)

while the spinful Coulomb tensor is

S _ J— —
VA1A2A3A4 for o1 = 02 = 03 = 04,

3V, if oy = doy =03 (01 #
A1 A2 A3\ I 01 =04 and 02 = 03 (01 7 02
V§1§2€3€4 =2 e , (44)

~— —

1 .
—5Vorinsn, if 01 =03 and 03 = 04 (01 # 02
0 otherwise,

with V)i)\2)\3>\4 = (V>\1)\2)\3)\4 - V/\2>\1/\3/\4)/2'
The spinful Coulomb tensor Ve, ¢,e,¢, is hermitian, Ve, e,e5e, = V¢ ¢,¢,¢, » and antisymmetric under
exchange of the first or last pair of indices

Veitatats = —Veser6a6s = —Vertatats = Verti€ats- (45)

Note that if o1 = 04 and 02 = 03, V¢, ¢,¢4¢, Obeys the same identities in Eq. (41) as Vi x,a50,- In
this latter case, by exploiting Eq. (41) and Eq. (45), one can show that V¢ ¢,¢,¢, also satisfies the
following Jacobi identity:

V51§2§3€4 + V€153€4€2 + V€1§452$3 =0 ifo; =04 and o3 = 03. (46)

3.4.2 Inversion symmetry

Inversion symmetry 7 transforms space and momentum variables according to r — —r and k — —k,
respectively. In a crystal with inversion symmetry the external potential satisfies U(r) = U(—r).

Bloch basis. Under inversion, a Bloch wavefunction ¢y ,, »(r) transforms as

¢k,n,o (I‘) — I(bk,n,a (I‘) == d)k,n,a(*r) = ¢—k,n,g(r>~ (47)

Recalling that in the Bloch basis the hopping matrix is A, (k, k') = €m (K)Ok k' Opmn, with

h2v2 ~
(1) = [ 65 )| =T+ 00| 1), (18)
in a crystal with inversion symmetry one finds
em(k) = € (—k). (49)

Since the electron-electron interaction potential V' (|r — r'|) is always invariant under inversion, one
also obtains
ylka) —yCkoki—a), (50)

nina2mn3ng nina2n3ng
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Wannier basis. Under inversion with respect to R = 0, a Wannier function W,l,}ya(r) transforms
as
Wi o (1) = IWi 5 (r) = W (1) (51)

m,o

First, we note that if the unitary transformation entering the definition of the Wannier basis in
Eq. (28) is trivial, i.e., Upn (k) = mn, Eq. (30) reduces to

T(R)n = % > e Re, (K)dmn- (52)
k

If the crystal has inversion symmetry, from Eq. (49) we have €, (k) = €,(—k) and, therefore,
TR)mn =T(—R)mn =TR)pnm, Vm,n, (53)

where in the last step we used Eq. (35). Unfortunately, for MLWFs the unitary matrix U,y (k) is
usually more complicated and the relation above does not hold in general.

A more general identity can be obtained if the Wannier functions transform under inversion
as TWR () = W, B(-r) = > P;Lm,W;,rfa(r), vm, R, with P™ the generalized permutation
matrix corresponding to a permutation 7 acting on the orbital indices, with P" _, =, = %1 for
m’ = w(m) and PT_, = 0 otherwise. In simpler terms, the latter condition implies that under
inversion a given Wannier function with orbital index m and centred at R transforms into another
Wannier function with orbital index m’ (which can be different from m) centred at —R. Since
usually Wannier functions retain the main features of the corresponding atomic orbitals, this a quite
common situation. For Wannier functions centred at the centre of the unit cell one usually has

P . = £dmm . For instance, the action of the inversion symmetry on a p,-type orbital centred at

R =0is Zp? = —p2. In this case, in a crystal with inversion symmetry, one obtains
T(R)mn = Z szm/Pgn/T(R)m/n’ = ﬂmnnT(R)w(m)w(n), (54)
m’n’

from which one can see that
TR)mn =0 if (w(m),n(n)) = (m,n) and N1, = —1. (55)

The identity above can be generalized by noting that for R = 0 we have T(0),,, = T(0),,, and
hence the two orbital configurations (m,n) and (n,m) are equivalent in the computation of the
hopping matrix. We can then introduce the set of the orbital configurations equivalent to (m,n) as
[(m,n)]® = {(m,n), (n,m)} and [(m,n)]®R = {(m,n) } for R # 0. Using this fact, we finally obtain

TR)pn =0 if (x(m), n(n)) € [(m,n)]® and 1,1, = —1. (56)
On the other hand, the electron-electron interaction potential V(|r — r’|) is always invariant
under inversion. In cases with Wannier functions transforming as ZWR (r) = W, B(-r) =

- R . . .
>t Py Wi (r) under inversion, one obtains

(R1,R2,R3,R4)
s, l,m,n

— 0 if (n(s), 7(0), 7(m), 7(n)) € [(5, 1, m, ) RFRRR and e, = 1. (57)
Here, [(s,1,m,n)]R1R2RaRa ig the set of equivalent orbital configurations according to Eq. (41). See
Appendix D.2.2 for details. The equation above is particularly useful since it allows one to determine
a number of coefficients of the Coulomb tensor which are identically zero without having to compute
them explicitly.

A general discussion on discrete crystal symmetries and the structure of matrix elements is
presented in Section 3.5.
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3.4.3 Time-reversal symmetry

Under time-reversal symmetry 7 momentum and spin variables transform according to k — —k
and s — —s, with s = 6/2 and o = (0, 0y,0,). Time-reversal symmetry is represented by an anti-
unitary operator. One common choice is 7 = e v K, with K denoting the complex conjugation
operator and the unitary operator e "™ performing a m—rotation of the spin around the y—axis.
If the crystal possesses time-reversal symmetry, the external potential U (r) is spin-independent and
the electronic bands are doubly degenerate. This is always the case for a non-relativistic system
(e.g., with no spin-orbit coupling) and in the absence of an external magnetic field. Since both these
assumptions have been made in Section 3, the general Hamiltonians of Eq. (1) and Eq. (4) already
take into account the consequences of time-reversal invariance. To identify the latter in an explicit
way, in this section we will examine a generalization of the Hamiltonians considered in Section 3
with a spin-dependent external potential U(,lgz (r). In this case, the quadratic part of Eq. (4) should

be modified as follows,
Ho= 3 > 8500000 (58)

01,02 A1,A\2
with 2y
- + U0102 (I‘) ¢>\2,02 (I‘) (59)

81 = [ e 630,00 |

2m

Bloch basis. Under time-reversal a Bloch wavefunction ¢k . -(r) transforms as

Pt (r) = P, (¥) = Grn, 1 (-1) and @ p i (r) = =Pk n1t(r) = —dknr(—T). (60)

If the external potential U(r) is spin-independent, the hopping matrix coefficients hfnﬁl (k,K) =
€m (K)Ok,k00m n0s,0 satisfy the identity
em(k) = em(—k), (61)
while for the Coulomb tensor coefficients one finds
Vi, = Vi (62)

Note that the above equations are the same as the ones we obtained for a system with inversion
symmetry.
On the other hand, in the presence of a spin-dependent but time-reversal invariant external

potential U,,,,(r) = Uy, s,(r) (where 5; = —0;), one finds h%7 (k, k') = €77 (k)dy k' 0m.n, With
€77 (k) € R and
ehi (k) = e (=k) and el (k) =~ (—k) = —e[;H (k). (63)

m

If, in addition, the crystal also possesses inversion symmetry, the above equation becomes

(k) = et (k) and  elF(k) = —€elH(k) = 0. (64)

Wannier basis. Under time-reversal a Wannier function ng(r) transforms as
W,I;T(r) — W}:ﬁ(r) and W&i(r) — fW,I:T(r). (65)

If the external potential U (r) is spin-independent, time-reversal invariance does not lead to any
further relation for the hopping matrix and Coulomb tensor coefficients.
On the other hand, in the presence of a spin-dependent and time-reversal invariant external
potential Uy, 4, (r) = Uz, 5,(r), one obtains
TR),, =TR)y;, and T(R)L = -T(R);] (66)

mn mn?

where we have used the reality of the matrices T(R), that follows from the reality of the Wannier
functions. Finally, from the last identity and the hermiticity of the Hamiltonian it follows that
T(0)}m = 0.
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3.5 Crystal symmetries

A Hamiltonian H invariant under a symmetry group G (e.g., crystal symmetries, inversion, discrete
rotations, etc), satisfies particular selection rules that determine the type of operators allowed in
the Hamiltonian. In this section we discuss the general strategy to determine those rules for a
general discrete group. Leveraging those constraints allows us to reduce the number of classical
computations (computations of fermion integrals) and, more importantly, reduces the number of
gates needed to implement the Hamiltonian by constraining the allowed operators in H.

Let us consider the electron-electron interaction term in Eq. (4). The single-particle wavefunc-
tions used to span the Hilbert space form a basis that can be chosen to transform under a definite
representation of the symmetry of the Hamiltonian. In this case, a symmetry operation g € G,
with representation Dgf: z\i (9) (which can always be chosen to be some irreducible representation p),
satisfies '

> DI (@DI% (9)DY) (9) DY (9)Vagxgagn, = Vauraasn: (67)
ALALAS,A

For simplicity we assume that the symmetries discussed here are unitary.

The equation above means in particular that the tensor product of different representations
involved in a particular element of the interaction tensor should contain the trivial representation,
that does not transform under the symmetry. In general, the tensor product of representations can
be decomposed into the direct sum of irreducible representations (irreps) as [53]

Dlixr)(g @cy (s, 12) D™ (g), (68)

where ¢, (u1, 2) is the number of times that the irrep v appears in the tensor product of irreps
w1 and pp. Using this equation repeatedly and taking the trace, i.e., x"*)(g) = Tr(D®(g)) with
x") the character of D(*) we find the relation between the characters x*(#1x#2)(g)yHsXH4) (g) =
Dovwrp Co(Ba, p2)cur (113, 1) x* ™ (9)x*")(g). In this product the number of times that the triv-
ial representation e appears can be computed using the orthogonality relation of the characters
ce(v, V') = \GI PO X (9)x*")(g) = 8,.r, where |G| is the dimension of G [53].

For a given matrix element of a Hamiltonian to have a chance of being invariant under the
symmetry, the representations involved in that matrix element should be such that their ten-
sor product contains a copy of the trivial representation. This means that the tensor product
of the irreps corresponding to non-zero coefficients of the Coulomb tensor can be decomposed as
Ditmxu2)(g) Dsxima) (g) = @, ¢, (u1, p2) o (p, 14) D (g).

Starting from the definition of the Coulomb tensor

Vit = [ a0 el @V - ol el o), (69)

where with a slight abuse of notation we use the label and the representation under which the single-

particle wavefunction ¢g\ii)(r) transforms as indices for the tensor, we can decompose it into irreps
to find

v — ZZCQ&:‘?’ chegy, / drde' U@ (x, vV (jr — ') 0 (¢, ), (70)

with {\Ilil,' } the set of the basis functions of D®*)(g). The three-leg tensor Cy1\2, (a Clebsch-
Gordan coefficient of the group G) transforms the tensor product of basis in the p; and po irreps
into a new basis transforming in the v irrep. They can be computed via the relation [53]

DU (D) () D) 1 , 1 o\
@ SRR oo = (=) (et ™

where n,, is the dimension of the irrep v. Fixing A\; = XAy, A3 = A4, and s = s’, we have

1 2

6 SR @D P ) = | e
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The equation above allows us to look for the set of labels where the Clebsch-Gordan coefficient does
not vanish. Together with Eq. (70), this determines the selection rules, and can be used to find the
set of allowed labels (i.e., the ones corresponding to non-vanishing terms) in the Coulomb tensor.

Example: Z,, group. The different irreps of the cyclic group are all one dimensional and they
are parameterised by D® (g") = el with w=0,....m—1land n=0,...,m—1. Eq. (72)

becomes
1 m—1

i 2m
o Z e'm (atuatiin — 6#1+#2+u,0 = |CN1M2)U

n=0

2 (73)

from where we find the selection rule py + po + g3 + 4 = 0. Let us apply this to one of the
many symmetries of Silicon. The lattice vectors (in A) are a = (—2.7,0,2.7),b = (0,2.7,2.7) and
¢ = (—2.7,2.7,0). Starting with four valence WFs, each one aligned with one of the four axis of a
Silicon tetrahedron (see Fig. 3.5),

W a+4b—3c— axis 1, W5 —3a + b+ ¢ — axis 2,
W5t a—3b+ c— axis 3, W7t a+ b+ c— axis 4, (74)

a Zs rotation around each of these axes is a symmetry of the crystal (we consider only these
symmetries for simplicity of exposition, recalling that the full space group of Silicon is m3m).
We call S; the operator associated with a rotation by 27/3 around an axis j. In Fig. 3.5 the
transformation generated by Sy is shown. These transformations permute the WFs in the basis
(W, Wi, Wégi, W4T, Focusing on Sy, we can find a basis where the action of the symmetry is
diagonal, i.e., S’4WaSl = waWa, with w = 5. This basis consists of W, = Wfi and

Wo 11 1] [ws
Wi = 1w W |W5. (75)
Wy VBl 2w Wy

The selection rule of Eq. (73) applies now for the symmetry Zs and is nothing more than the
condition that the overall phase that the Coulomb term in the W basis acquires under Sy is zero,
fixing the product of functions in Eq. (69) to have the form W, W,W W, with a+b+ ¢+ d = 0 mod
3.

%
o,

Figure 3.5: Four valence Wannier functions of Silicon. Each of these is aligned with respect to the
axes 1 through 4 of Section 3.5. A Zgs rotation around one of the axis maps the Wannier functions into
themselves. The transformation matrix together with the invariance of the Hamiltonian determines
the selection rules.
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No symmetry Inversion Inversion + Rotation

325 157 129

Table 3.1: Number of independent Coulomb tensor coefficients to be computed for a transition metal
cluster with 5 d orbitals without taking into account any symmetry, by exploiting the inversion
symmetry only, and by considering both the inversion and rotational symmetries, respectively. Note
that the table reports the minimal number of coefficients required to determine the whole Coulomb
tensor via the general relations given in Eq. (41), i.e., the number of the independent coefficients.

Example: Octahedral metal centre. As a further example of how symmetry could help in
reducing the number of Coulomb tensor coefficients one has to compute, we now consider a cluster
consisting of a transition metal atom (e.g., Manganese (Mn)) surrounded by six Oxygen (O) atoms.
This structure is typical of many transition metal oxides and perovskites.

In our analysis, we employ renormalized Hydrogen-like atomic orbitals. The main reason for that
is that they are simpler than Wannier functions and they feature the same symmetry properties.
They are defined as

77[}nlm(Zeff; I‘) = Rnl(ZeH; r)le(r), (76)

with n,l,m the standard principal, angular, and magnetic quantum numbers, Z.g the effective
nuclear charge [54], X;"(r) cubic spherical harmonics, and

Zeg\* (n—1-1)! _zur (Zegr)' Zoer
atzann = (%) el (B, (B0) o

the radial wavefunction. Here, lengths are measured in units of ag/2, with ag the Born radius, and
Lilflgrl(z) is the generalized Laguerre polynomial of degree n — [ + 1.

In what follows we will assume that the largest contribution to the Coulomb tensor is due to
the 5 d orbitals centred at the transitional metal, dyy,ds,dsz,dy2_y2,d,2, Whose corresponding
wavefunctions are denoted as W, (r) with a = 1, ..., 5, respectively. We are interested in calculating

the Coulomb tensor coefficients in the central unit cell

Vaped = / drde' W (£)Wy(r )V (|t — /)W (r)Wa(r'). (78)

In doing that, symmetry properties can be exploited to determine a priori which elements of V/
are vanishing. Here, we take into account the reflection symmetry along the z, y, and z axes, and
7/2 rotations around the z—axis. The corresponding operators are denoted by Z,, Z,, Z,, and Zg,
respectively. Their action on the orbitals W, (r) is Z,W,(r) =Y., Pii Wy (r), with p = {z,y,2, R}
and P™ a generalized permutation matrix corresponding to the permutation of the wavefunction
indices 7, with P.", = n# = £1 if ¢’ = m,(a) and P." = 0 otherwise. Exploiting the fact that
V(|r —r'|) is invariant under the operations associated with Z,,, we can identify which elements of
the Coulomb tensor are zero. In particular, Vopeq = 0 if (mu(a), 7, (), 7u(c), mu(d)) € [(4, 7, k,1)]
and nininknli = —1. Here, [(i, ], k,1)] is the set of all the configurations equivalent to (a,b, ¢, d)
according to Eq. (41). See Appendix D.2.2 for additional details about the definition of [(4, j, k, 1)].

Table 3.1 shows that symmetries may allow us to reduce significantly the number of Coulomb
tensor coefficients we need to compute. For the particular example we have illustrated in this section,
the number of the required coefficients passes from 325 (original case with no symmetry exploited),
to 157 if inversion symmetry is taken into account and to 129 if both inversion and 7/2 rotational
symmetry around the z—axis are considered, respectively.

3.6 Using DFT to choose degrees of freedom

As we discussed in previous sections, in order to obtain the Bloch and Wannier functions in an
actual material it is necessary to obtain the eigenstates of the electronic gas moving in the ionic
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potential U (r), which is completely determined by just knowing the position of the ions. This
requires solving a system of N Schrodinger equations for each possible value of the wavevector k
(see Eq. (24)), a task which is classically unfeasible for most common materials. However, this
procedure is generally unnecessarily complex as there are many electrons that are strongly bound to
the ions (core electrons) which, if the processes involved are not very energetic, will not participate in
the chemistry of the system. Therefore, the properties of a material can be effectively determined by
studying the motion of the outermost electrons in a modified ionic potential (pseudo-potential) which
combines the original ionic potential with the screening effects of the core electrons. An efficient way
of dealing with this approach, which has been developed to maturity in the last century, is density
functional theory (DFT) [55, 56]. In this section, we discuss how to obtain Bloch and Wannier
functions within the framework of DFT and how to select the relevant degrees of freedom for the
description of the system.

DFT is a highly efficient, accurate and flexible method for simulating atomic systems. It has
enjoyed decades of success for simulating the ground state properties of numerous quantum systems
at the atomic scale across the entire periodic table for translationally invariant systems [57, 58].

In this work, we use DFT to generate single-particle Kohn-Sham states (described below) which
then are used to select an active space of bands where the relevant processes occur. Once this
active space has been chosen, we generate Maximally localised Wannier functions (MLWFs) for the
construction of second quantised many-body Hamiltonians.

DFT formally states that there exists an exact mapping between the external potential of a
many-body system and its ground state density ng(r), whereby the nondegenerate ground-state
wavefunction is a unique functional of the ground-state density, i.e.,

\Ifo(rl,I‘Q,...,I‘N) = \Ilo[’l’bo(r)]. (79)

An important ground-state property is its energy, and Hohenberg and Kohn additionally proved
that it is minimal if the electron density is the ground-state electron density [59],

Elno(r)] < Efn(r)], (80)

where n(r) is the density of the system. Kohn and Sham subsquently showed how to map the fully
interacting many-body problem onto a single-particle problem [60], i.e.,

[;nv2 + Uef‘f(r):| ¢i(r) = €;pi(r), (81)

where f]eff(r) is the effective Kohn-Sham potential, ¢; are the single-particle Kohn-Sham eigenvalues
and, { ¢;(r) } are the Kohn-Sham states. The latter are fictitious orbitals (i.e., they are not formally
related to any physical electron state) such that they must obey the following constraint

occ

no(r) =3 _l6im)P, (82)

where ng(r) is the ground state density and the sum runs over all occupied electron states. This
constraint fixes the electron occupation in the system.

While DFT is in principle an ab initio method, i.e., it requires only the lattice structure of the
system, practically it necessitates the choice of (i) a basis for the fictitious single-particle Kohn-Sham
states {¢;(r)} and (i) a parameterized Kohn-Sham exchange-correlation functional. In this work,
for the DFT exploration we exclusively consider plane-wave basis sets, as implemented in Quantum
Espresso [61, 62], which are subsequently transformed into real-space MLWFs using Wannier90 [63].
We note that it is also possible to solve the Kohn-Sham equation exclusively in the real space basis,
using the so-called “all-electron” methods [64]. We now summarise some of the main features of
employing a plane-wave basis code and truncation of the Hilbert space using MLWFs.
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Figure 3.6: Reciprocal lattice of a 2D square Bravais lattice. The black grid corresponds to the
reciprocal lattice G = nib; + nabg, and it is unbounded (n, € Z). The blue lattice represents the
different lattice momentum states k. Increasing the system size leads to a finer blue lattice, without
affecting the black lattice. The red dots represent the maximum value of G inside a cut-off region,
which is depicted by the grey circle.

3.6.1 Kohn-Sham eigenstates in the plane-wave basis

Bloch’s theorem in periodic systems can be applied to the solution of the full Hamiltonian of any
system that can be written in the plane-wave basis. Similarly, so can the Kohn-Sham equations.
In the plane-wave basis-set the Hilbert space is truncated by considering only a finite number of
reciprocal lattice vectors G. This is motivated by the fact that the kinetic energy is an unbounded
operator that depends on the length of the reciprocal lattice vector, so a maximum energy sets
a maximum value for the norm of G as %|Gmax|2 = FEnax. After diagonalization of the single-
particle Hamiltonian, only a finite number of bands below and above the Fermi energy are retained.
Moreover, as a consequence of Bloch’s theorem, there is a natural partition of the degrees of freedom
using the reciprocal lattice vectors (see Fig. 3.6). While the size of the system under study defines
the number of inequivalent k points as seen in Eq. (13), the number of different reciprocal lattice
vectors is unbounded.

The following cutoff,
h2
%|G|2 S Ecuta (83)

defines the total number of plane-waves used in the DFT calculation. Fewer plane waves can be
used by replacing the core level Kohn-Sham states by an effective potential, famously known as the
pseudopotential [56]. It is this crucial observation, i.e., that the core electrons do not participate in
low energy, chemically relevent, excitations like their valence counterparts, that enables the success
of the plane-wave method. Otherwise, the valence electron wavefunctions require impractically
large number of Fourier components to remain orthogonal to all states within the core region,
which are chemically inert. Thus, “freezing” the core states into an overall effective potential lifts
this constraint, and allows the valence electron wavefunctions to be efficiently represented with
far fewer Fourier components, without any nodes inside the core regions. Practically, this means
that smaller matrices have to be diagonalized when solving Eq. (81), due to the reduced basis size.
Pseudopotentials for atoms corresponding to the ions in the lattice are constructed by solving for all
eigenvalues of their atomic wavefunction, fitting them to pseudo-wavefunctions and generating the
corresponding atomic pseudopotential by solving all-electron atomic calculations for a single atom
and then inverting the corresponding radial Schrodinger equation to find the effective pseudpotential.
The constructed pseudopotential must reproduce the atomic properties of the element, i.e., the
scattering properties of the ionic potential, and agree with its true wavefunction outside of a cut-off
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radius away from the core. Moreover, it should be transferrable to a variety of chemical enviroments.
For the materials used in this work, we use pseudopotentials from the pregenerated ONCVPSP
library [65].

As a result, the actual value for the kinetic energy cut-off E..; is usually chosen such that
it corresponds to the minimum energy where the convergence of the total ground state energy
does not change with respect to a specific tolerance, typically 1 meV per atom. In a material like
silicon, a value used in DFT calculations [66] is Ecu ~ 200 €V. Using Eq. (83) this translates into
|Gmax| = %’TNmax with Npax ~ 5. Depending on the pseudopotential used and the material under
consideration, the total ground-state energy converges for larger cut-off energies. A cut off energy of
800 eV implies a doubling of the value of Ny« from 5 to 10. From the perspective of the Kohn-Sham
approach to DFT, in reciprocal space, the Kohn-Sham equations in second quantization are given
by (see Eq. (24))

HXS (k)Px,n(r) = €x,ndbi,n(r), (84)
with Rk + G2
+ e
UEDY) e + U o] Hua e (55)

where the effective potential U&ffiG, also includes the contribution due to the exchange-correlation
functional.

Additionally, before the optimal truncation of the active space occurs, the force on the ions
created by the electronic charge of the electrons must be minimised. So far, in the spirit of the Born-
Oppenheimer approximation, we have neglected the dynamics of the ions [39]. In particular, their
positions { R; } enter the Kohn-Sham equations of Eq. (81) as parameters, while their motion occurs
on potential energy surfaces which are determined by the eigenvalues €;({ Ry }) of the electronic
problem. At equilibrium, denoting by eo({ R; }) the ground-state energy of the electronic system,
the minimization of the force acting on ion I requires that

P = %}51}) <5 VI, (86)

i.e., the ions’ equilibrium positions are obtained from the minimization of eq({ R }), which is a
function of 3N variables, and § is the threshold value on the force all ions must satisfy. In the
upper part of Fig. 3.7 we illustrate the typical workflow of a self-consistent DFT calculation, from
calculating the external potential until self consistency is achieved in the electronic density and
geometry.

3.6.2 Truncation into an active space

To further reduce the dimension of the Hilbert space, we can truncate the Kohn-Sham eigenstates
into a minimal representation within an active space of chemical interest. One such definition, as
illustrated in Fig. 3.8, is to consider just the states around the Fermi level. Fixing the number of
bands below the last occupied band (including the latter) to be n and the number of bands above
it to be n~, the dimension of the reduced Hilbert space H,eq for a three dimensional material scales
as

Dim(Hyeq) ~ O(e">+1<)NiN2NaF(z)) (87)

with z = %ﬁfw and F(z) = —xlnx—(1—2)In(1—2). In addition to knowing the dimension
of the Hilbert Space, the orbital character of the individual quantum states is required for the
chemical interpretation of the possible physical processes that can occur between these states. Once
the relevant Kohn-Sham orbitals have been selected, this represents the basis of the fermion operator
in the active space. In contrast, to generate Wannier functions, further classical computation has to
be performed.

A crucial step to generating MLWFs is to provide an initial set of sensible projectors that reflect
the orbital character of the Kohn-Sham plane-wave eigenstates. To achieve this, a local projection

operator f’i\[ is used, which projects onto the subspace N' = {a,l,m}, where « is the principal
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(Initial guess of the density n(r) )(—

Calculate effective potential
Uet(r)= U(r) + Vi [n(r)] + Vxo[n(r)]

¥

Solve Kohn-Sham equations

(%Vz + U (r)) ¢u(r) = d(r)

- Mix the densities
)

Self consistency check No
n"¥(r) = n(r)?

Yes
[Set self consistent potentiaﬂ

Uer(r) = Uest[n(r)]

Inner self consistent DFT loop

Figure 3.7: Workflow (in yellow) of a typical Density Functional Theory calculation highlighting
the inner electronic self-consistency loop and outer structural optimisation loop. We supplement
this procedure with a Wannierisation protocol (in green) illustrating the steps required to transform
from a plane-wave basis set to a maximally localised one.

quantum number, [ is the azimuthal quantum number and m the magnetic spin quantum number
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centered at ion I °. Assuming a paramagnetic spin system, the local projection is given by,
Py = [y ) vV, (88)

where YIN is the spherical harmonic centred at the centre of ion I and in the subspace N. Therefore,
for the Kohn-Sham eigenpair (e ,,, ¢k n), the projected weight p{(\/ is defined as,

n

P = (B0 PV |Gren) = (el YY) 2 (89)

Subsequently, each Kohn-Sham eigenpair generates a set of weighted projections {(ex n, Pk n, pﬁ/ D1
at each ion site I for the chosen subspace N. Typically, for a given subspace, this weight is overlaid
at each point in the band-structure as a colour gradient, and highlights the orbital character of all
the Kohn-Sham eigenpairs in the chosen subspace. For example, N' = {2,2,0} determines the 3d,>
subspace, given by the spherical harmonic YIQ’Q’0 centred at ion I. In Quantum Espresso, the axes
of the spherical harmonics are orientated so that they aligns with the Cartesian axes.

Finally, MLWFs are then generated with the Wannier90 code [63]. The lower half of Fig. 3.7
summarises the protocol for producing MLWFs after the DFT calculation has been run, which takes
as input the Kohn-Sham eigenstates and outputs Wannier functions on a real space grid.

a b

S R €F

-z k z

Figure 3.8: (a) The number of electrons in the system defines the Fermi energy er. In the non-
interacting picture, the fermions fill the lowest single-particle energy levels, shown here as bands
in the Brillouin zone, for a one dimensional system. The blue dots represent those energy levels
occupied by fermions. In the figure, the lowest two bands are fully occupied, while the third band
is partially occupied. (b) Instead of considering all the bands, we can define an active space, where
the electrons will reorganize due to interaction effects. This active space is represented here by the
states in the shaded area, around the Fermi level ex. In this example, the number of bands below
(or crossing) the Fermi level is n. = 2, while the number of bands above the Fermi level is ns = 1.

So far we have discussed the construction of effective Hamiltonians starting from a material and
reducing it to generate a Hamiltonian with the same general characteristics as the starting system
(with the same symmetries, and of the same size in terms of unit cells). Another approach is to
appeal to effective descriptions of physical systems, where a portion of the system is considered in
a different footing than the rest. If one subsystem is small compared with the other, it is possible
to replace the larger portion by an effective description in terms of a bath. This procedure is
actually exact in the limit of lattices with infinite connectivity [67]. At the end of this procedure, a
Hamiltonian that looks formally like Eq. (4) is obtained. The tools that we develop in the sections
below work equally well for these systems.

3.7 Summary

Electrons in solids can behave in completely unexpected ways, depending on the ion composition
and the interactions between electrons. Using a classically cheap zeroth order description based on
DFT, it is possible to isolate the relevant degrees of freedom that participate in a given phenomenon.

5These are the quantum numbers associated with the eigenstates of the angular momentum operator, and here are
used as a basis for interpretability of the Kohn-Sham orbitals in therms of atomic or molecular orbitals
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From this description, we can construct a distilled Hamiltonian that contains the most important
interactions and hopping terms within modes in the active space. We have also shown that a further
compression is possible due to the structure of materials, where the thermodynamic number of
degrees of freedom is encapsulated in a separation between bath and impurity modes in embedded
approaches. Both strategies ultimately generate a Hamiltonian consisting of a restricted set of
modes. This effective Hamiltonian is constrained by the symmetries of the system, and the same
symmetries can be used to construct the Hamiltonian, reducing the classical cost of computation, but
also limiting the possible interaction terms, thus reducing the overall complexity of the quantum
circuits that implement the interactions. The relevant physics of the system is encoded in this
compression.

In the following sections, we discuss in detail how to create a quantum circuit that implements
the different terms of an effective Hamiltonian, with the goal of performing VQE or TDS. To achieve
that, it is crucial to have an efficient way of representing fermionic degrees of freedom in terms of
qubits.

4 Qubit representation

In order to represent a fermionic system on a QC, a mapping must be specified between the fermionic
Hilbert space, and the multi-qubit Hilbert space of the QC. Such a mapping is most conveniently
specified by a correspondence between fermionic operators and qubit operators. There are many
design schemes available for such mappings [28, 52, 68-74], with significant room for variation in
the details of their implementation. The most commonly used mapping is the JW transform, which
maps fermionic creation (cj) and annihilation (¢;) operators to string-like qubit operators:

b 2 oy
1<t J<t

de |12 MC(—) 112 % (90)

The choice of mapping can have important consequences for the circuit depth and qubit require-
ments of TDS and VQE. Furthermore the way in which the mapping choice influences these costs
will depend strongly on the structure of the given Hamiltonian, as well as the available hardware
connectivity. Thus it is not obvious what the correct choice of mapping should be in general.

It is generally best to use a mapping which specifically maps the interactions (understood as
both electron-electron interactions and hopping terms) present in the Hamiltonian to low-weight
operators (i.e., operators that act non-trivially in just a small subset of the qubits, without scaling
with the size of the system). The JW transform is not well equipped to do this in general. An
example of a mapping which is better suited to this, and that we will make use of in this work is
the Compact Encoding [28].

Unfortunately, in cases where there is a high degree of interaction between modes in the Hamil-
tonian, it is simply not possible to map all interactions to low-weight operators, regardless of the
choice of mapping. In lieu of low-weight representations, a fswap network protocol may be employed,
wherein fermionic modes are dynamically re-ordered throughout the algorithm, such that each in-
teraction admits a low-weight representation at some point in the protocol. Such an fswap network
amortizes the cost of performing high-weight interactions, at the expense of having to actively re-
order the fermionic modes in the mapping. This amortization can be very powerful. Indeed, in the
case where we want to implement all-to-all quadratic interactions it can be shown — under weak
algorithmic assumptions — that fswap network methods in conjunction with the JW mapping can
yield essentially optimal circuit depths (see Appendix C). More details about the fswap network
protocol will be discussed in Section 5.3 and Section 6.1.

To date, fswap networks of this kind have been employed exclusively in conjunction with the JW
transform [26, 75, 76]. However, in principle, they may be used in conjunction with any fermion-
to-qubit mapping, as the act of reordering fermionic modes admits a representation purely in terms
of the fermionic algebra. Furthermore, in the case where a subset of modes have a high degree of
interactivity, fswap network protocols may be applied to this subset in isolation. This allows us to
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leverage the optimality of the fswap network protocol for all-to-all interactions, restricted to this
subset where it is relevant. This suggests that a hybrid strategy may be ideal, wherein clusters of
highly interacting modes are handled by an fswap network protocol, while any sparse connectivity
is handled by a specific choice of mapping.

With this in mind, and for the purposes of comparison, we focus our attention on two basis
choices for the material Hamiltonian: the Bloch basis Hamiltonian (Eq. (26)) and the Wannier basis
Hamiltonian (Eq. (29)).

4.1 Bloch basis mapping
The Bloch basis Hamiltonian is given by (see Eq. (26)):

B k k',
H” = Z En(k)flln,gfk,n,a + Z Z VyganngBMfi+q7n1,gfli/,q’m,g/fk’,ng,a/fk,m,a- (91)

k,n,o o,0! M1,N2,M3,N4
k,q,k’

The quartic interactions in the Bloch basis Hamiltonian have no specific local structure — there are
effectively interactions between every mode. This suggests that the best choice of mapping is the
JW transform, in conjunction with an fswap network protocol.

4.2 Wannier basis mapping

The Wannier basis Hamiltonian (see Eq. (29)) is given by:

HY = Z Z TRy — RQ)m”wI{hm,,asz,n,a

o m,n

Ri,R2

§ : § : 7(R1R2,R3,R4) i
+ slmn le,s,ang,l,a/wRSam,U’wR4~,na0' (92)
o,0’

s,l,m,n
Ri,R2,R3,R4

In contrast to the Bloch basis, the Wannier basis Hamiltonian has some local structure: interac-
tions between modes indexed by R; and Ry are suppressed as |R; — Rg| increases. However, in the
case where |R; — Rg| is small, for example nearest neighbour or on-site, interactions are strong, and
in general all-to-all with respect to the orbital index. In this case we make use of a hybrid strategy.
First, as discussed in Section 3.3.1, we label each site index R by the corresponding triplet of integers
(n1,n2,n3) (defined in Eq. (11)) on a Cartesian grid. Then, we map the system to an expanded
compact encoding illustrated in Fig. 4.1 for a 2D material. In this mapping, all modes which share
a common site index R are associated with a collection of qubits laid out in a JW style string, and
each string is connected to nearest-neighbouring strings using the compact encoding design. This
encoding is most concisely expressed in terms of “edge” (E;;) and “vertex” (V;) operators, which are
defined as:

Eji = =iy, Vi= =iy, (93)
with Majorana operators
Vo= wi+wl, gy = (wy —w!) /i, (94)

where j (and k) is a multi-index over the site index R, mode index m, and spin index o. The edge
and vertex operators are hermitian, they anti-commute when they share an index, and commute
otherwise. Furthermore, the edge operators satisfy an important composition relation:

Ei, = iEyi; Ejp,. (95)

The edge and vertex operators can be combined to synthesize any fermionic terms with an even
number of creation and/or annihilation operators, i.e., all observables that preserve parity super-
selection — a fundamental requirement of any realistic Hamiltonian. For reference we include these
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Figure 4.1: Schematic for the hybrid fermion to qubit mapping for a 2D material. Black dots
correspond to both fermionic modes and their corresponding data qubit. Red dots correspond to
ancillary face qubits operating in the same fashion as in the square compact encoding [28]. Blue
ellipses surround all fermionic modes assigned to a given site R. These modes are arranged in a line,
with all interactions within the line taking the same form as in a JW transform with an identical
linear ordering. Interactions between modes at the ends of neighbouring lines take the form of
interactions between neighbouring modes in the compact encoding. Physically, each blue ellipse
contains modes associated with the orbitals kept in a unit cell.
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decompositions for quadratic terms:

whws = (1= Vi)/2, wo; = 70 = V(1 + V) By, (96)

wiwy = (14 V(1 + V) By, wlol = 2(1-V)(1 - V) By, (97)
—1

ww; +wlw; = - (EijVj + Vi) . (98)

Quartic terms may be constructed from quadratic terms; however, in this case, there is a freedom
in the choice of decomposition into edge operators thanks to Eq. (95). This freedom may be used to
choose a decomposition with the smallest qubit representation. Given that the fermionic encoding
ultimately maps products of Majorana operators (Majorana monomials) to Pauli operators, it is
most convenient to first decompose the fermionic Hamiltonian into the operator basis of Majorana
monomials

Hy = Y o [[r37, bl € {2.4}, (99)
be{0,1}2M J

before proceeding with mapping it to a qubit Hamiltonian by applying the encoding to each Ma-
jorana monomial. Here, M is the total number of complex fermion modes and is given by M =
Niodes/cett Neenis; With Niyodes/cenl and Neens the number of modes per unit cells and unit cells in
Eq. (92), respectively.

The precise details of how the hybrid mapping specifies the edge and vertex operators are given
in Fig. 4.2. In the mapping, only certain edge operators are specified. Any other edge operators
must be constructed using the composition relation in Eq. (95). Thus interactions between modes
distant from one another on the graph geometry will decompose into products of edge operators,
yielding string-like Pauli representations similar to JW strings. It is here where the fswap network
protocol plays an important role.

This representation takes advantage of both the benefits of fswap network protocols in the context
of all-to-all connectivity, which can be naturally applied to these JW style strings, and the benefits
of the local structure manifest between sites, through the compact encoding. The efficacy of this
approach will depend strongly on how localized the Hamiltonian interactions turn out to be for the
particular material.

4.2.1 Stabilizers

Unlike the JW transform, the hybrid encoding represents fermionic states in a subspace of the multi-
qubit Hilbert space. This subspace is best described as the code space of a stabilizer code [77]. The
generators of the stabilizer code are given by the ordered product of loops of edge operators around
the octagonal faces in Fig. 4.1, i.e., the faces with no ancillary qubit. An instance of one these
generators is illustrated in Fig. 4.3.

The fact that the fermionic system lives in a code space means that state preparation incurs
an additional overhead compared to the JW transform. This is discussed further in Section 5.2.
However one benefit these stabilizers do supply is error detection. We will not discuss that in detail
in this paper. For some examples of this, see [28§].

4.2.2 3D Layout

For the simulation of the 3D bulk of materials there are two approaches one may take.

One approach is to collapse the 3D lattice of sites into a 2D lattice that matches the QC layout,
with each site containing Npodes/cenn * Li modes, as illustrated in Fig. 4.4, where L; is the side length
you collapse. If the original 3D Hamiltonian has a nearest neighbour interaction structure on the
Cartesian motif, then the collapsed 2D counterpart will also have a nearest neighbour structure.
The downside of this approach is that it increases the depth of the fswap network protocol, since
the number of modes on an individual site has increased. Additionally, it does not leverage the full
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Figure 4.2: Form of the edge (E;;) and vertex (V;) operators associated with the diagram in Fig. 4.1.
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Figure 4.4: Collapsing a 3D model to a 2D model

sparsity of the Hamiltonian. The upside is that the qubits on superconducting devices are typically
confined to a planar layout, and so this approach lends itself well to such devices.

The second approach is to employ a 3D generalization of the 2D compact encoding, as described
in [52] to construct a 3D generalization of the hybrid encoding — illustrated in Fig. 4.5. The basic
principle remains the same, however in this case the edge operators connecting the different sites
are weight 4 instead of weight 3. The details of this construction are given in Fig. 4.6.

After constructing the map between fermion and qubit operators, we have all the preliminary
ingredients to study the complexity of performing a quantum algorithm. In the next section we
discuss the implementation of VQE and TDS algorithms.

5 VQE and TDS algorithms

In this section we will find bounds on the complexity of implementing the VQE [2, 78] and TDS
algorithms for materials’ Hamiltonians. We begin by reviewing these algorithms before describing
the details of how we implement and cost them for the systems of interest to us. We will use a
simple model where all-to-all qubit interactions are allowed, arbitrary 2-qubit gates are cost 1 each,
and 1-qubit gates are free. Our goal is to minimise the overall circuit depth.
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Figure 4.5: (left) 3D compact encoding converted to (right) 3D hybrid encoding. Black dots cor-
respond to both fermionic modes and their corresponding data qubits, and red dots correspond to
ancillary qubits. Red dots are positioned on the faces of the cubes.
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Figure 4.6: The edge and vertex operators of the 3D hybrid encoding.
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Note that one could also aim to minimise the total gate count. Which metric is most appropriate
will depend on the hardware platform being used and whether one is considering a near-term or fault-
tolerant model. Assuming that the hardware platform allows gates to be implemented in parallel,
minimising the quantum circuit depth can reduce the effect of decoherence as well as the wall-clock
running time. Further, by a light-cone argument, quantum circuits with low depth experience less
spreading out of local errors. In any case, our low-depth circuits are also efficient in terms of gate
count.

VQE is a method which aims to produce the ground state of a quantum Hamiltonian, H, by
optimising over trial quantum circuits picked from some family (“ansatz”), based upon the advance
knowledge that such ansatz states should be able to represent the ground state effectively, and /or may
be efficiently implementable on quantum hardware |2, 78]. Circuits from the ansatz have parameters
which are optimised using a classical optimisation routine. This routine aims to minimise the energy
with respect to H of the state produced by the quantum circuit. By the variational principle,
if the ground state can be represented within the ansatz and is unique, minimising the energy
output from parameterised circuit will lead to the circuit which prepares ground state. In practice,
the optimisation routine may find a local minimum rather than the global minimum. Once an
approximation to the ground state has been produced, measurements can be performed to determine
properties of interest.

Here we will use the Hamiltonian variational ansatz [38] within the VQE framework. This ansatz
may be used to find the ground state of a Hamiltonian Hy; = ), hj, where the terms hy, correspond
to the nonzero Majorana monomials in Eq. (99). We assume that we can write Hyy = Ha + Hp,
where we have an efficient quantum circuit for preparing the ground state of H4, and that the
time-evolution operations e*"* can be implemented efficiently for all & and arbitrary times ¢ (for
example, hj, may act non-trivially on only a small number of qubits). Then we perform the following
steps:

1. Prepare the ground state of H 4.

2. For each layer [, implement the operation
H eitlkhk,
k

for some parameters ¢, to produce a state |¢)). Note that we will allow the ordering of the
product to be arbitrary below, which can allow for more efficient algorithms.

3. Measure the energy of |1)) with respect to Hyy.
4. Optimise over the parameters t;; to find the ground state (or a good approximation).

Here we will compute the complexity of step 1, and of one layer of step 2. We will also determine
the number of measurements required to measure the energy of the ground state. To gain a full
understanding of the complexity of VQE, it is also necessary to understand how many layers are
required, and how efficient the optimisation process is, which we will not consider here; see 75, 79|
for detailed numerical analyses of these points in the case of the Fermi-Hubbard model.

By contrast to VQE, the TDS approach corresponds to approximately implementing the unitary
operation e "®#HM for some t. The standard method for executing this operation is by Trotterisation,
wherein for example €M is approximated by a product of short time steps ([], e®t*)L, with
0t = t/L. Simulating time-dynamics of a quantum system is theoretically more straightforward
than finding a ground state (Bounded-error Quantum Polynomial time (BQP)-complete in the worst
case, rather than Quantum Merlin Arthur (QMA )-complete [80]), yet may be more challenging in
practice for near-term quantum computers, as the approximation may demand that the number of
Trotter steps L be large. If an algorithm based on Trotterisation is used, TDS is very similar to
implementing step 2 of the VQE algorithm. However, note that we have assumed in VQE that the
time-evolution steps for each hj can occur in arbitrary order, whereas for some more sophisticated
Trotterisation methods we may want to fix a particular order for TDS. For the purposes of this
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Figure 5.1: The quantum circuit for implementing e*?% “* in the case k = 4 in terms of CNOTs and
single qubit rotations. The three middle gates can be combined into one 2-qubit operation, given
total cost (2-qubit gate depth) 3 in our model.

analysis we assume the Trotterisation does not require a particular order on the sequence of terms
— which is true in the case of first order Trotterisation. The only caveat is that we group together
commuting terms in order to be able to compute improved upper bounds on the Trotter error. As in
VQE, our analysis is for a single short time step. The circuit depth would then need to be multiplied
by the desired number of time steps.

We now discuss how each of the above steps is implemented. The algorithm is based on a set of
basic operations, and we begin by calculating their quantum circuit complexity.

5.1 Gate decompositions of operations

There are three types of operations used in our algorithm: time-evolution according to Majorana
operators, fermionic swaps, and Givens rotations.

Time-evolution. Whichever fermionic encoding is used, each term of the Hamiltonian will
ultimately be represented on the quantum computer as a string of Pauli operators. As 1-qubit
gates are free and all Pauli operators are equivalent up to unitary conjugation, implementing a term
reduces to implementing the operation €% ®k, acting on k > 1 qubits, for arbitrary . This can be
done in depth 2[log, k| — 1 via a circuit which uses a binary tree of CNOT operations to put the
parity of the input state in the last qubit; performs a Z rotation on that qubit; and then performs
the CNOT operations in reverse to uncompute the parity. We save depth 1 by combining the last
two CNOTs and the Z rotation in one 2-qubit gate. See Fig. 5.1 for an example for the case k = 4.

Note that we may have multiple commuting terms acting on the same qubits, which can lead to
efficiency savings by implementing time evolution according to these simultaneously. However, we
do not consider this in our calculations.

Fermionic swaps. In the JW transform, fermionic swaps across adjacent modes are 2-qubit
gates with cost 1. In the compact encoding, across most pairs of adjacent modes, the same holds.
The exception is fermionic swaps across different material sites, where an ancilla qubit is involved.
Thus it is most convenient to express the fermionic swap operator in terms of the fermionic algebra
as

FSWAP;; = exp (z%%) exp (z%V]) exp (%EZJVJ) exp (%
The circuit depth may be computed by decomposing each of the terms in terms of Pauli matrices.
However, here we can get an efficient decomposition for weight 3 edge operators by combining
operators as follows. The first two terms are single-qubit unitaries and hence free in our model.
Written in terms of Pauli operators, the remaining terms are of the form

wEij) : (100)

exp (j:z%(Xng +Y1Y2)PA), (101)
where Py is a single qubit Pauli operator. We can diagonalise P4 on the ancilla with a local unitary,
and can diagonalise X7 X5 + Y1Y5 with a 2-qubit gate G, which turns out to be a Hadamard gate
acting only on the odd parity subspace. We get

1
G(X1 Xy +YV1Y2)GT =1 — 3L+ 2s). (102)
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Therefore, we can implement the fermionic swap by a circuit of 2-qubit depth 4 (first apply GIQ to
switch to the correct basis for these qubits; then a gate across qubit 1 and the ancilla; then across
qubit 2 and the ancilla; and then Gys).

However, for the 3D encoding the edge operators are weight 4, and so we will not be using this
decomposition in those cases, but rather the naive TDS decomposition.

Givens rotations. A Givens rotation is a unitary operation which mixes pairs of fermionic
operators in the following way [81]:

Gij(0,0)ciGL(0.0) \ [ cos(d) —e?sin(6) cf
( Gij (0,¢)ciGl (0. 0) ) - ( sin(6) e cos(8) ) ( cl ) (103)

Givens rotations are again most easily defined in terms of fermionic edge and vertex operators,
which may then be translated into qubit operations using the chosen mapping:

Gi;i (0, $) = exp (_i(g‘/j> exp (ZZ[EU - ViVjEij]) , (104)

In the JW transform, when acting on adjacent modes this is a 2-qubit operation. In the compact
encoding, it is usually a 2-qubit operation, except when acting across sites, when it is an operation
of the form

e~ 15 7i 15 (XiY;~YiX;)Pa

b

in 2D, and

157 eig(xiyj—yixj)PAPB’
in 3D, where P4 and Pp are single qubit Paulis on face qubits, specified by the orientation of
the edge. By a similar argument to the fermionic swap operation (also see Appendix A of [75]),
the 3-qubit operation can be implemented in 2-qubit gate depth 4. The 4-qubit operator can be
implemented in 2-qubit gate depth 6.

As pointed out in the discussion at the beginning of this section, when using the Hamiltonian
variational ansatz within the VQE framework usually one splits the Hamiltonian as Hy; = Ha+ Hp
and needs to prepare the ground state of H4. Below we discuss how this can be done in the hybrid
encoding.

5.2 State preparation
5.2.1 Fock states

The preparation of Fock states under the JW transform is straightforward, with each Fock state
corresponding to a computational basis state, i.e.,

|b07b1, ...,bm> — Qs |b7,> b; € {0, 1}

However in the case of the hybrid compact encoding, the Fock state is encoded in a stabilizer code
space, which necessitates a non-trivial state preparation procedure.

In the case of the 2D hybrid encoding, each stabilizer can be decomposed into a product of
a classical parity check (product of Z operators) on the strings of data qubits Sp = ZZZ...ZZ,
coupled to a four qubit operator Sp = XY XY acting on the four face qubits (red ancillary qubits
in Fig. 4.1). The set of stabilizers on the face qubits are identical to the stabilizers of the surface
code, up to some local Pauli basis transformations [82, 83]. Thus if we wish to prepare a state
where Sp =1 for all data qubit stabilizers, such as the vacuum Fock state |0}, then the algorithmic
overhead of this state preparation is at most that of preparing a surface code state.

A given surface code state can be prepared either via a unitary circuit, or by measuring and
correcting stabilizers. In the case of unitary preparation, a circuit of depth of 2L is required,
where £ is the max side length of the surface code [84]. In the case of the hybrid encoding £
depends only on the number of sites { N7, No, N3}, and not on the mode number. More specifically,
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£ = max(N7, N2)/2 — assuming N3 is collapsed into a single site, as described in Section 4.2. Similar
considerations hold in the 3D encoding, however the underlying code generated by the support of
the face qubits is not as well studied. We defer comment on unitary state prep in this fashion to a
later date when we can present a more comprehensive understanding of this underlying code.

If one has access to intermediate measurements and classically conditioned circuit operations,
then it may be more convenient to use a measure-and-correct scheme of preparation. In the case
of preparing a surface code state the measure-and-correct scheme works by measuring stabilizers
and performing depth-1 Pauli corrections conditioned on the outcomes of the measurements. These
corrections appear as Pauli strings between pairs of syndromes [83]. However, in the case of preparing
a Fock state, one does not need to prepare a surface code state, and may instead change the
convention of the logical fermionic operations depending on the syndrome measurement. This gauge
fixing saves having to actively perform the correction. An additional feature of encoding a fermionic
Fock state is that the surface code stabilizers Sr can be measured without introducing any additional
ancillary qubits. Instead, one may employ one of the data qubits and measure in the Z basis. After
correcting or gauging out the syndromes, the Fock state prepared will depend on the syndrome
produced, with a fermion occupying each data qubit which yielded —1 when measured in the Z
basis. Finally we note that in the case of preparing a Fock state, the data qubits need not be
measured in the stabilizer, since any stabilizer acts on these qubits with a Z operator. Thus the
cost of coherently measuring the stabilizer is related only to its support on the ancillary face qubits.
The reasoning described here applies in both the 2D and 3D encoding. In the 2D case the stabilizer
on the face qubits is weight 4, while in the 3D case the stabilizer is weight 8.

Given an encoding of a vacuum Fock state |0), any other Fock state can be reached by applying
a layer of single qubit Pauli operators (and vice-versa), in an analogous fashion to how any compu-
tational basis state can be reached from any other by a layer of single qubit X operators. To see
this, we note that a product of Majoranas of the first kind (7;) applied to a vacuum state yields a
Fock state (up to appropriate sign from normal ordering)

H%‘|0> = ij 10),

and any Fock state can be expressed this way. In the hybrid compact encoding, any product of
Majoranas corresponds to a product of Pauli operators, which can be applied as a single layer of
single qubit unitaries, each unitary being a single qubit Pauli operator.

The only caveat to the above discussion is that in some cases the hybrid compact encoding only
represents even or odd parity Fock states. For example in the 2D encoding this happens when the
number of non-trivial stabilizers is one more than the number of ancillary qubits, ie when the number
of face qubits is less than half the number of faces. In this case the parity operator [, V; is in the
set of stabilizers and odd products of Majoranas do not admit a representation. However one may
freely fix a convention for the parity of the encoding by changing sign conventions for specific edge
operators. So one may prepare any Fock state by fixing the correct edge operator sign convention,
thus fixing the parity sector, and then proceeding as described above.

Thus, using the methods outlined above, the minimal cost of preparing a Fock state is the circuit
depth of coherently measuring the syndromes of the face qubit support of the stabilizers, followed by
a depth-1 single qubit unitary operation — which executes any requisite corrections and performs the
transformation from the vacuum Fock state to any other Fock state. With access to arbitrary two
qubit operations a stabilizer of weight w can be measured coherently in depth 2[log,(w)] — 1. The
generating stabilizers in the 2D case can be measured in a sequence of 4 simultaneously measurable
layers, this can be seen by noting that each face qubit has support on 4 generators. In the 3D case
it is more challenging to determine the ideal decomposition since not every cycle of edges around
a face need be a generating stabilizer, however the number of distinct face cycles that act on an
individual face qubit is 10, so we may multiply the circuit depth by this number to get an estimate
on the number of layers. Counting only two-qubit gates, the depth of Fock state preparation is thus
12 in the 2D case and estimated 50 in the 3D case.
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5.2.2 Fermionic Gaussian states

Another commonly prepared class of input fermionic states are the fermionic Gaussian states, which
include Slater determinants. These states appear as the ground states of non-interacting fermionic
Hamiltonians (those containing only quadratic terms) and also as ansatzes for ground states of
interacting fermionic Hamiltonians in classical methods. As such they can often serve as good input
states for quantum algorithms such as VQE.

The best known methods for preparing Gaussian states are designed for JW representations of
fermionic systems and involve sequences of Givens rotations G;;(6, ¢) and Boguliubov transforma-
tions B [81]:

B:=r [[ Vi, (105)
i#£L
BepBt = ¢l (106)
BeiB' = ¢;, fori# L, (107)

where here L is the index of the last mode in the choice of JW ordering. As discussed earlier,
there can be cases where the hybrid compact encoding does not admit a representation of single
Majoranas, in which case Bogoliubov transformations of this kind are not possible to implement,
however one may always choose a parity sector and then restrict to the class of transformations that
preserve parity.

For the JW transform, preparing Gaussian states requires circuit depth at most M — 1 using
an algorithm of Jiang et al. [81] — where the number of modes M = Ncelis Nmodes/ceni- In the case
of the 2D and 3D hybrid compact encodings the scaling of the depth of the circuit for preparing
a Gaussian state can not be much worse than that of the JW transform, because one can always
overlay a JW ordering on the full hybrid compact encoding and perform the Givens rotations in
accordance with the best known methods for the JW transform. However, in this case the hybrid
encoding introduces some overhead due to the higher Pauli weight of some of the edge operators —
namely those with support on face qubits — and reduced opportunities for parallelization — namely
when attempting to perform Givens rotations on two pairs of modes whose edge operators have
support on a common qubit. The algorithm of Jiang et al. acts on (at most) all consecutive modes
at each step in an even-odd pattern. If we act on an even number of modes in total (as will always
be the case if we consider spin) then at every other step, we only have 2-qubit gates. By Section 5.1,
the depth of the step involving 3-qubit gates is 4, and involving 4-qubit gates is 6. To account for
overlapping action on face qubits we have to stagger the Givens rotations on those edges. Therefore,
the overall depth is at most 2« 4[(M — 1)/2] + [(M — 1)/2] ~ 4.5M for the 2D hybrid encoding
and 2% 6[(M —1)/2] + |(M —1)/2] =~ 6.5M for the 3D hybrid encoding.

5.3 Time-evolution according to terms in materials Hamiltonians

For both the VQE and TDS algorithms, we need to implement time-evolution according to the
quadratic and the quartic parts of the materials Hamiltonians HZ, H". To do this efficiently,
we will use a protocol based on fswap networks [26]. These networks use layers of fswap gates to
rearrange the fermionic ordering and to enable terms to be implemented efficiently — for example, by
moving modes to be adjacent in the JW transform. Here we apply fswap networks to more general
fermionic encodings than the JW transform, and the notion of efficiency we will use is to apply
operations across modes which are adjacent in terms of the encoding graph. That is, we will swap
modes (using fswap operations on adjacent modes) with the intent of bringing modes across which
we wish to perform some operation closer together.

Theoretical constructions of fswap networks are known which implement all quadratic [26] or
quartic [24, 85] terms efficiently, in the sense that they reduce the quantum circuit depth by a factor
scaling like the number of modes. That is, all quadratic terms on M modes can be implemented in
quantum circuit depth O(M), and all quartic terms can be implemented in quantum circuit depth
O(M?3). However, here we will want to apply fswap networks to specific materials’ Hamiltonians
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that do not include all terms. We are therefore led to an algorithmic approach to produce an efficient
fswap network protocol for a given Hamiltonian. We consider protocols that alternate between layers
of the following form:

1. Fswap gates across modes that are adjacent with respect to the graph of the fermionic encoding
that we are using. For example, in the JW transform, fswaps across qubits of the form (7,44 1)
would be allowed.

2. Time-evolution by all terms that are efficiently implementable given the current permutation
of the graph of the fermionic encoding®. We consider a term to be efficiently implementable if
there is a split of the modes on which it acts into pairs such that all pairs are adjacent within
the encoding graph. For the fermionic encodings we use, such terms correspond to low-weight
Pauli operators.

The aim is then to find a protocol using a small number of layers (corresponding to a good choice of
positions for fswap gates), as well as implementing the interactions within each layer efficiently. We
can achieve both of these using computational techniques, which we summarise here, with a more
detailed description in Section 6.

To find a good sequence of fswap gates, we use a greedy protocol. At each layer, we look at the
set T of interactions ¢ which have not yet been implemented, and define a distance function which
measures the difficulty of implementing these interactions. Here we focus on ¢, distance functions

of the form y
D= <Z d(t)P) , (108)

teT

where p > 0 and d(t) is the “distance” of a term ¢. This is defined as the minimum, over all splits
of the modes into pairs, of the distance within the encoding graph of those modes. This is closely
related to the number of fswaps required to bring these modes together. Empirically, we found that
choosing p = 0.5 seems to produce good results. We believe that this is because choosing p < 1 puts
greater weight on bringing terms with low distance closer together.

We consider swapping each possible adjacent pair of modes in the interaction graph, and compute
D for each choice. If there exists a pair of modes which reduces D upon being swapped, we then
fswap the pair and mark it as used. We repeat this process until all modes have been used, or there
is no choice of modes to fswap that reduces D. A potential issue with this approach is that even
in the first step, there may be no choice of pairs to fswap that reduces D. We can handle this by
adding a fallback step where an fswap operation is chosen that at least reduces d(t) for some term
teT.

To implement all terms efficiently in step 2 above, we express this problem in terms of graph
colouring. We define a graph whose vertices are terms that should be implemented in the current
layer, and where two vertices are connected if the corresponding terms can be implemented simul-
taneously. Here we take the simple view that two terms can be implemented simultaneously if they
act on disjoint sets of qubits. Then the minimal number of colours required to colour this graph
such that no two adjacent vertices have the same colour is the same as the minimal number of
sublayers required to implement all the terms. As graph colouring is an NP-complete problem, we
do not expect to be able to find the exact minimal number of sublayers for large numbers of terms
and many qubits. However, we can use graph colouring heuristics to find an upper bound on the
minimal number of layers efficiently. Here we use a greedy colouring algorithm with the DSATUR
heuristic implemented in the NetworkX package [86].

As an additional optimisation, as the first step of our protocol we implement the fswap network
of [26], which enables all quadratic terms to be implemented using M layers of fswaps, for a system
with M modes. During this process, we can also implement some other terms, if they happen to

SNote that following this structure gives a “greedy” protocol where we implement all terms that are available at
each step. One could also use a more incremental strategy where only some of these terms are implemented before
the next layer of fswaps.
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become efficiently available. As we expect the overall complexity to be significantly greater than M,
this is a lower-order cost that can reduce the number of terms used substantially.

Finally, we need to decompose the operations we apply in terms of elementary quantum gates.
For this we use the costing procedure described in Section 5.1.

We remark that recent work by Lao and Browne [87], on quantum circuit compilation for effi-
ciently simulating time-dynamics of 2-local qubit Hamiltonians, follows a similar strategy of decom-
posing the overall quantum simulation in terms of alternating layers of swaps and implementation of
time-evolution operations, implemented in an arbitrary order. Their work also aims to find “good”
swaps that minimise a distance measure. As here we are instead simulating fermionic Hamiltonians,
this leads to a different (though conceptually related) notion of distance. In particular, in our setting
we need to handle quartic terms, whereas the 2-local terms in Lao and Browne’s work correspond
to quadratic terms. Another point of difference is that these authors use a distance measure corre-
sponding to reducing the distance of the “closest” term, rather than our distance measure that aims
to track distance more globally, and hence to bring many terms closer together at once; also, here
we introduce the use of a Steiner tree to reduce the size of the graph being considered, and use the
“chain” swap network of [26] as a subroutine. See Section 6.1.3 below for details.

5.4 Measurements

The final step of a variational quantum algorithm is to measure the energy of the quantum state
produced, with the overarching goal of minimising this energy. One may also wish to measure
some other operator to extract a physical property of the state. In this section we discuss how
measurement can be achieved efficiently, in the rather general setting where one wishes to measure
an arbitrary set of quadratic or quartic terms, expressed as Majorana operators.

We will focus on operators expressed in the JW transform. This also allows us to handle the case
of the hybrid encoding with nearest-neighbour interactions between sites, because we can split terms
into 4 groups (in 2D) or 6 groups (in 3D) that are only connected to nearest neighbours and locally
look like Majorana operators in the Jordan-Wigner transform, with the exception of an ancilla qubit,
which is always measured in the same basis. However, terms acting on next-nearest neighbours and
beyond do not necessarily have this property.

Then a quadratic fermion term corresponds to Pauli strings of the form AZZ...ZB, where
A, B € {X,Y}, and the quartic case is either a product of two such strings on disjoint sets of qubits,
or the product of a quadratic string and a Z operator elsewhere. In the two-string case, we can
assume that we only need to measure terms containing an even number of X’s (or Y’s), since our
Hamiltonian has time reversal symmetry.

A naive measurement strategy would measure each term in sequence, using a number of measure-
ments equal to the number of terms in the Hamiltonian, which can be at worst ©(M*) measurements
for a quartic Hamiltonian on M modes. Our goal here will be to do better by measuring multiple
terms at a time. Minimising the number of rounds may not always give the strategy requiring the
minimal number of measurements to achieve a certain level of accuracy, as this also depends on
the variance of each measurement [88]; however, this approach is a reasonable starting point. We
also look for the measurements to be implemented using straightforward (ideally constant-depth)
quantum circuits. To this end, we consider three types of measurement strategies:

e (QWC) Measuring qubitwise commuting terms simultaneously. These are Pauli terms which
commute when restricted to individual qubits. This family of measurement strategies is easy
to implement by measuring each qubit in the correct X/Y /Z basis, so requires only additional
single-qubit gates. In the literature, this concept is sometimes called measuring in a tensor
product basis (TPB) [89, 90].

e (NC) Measuring a family of non-crossing terms simultaneously. We say that a pair of distinct
quadratic Majorana operators acting on modes ¢ < j and k <[ is non-crossing if either:

l.j<korl<iori<k<IlI<jork<i<j<l
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2. ori =k, j =, and the endpoints of the two operators are picked from the set {X X, Y'Y},
or the set {XY, Y X}.

A set T of Majorana operators is non-crossing if there exists a set S of non-crossing quadratic
Majorana operators such that all operators in T are equal to a product of terms from S. A set
of Majorana operators can be measured simultaneously in a simple way if they are non-crossing.
This is because XX, YY, and ZZ commute and hence can be measured simultaneously (by
a simple local transformation, corresponding to transforming to the Bell basis); the same is
true for the set {XY,Y X, ZZ}. So if all endpoints of all operators are either both contained
within the Z-string of another Majorana operator, or avoid that operator completely, we can
measure the terms simultaneously.

An NC measurement protocol on M modes gives rise to a non-crossing matching on the
complete graph with M vertices (see Fig. 5.2 below for some examples), where we apply
a 2-qubit unitary to the endpoints of each edge in the matching, and then measure in the
computational basis. Such a protocol allows us to measure all the corresponding quadratic
terms (and hence their products) simultaneously.

Explicitly, the protocol is as follows: to measure a set S of non-crossing quadratic Majorana op-
erators, for each operator O € S, measure the pair of qubits at the endpoints of O either in the
basis with respect to which {XX,YY, ZZ} are diagonal, or the basis in which {XY,Y X, ZZ}
are diagonal, depending on the endpoints. If O has just one endpoint, measure it in the Z
basis. Any remaining qubits are measured in the Z basis.

This is a well-defined protocol, because by the non-crossing constraint, each qubit can be
the endpoint of at most two distinct operators, which completely overlap and are jointly
measurable. To show that it allows all of the operators in S to be measured, observe that
the endpoints of each operator are measured in the correct basis, and the qubits between each
endpoint are all measured in a basis that allows ZZ ... Z to be measured. This is because each
qubit is either measured in the Z basis directly, if it is not the endpoint of a quadratic operator;
or is one of a pair of qubits measured in an entangled basis allowing ZZ to be measured (by
the non-crossing constraint).

e (COM) Measuring a family of commuting operators simultaneously. Note that non-crossing
operators are always also commuting, but the converse is not true. This is the most gen-
eral approach we will consider, so it will require correspondingly fewer measurement rounds.
However, the quantum circuits required to simultaneously diagonalise a set of measurement
operators may be relatively difficult to implement (requiring depth ©(M)).

Finding an efficient measurement procedure based on one of the above strategies corresponds
to decomposing a set of Majorana operators into groups, such that each group only contains oper-
ators which are qubitwise commuting, non-crossing, or commuting (respectively). The number of
groups corresponds to the number of measurement settings. Since in the commuting and qubitwise
commuting cases a group of operators can be simultaneously measured if and only if all pairwise
combinations can be, this is then a graph colouring problem and can be solved computationally for
any given set of operators. The non-crossing case is similar if we first choose a decomposition of
each term into a particular product of quadratic terms. Each vertex corresponds to a term, and
two vertices are connected by an edge when they are incompatible with respect to one of the above
strategies (i.e., act incompatibly on the same qubit, cross, or anticommute). Compatible terms can
be measured in the same round. The number of colours required then corresponds to the number
of measurement rounds. Often in the literature the complement graph (where edges correspond to
compatible operators) is considered in which case the graph colouring problem is equivalent to the
problem of finding a minimum clique cover, as discussed for example in [90].

We remark that, as mentioned above, when using the hybrid encoding it does not seem straight-
forward to apply the non-crossing condition for next-nearest-neighbour terms. These can be handled
separately and measured using a QWC strategy.
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Strategy ‘ Lower bound ‘ Upper bound

QWC M MT
16 3

NC 2M? M3
3 3

2M? 5M2
CcCOM 3 3

Table 5.1: Summary of the lower and upper bounds on the number of measurement rounds required.

5.4.1 Previous work

Each of the above families of measurement strategies has been studied previously.

Qubitwise commuting strategies were used in [89], and were studied using algorithms for solving
graph colouring and minimum clique cover in [90]. We are not aware of any lower bounds in the
literature for strategies of this form.

Commuting strategies have been studied as a graph colouring problem [91] and as a minimum
clique cover problem [92, 93]. But the strongest results are in [94], where ©(M?) bounds are shown.
We will discuss these bounds in detail and adapt the upper bound to the non-crossing setting.

Non-crossing measurements have been studied in different contexts (and with different termi-
nology). Cade et al. used the concept of non-crossing measurements for the special case of the
Fermi-Hubbard model [75]. This enabled energies to be measured using only 5 computational basis
measurements. Hamamura and Imamichi [95] considered measuring general sets of Pauli operators
given the ability to measure pairs of qubits in an entangled basis such as the Bell basis. They give an
algorithm based on a greedy approach for finding pairs of qubits that are suitable for applying this
method, and carried out numerical tests and experiments on quantum hardware to validate their
method.

By restricting to measuring Majorana operators, here we obtain the advantage that the non-
crossing condition defines joint measurability, via a simple (constant-depth) measurement strategy,
without needing to fix the measurement in advance. This allows the problem of finding an efficient
non-crossing strategy to be efficiently reduced to graph colouring, for which any desired approximate
or exact algorithm can be used. This is because the inclusion of any term in a group uniquely
specifies how the measurement of that term should be performed. By contrast, using more general
Hamiltonians or measurement strategies, there does not seem to be such a unique specification and
one seems to need to resort to a strategy such as trying each measurement operator in turn.

Next we will obtain analytical upper and lower bounds for each type of strategy in the case where
arbitrary quartic terms are allowed in the Hamiltonian. These bounds highlight the differences
between the strategies and show their worst-case behaviour. The bounds are presented in Table 5.1.

5.4.2 Analytical lower bounds

(QWC) We produce a set of Q(M*) quartic terms, each pair of which are not qubitwise commuting.
Assume for simplicity that M is a multiple of 4.
We consider the set of quartic interactions acting on modes (i, 7, k, 1) such that

1<i<M/4, M/MA+1<j<k<3M/4,  3M/4+1<1<M.

There are %(Mf)% = M*/27 — O(M?3) quadruples of this form, and so there are at least 8 x
M*/27 = M*/16 corresponding quartic interactions.

We claim that any pair of interactions P;, P> from this set are not qubitwise commuting. Consider
a pair of interactions P;, P from this set acting on (i1, j1, k1,11) and (i2, jo, ko, l2) respectively. If
(i1,71,k1,01) = (i2, 42, ke,l2), then they must act differently at one of 41,71, k1,l; in order to be
distinct. So instead consider the case where (i1, j1, k1,11) # (i2, jo, k2,12). Suppose i1 < i2, then at
qubit i9, Py acts as Z but P, acts as X or Y. The same argument applies if k1 < k2. And similarly,
if j1 < ja (or I3 < l3), then at qubit j; (I1), P acts as X or Y, but P acts as Z.

(COM) In [94], it is shown that a maximal set of commuting quartic terms is of size at most
(]g ) (in the large M limit). Since we wish to measure 8(121 ) terms in total, any strategy will require
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at least

(2)(2) -2 o

measurement rounds. This result also bounds the NC strategy as all non-crossing operators com-
mute.

5.4.3 Analytical upper bounds

(QWCQC) There is a trivial upper bound of S(Af) = %4 + O(M?3) from the strategy of measuring
each term in turn.

We can do marginally better by splitting {1,..., M} in half and doing the measurements that
act only on {1,...,M/2} in parallel with the ones that act only on {M/2+1,...,M}. There are

8(M4/2) ~ 1—16%4 terms that act only on {1,..., M/2}, so the total number of measurements is %%4

We can iterate this procedure, by first measuring the % fraction of the terms that act on both
sides of M /2. Then, of the % fraction of terms that act within the first half, do the }—g fraction of
terms acting across M /4 and so on. This gives a total number of measurements that asymptotically
approaches:

4 1 /14 1 M* 14 1 M* 14 M*
[16+16 (16+16”'>} 3 161-+ 3 15 3°

(COM) An upper bound is provided in [94] for measuring all quartic interactions, including
those that do not respect time reversal symmetry. Here we describe how the same method can be
used to measure all the interactions we are interested in. Then we will show how to adapt this
method into a NC strategy.

The abstract combinatorial problem that needs to be solved is the following. We say a list
of disjoint pairs of a set is a matching. We need to construct a list of matchings of {1,..., M}
such that each quadruple {a,b,c,d} appears in a matching as the union of two pairs (i.e., there
is a matching that contains either {a, b}, {c,d} or {a,c},{b,d} or {a,d}, {b,c}). We say that a set
of matchings with this property covers all quadruples. Let mgq(M) denote the minimal number
of matchings required to cover all quadruples in the set {1,...,M}. To get all quartic fermionic
terms as in [94], we can use this list of matchings as follows. Two quadratic Majorana terms -;7y;
and 77y commute if and only if 4,7, k,1 € {1,...2M} are all distinct. A collection of commuting
quadratic Majorana terms can be labelled by matchings of {1,...,2M}. A list of matchings that
covers all quadruples therefore corresponds to a list of measurement settings that measures all
quartic Majorana operators. The total number of measurements required is mq(2M). If we are
interested only in terms that respect time-reversal symmetry, we can instead use a list of matchings
of {1,..., M} that covers all quadruples. For each matching we do two measurements: (i) for each
pair in the matching we measure the corresponding pair of qubits in the {XX,YY, ZZ} basis, (ii)
for each pair in the matching we measure the corresponding pair of qubits in the {XY,Y X, ZZ}
basis. This results in a total of 2mq(M) measurements. Each matching contains | M /2] pairs and
S0 (LMQ/ QJ) quadruples are covered by each matching. Since there are (Af) quadruples in total, we

have a lower bound of mq(M) > (JZI)/(WIQ/QJ) ~ M?/3. Tt is shown in [94] that, when M is a power
of 2, mqg(M) < 5M?/6. This therefore corresponds to an upper bound of

5M>
2mg(M) < ——.

Before moving on to discuss non-crossing strategies, we will first discuss the algorithm of [94]
in more detail so that we can later adapt it into a non-crossing strategy. There are two important
subroutines for creating matchings that contain certain pairs (which can be thought of as methods for
measuring quadratic interactions). The first is a list of matchings to get all pairs of a set {1,..., M}
which is equivalent to finding an edge colouring of the complete graph. Baranyai’s theorem [96] says
that this takes M — 1 colours if M is even and M colours if M is odd. The second subroutine is a
list of matchings to get all pairs of the form {z,y} where x € {1,...,M/2},y e {M/2+1,...,M}.
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Figure 5.2: M matchings that contain all pairs for (top) M = 5 and (bottom) M = 6. Each matching
is a set of parallel lines on the circle.

This can be done in M /2 matchings and corresponds to an edge colouring of the complete bipartite
graph.

We now describe the algorithm when M is a power of 2. Split the set {1,..., M} into blocks of
size 2™ labelled by B}, = {m2" < i < (m + 1)2"}. For each n € {1,...,log,(M)} do the following:

e Divide the set B, in half (using the same notation, B, splits into B, = By—' U Bgmi_l)
Generate a list of 2"~! — 1 matchings of B! to get all pairs in By !. Extend each of these
matchings with each of the 2"~! — 1 matchings of B;;_lH that covers all pairs in B;z}_l This
gives a total of < 4"~! matchings that covers all quadruples in B that consist of a pair in
By" and a pair in By, };. Do this in parallel for all m.

For each n € {1,...,logy,(M) — 1} do the following:

e Generate a list of M2~ — 1 matchings of {1,..., M27"} that covers all pairs. For each of
these matchings {{a1,b1},{az,b2},...}, pair up By, and By .

— Split B} and B} into half again and for ¢,d € {0,1} do the following Generate a list of
27~! matchings that gets all pairs with one element of B2a + and one element of sz a
Extend each of these matchings to a matchlng on B} U B in 2"~ 1 — 1 ways so that each
pair in B2a+1—<, and each pair in B%Jrkd is covered
This gives a total of < 4 x 4"~! matchings that cover all quadruples of the form (w, z, vy, 2)
with w € BY, z,y,z € B}’ and at least one element in both B;‘b_l and B;Lb_jl (or similarly
for a «» b).

The total number of matchings is therefore

logy, M logy, M—1 5M2
gt M2 ™" x4 x4n < T

as claimed.

(NC) We want to adapt the method of the previous section so that all matchings are non-
crossing. We first describe how to get all pairs in {1,..., M} using M matchings. The jth matching
pairs up (¢,j —¢ mod M) for all i. Note that if j —¢ mod M = 0, the i—th mode is not paired.
These matchings can be visualized as parallel lines on circles as shown in Fig. 5.2.

We can use this method in all the places in the previous algorithm where we need to generate
all pairs within a subset By '. This takes 2"~ non-crossing matchings, compared to 2"~ — 1
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matchings previously, making minimal difference to the total. We can also use this method when
pairing up blocks B} and By'.

However, we do not have an alternative non-crossing strategy to get all pairs with one element
in B;gjc and one element in B;ijrld, which we were able to do with 2"~! — 1 matchings. Instead, we
can just use our non-crossing strategy to get all pairs in BJ Jrlc U Bg‘b:_ld using 2" matchings.

If we do this, the total number of non-crossing matchings is

log, M logo M—1 2 2
M T™

qn—1 M2 " x4x2" Ixon < 4 M?2= ——

Z + Z - 3 + 6 ’

n=1 n=1

giving an upper bound of 7M? /3 non-crossing measurements.

5.4.4 Quartic terms that act on three modes

The strategy discussed in the previous section allows all quartic fermionic terms to be measured.
However, we can get a more efficient protocol if we only want to measure terms that act non-trivially
on only 3 modes. Physically, this corresponds to correlated hopping of the form czcjnk that may
appear in the Hamiltonian. After the JW transformation, these are of the form

X; < H Zl> YjZy or Y, ( H Zl> X; Zy,

i<l<k i<l<k

where i < k and [ ¢ {i,k}.

There are 2(]\2/[)(M —2) = M3 — O(M) terms of this form, and we can measure all of them in
2M log(M) non-crossing measurements as follows.

Assume for simplicity that M is a power of 2, M = 2™. We can construct M non-crossing
matchings such that all pairs occur in at least one matching, as shown in Fig. 5.2 and discussed
in the upper bound for non-crossing strategies to measure all quartic terms in Section 5.4.3. For
each of these matchings, we choose 2log, (M /2) measurement settings, where for each measurement
setting we measure each pair in the matching in either the {XY,Y X, ZZ} basis or the {ZI,17}
basis. We want to do this such that for any two pairs in a matching, say {a,b} and {c,d}, there
is a measurement setting such that {a,b} is measured in the {XY,Y X, ZZ} basis and {c,d} is
measured in the {ZI, I Z} basis (and vice versa). This can be done with a binary partitioning scheme.
Explicitly, label each pair in the matching with a binary string € {0,1}™~!. For j € {1,...,m—1},
we have two measurement settings: one where the pair with label x is measured in the {XY,Y X, ZZ}
basis if ; = 0 and in the {ZI,IZ} basis if ; = 1; and another where we do the opposite — i.e.
we measure the pair labeled by z in the {XY,Y X, ZZ} basis if ; = 1 and in the {ZI,1Z} basis if
z; = 0. If we have two pairs with labels x and y, then if  and y are distinct, they must differ in at
least one bit, and so there is a measurement setting where they are measured in different bases.

5.5 Summary

In this section, we have discussed all the algorithms needed to efficiently simulate a material Hamil-
tonian in a quantum computer. Based on these ideas, we have built a compiler that is able to perform
the different decompositions of terms into layers of quantum gates, thus allowing us to explore the
circuit depth associated with different materials. In the next section we explain the structure and
design of this compiler.

6 Circuit compiler design

Here we outline the structure of the compiling algorithm which we use to compute the depth of
the circuit resulting from applying either TDS or VQE to a given material. The compiler computes
the circuit depth of a Trotter step in TDS, or an ansatz layer in VQE, both of which have similar
structure. The methods in the compiler can be separated in two main steps.
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Precompilation step: The precompiling step prepares the requisite data for the circuit com-
piler. It takes as input a fermionic Hamiltonian, a specification of which modes are associated with
which sites, and a specification of the spatial layout of the sites (e.g., Hamiltonian constructed in
Section 3). Depending on user specification, the compiler builds the appropriately sized 3D or 2D
hybrid encoding, and assigns modes in the encoding so that all modes on the same site are grouped
together on the same JW chain in the hybrid encoding, or if one is representing a 3D system on a
2D encoding, it collapses one axis down into a single site before assigning modes. See discussion in
Section 4.

Compiling step: In the compiling step the terms in the Hamiltonian are organized into a
sequence of groupings via a series of decomposition subroutines. Starting with a single grouping,
every decomposition subroutine decomposes each grouping into smaller groupings. Next, the terms
are translated into Pauli operators and undergo a final decomposition. Finally the circuit cost for
each grouping is totalled.

The decomposition subroutines are

e Common sites: Groups together terms which act on exactly the same set of sites.

e Mutually commuting terms: Groups together mutually commuting terms, optimizing for
the smallest number of groups using a pre-supplied graph colouring algorithm.

e Fswap network: Finds an optimized sequence of fermionic swaps on the modes of the encod-
ing. Groups together any terms with sufficiently low-weight Pauli representation at every step
of the fswap sequence. Optionally all modes are put back in their original location at the end
of each sequence of fswaps. See subsection 6.1 for more details.

e Disjoint qubits: Groups together terms which act on different sets of qubits, optimizing for
the smallest number of groups using a pre-supplied graph colouring algorithm.

The choice of ordering and inclusion of particular decomposition routines will depend on a number
of considerations:

e The decomposition into common sites is primarily useful when compiling the unit cell of a
translationally invariant system (see subsection 6.2), and may be excluded otherwise.

e The inclusion of a decomposition into mutually commuting terms is important for evaluating
the Trotter error of a particular TDS circuit and may be excluded when considering VQE.
Depending on the importance of minimizing Trotter error, it may appear either before or after
the fswap network routine.

e Generally it is useful to include the fswap network routine, but in some cases the density of
long range terms may be sufficiently small that the fswap network does not improve circuit
depths, so it may be worth checking the compilation with and without the fswap network.

6.1 Fswap network implementation details

With respect to circuit depth, when implementing an interaction between two modes, it is preferable
that they are adjacent within the fermionic encoding, as outlined in Section 5.3. By swapping modes
through the graph of the encoding, we can ensure that modes which share an interaction will become
adjacent at some point, in almost all cases. In the case where the modes are arranged locally on
a graph as opposed to a chain, this is not guaranteed, but can be obtained in practice, as we
will describe in Section 6.1.2. Fswap operations can be performed efficiently on modes which are
adjacent, i.e., which share an edge in the encoding (see Section 5.3), and fswaps can be performed
in parallel provided no mode is involved in more than one fswap. We therefore design an fswap
network, i.e. a series of fswap layers interspersed with layers of interactions which are facilitated by
the intermediate mode configurations.

In particular, we seek the fswap network that enables implementation of all terms using the
smallest number of fswap layers. After each fswap layer we implement all allowed terms (those on
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Figure 6.1: Fswap network example for a five-mode linear system, where we require all-to-all in-
teractions, i.e., that each mode should be adjacent to all other modes at least once. The chain on
the left represent the configuration of the system, and the table on the right indicates whether a
given interaction (between a pair of modes) is available at that configuration. Green ticks indicate
that the pair is available on the present configuration; by the end of the third layer, all required
interactions have been implementable at least once. Fswap layers on the mode configuration (left)
are ordered: the first layer performs fswaps on even-indexed edges, i.e., the 0** and 2°¢ of the chain;
the second layer performs fswaps on odd-indexed (1%, 3" edges), in a repeating pattern until either
(i) all required interactions have been implemented or (ii) the chain has completely reversed after
m fswap layers.

adjacent modes) before proceeding to the next fswap layer. This does not necessarily give the lowest
quantum circit depth overall, but is a reasonable heuristic. The compiler is equipped with two
routines for determining the fswap layers required to facilitate interactions, which we now introduce.

6.1.1 Chain fswap network

The chain fswap network, as described in [26], is applicable in the case where all relevant modes are
arranged linearly, i.e., in a JW string of length m modes (equivalently, m data qubits). Fswap layers
iteratively perform fswaps on even-indexed edges, followed by odd-indexed edges. This mechanism
ensures that every mode-pair is achieved within m fswap layers.

For example, the fswap network in Fig. 6.1 aims to implement a set of all-to-all interactions
among five modes, where each mode interacts with every other mode in the system. This can be
described as the set of layers in Table 6.1, which must then be translated into circuit gates.

Layer type Modes to interact/fswap

Interaction  (0,1),(1,2),(2,3),(3,4)
Fswap (0,1),(2,3)
Interaction (0,3),(2,4)
Fswap (0,3),(2,4)
Interaction (0,4),(1,3)
Fswap (1,3),(0,4)
Interaction (0,2),(1,4)

Table 6.1: Circuit layers corresponding to the fswap network in Fig. 6.1.

6.1.2 Distance minimising fswap network

For a more general mode graph where, for instance, the modes are not arranged linearly, we do not
have such a straightforward strategy. Moreover, the chain fswap network does not guarantee that
quartic terms will all be facilitated: quartic terms consist of four Majorana indices, and therefore
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require that two mode-pairs are adjacent simultaneously, even if the two pairs are distant from each
other on the encoding graph. The chain fswap network ensures that every pair will be adjacent, but
not that every set of two pairs will be simultaneously adjacent, as required. Instead, given a set of
required interactions, we devise an fswap network which seeks to find the optimal set of fswaps at
each fswap layer, in order to facilitate as many interactions as possible on the subsequent interaction
layer. That is, the distance of a mode graph G with respect to the set of interaction terms required,
T, can be evaluated as

1/p
D(G) = (Z d(t|G)p> : (109)

teT

where d(t|G) is the cost of a single term t evaluated with respect to the graph G, and p > 0 is a
hyperparameter described in Eq. (108) of Section 5.3. The cost of each term is evaluated as the path
length between the modes involved in the term,

d(t|G) = G.path_length(?). (110)
Then, a proposed fswap s will result in a modified graph G(s), yielding
d(t|G, s) = G(s).path_length(t). (111)

The edge list of G —labelled £ — defines the set of permitted fswaps for G; we can evaluate the cost
of each available fswap independently, giving {D(G(s))}sce. The edge which results in the lowest
cost, s1, is added to the present fswap layer, S = {s1}. However, we can perform numerous fswaps in
the same layer, provided no mode is involved in more than one swap operation. We therefore evaluate
the effect of swapping the remaining available edges, i.e. compute the set {D(G(s))}see\s,, and add
the best fswap from this set to S. This process is repeated until there are no remaining available
fswaps, or it is no longer advantageous to include more fswaps, i.e., the cost of the proposed graph
would increase from any available fswap. Fig. 6.2 shows the calculation of d(t|G, s) for each s € & for
a small graph which requires a single interaction 7 = {(0,4)}. In this example the fswap network is
seeking an interaction between modes (0,4), and finds that a single fswap layer S = {(0,1),(2,4)}
facilitates the sole required interaction.

This distance minimising fswap network mechanism can be varied by defining an alternative total
distance function, Eq. (109), or internal distance function, Eq. (110). Furthermore, in realistic use
cases (see, e.g., Section 7.1), the distance function will be based on Majorana indices, of which two
reside on each mode. Such terms are implementable if both Majoranas are on the same mode, or
their corresponding modes are adjacent. Such considerations can be built into the design of d(t|G).
In particular, the swap network can be designed to handle quartic interaction terms by specifying
an internal distance function which is minimised when the graph permits the implementation of the
quartic term.

6.1.3 Composite fswap network

The method described in Section 6.1.2 ought to produce a shorter fswap network overall, and is
applicable for all mode graphs including chains. However, it is much more expensive to compute
than the chain swap network, owing to the requirement to evaluate the cost of all remaining ¢t € T
for each s € £, on potentially large graphs G. It is therefore preferable to rely on the chain fswap
network of Section 6.1.1 when possible, which guarantees that all quadratic (and some quartic)
interactions will be implementable within m fswap layers (for a chain of length m modes). The cases
in which the chain method do not suffice are:
e the mode graph of the system is not linear;

e some quartic interactions are not made implementable, i.e., when multiple edges are required

to implement a single term, the chain method does not guarantee they will occur concurrently.

In practice then, we compose an fswap network from one or both of the above methods, depending

on the required interactions and graph structure. Also note that the fswap networks we wish to
construct will likely exist in a larger mode graph than they require. For instance, the entire system
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Figure 6.2: Distance minimising fswap network: determining the set of fswaps to apply in order to
facilitate an interaction between modes (0,4) on a small mode graph. Mode graphs (left) represent
modes as squares, while lines between modes indicate an edge, i.e., a connection in the fermionic
encoding. In the initial configuration (a), the shortest distance between modes (0,4) is 3, e.g.,
the path via edges {(0,1), (1,2),(2,4)}. Iteratively, (i) available fswaps s € £ are evaluated, i.e.,
d(t|G, s) is computed Vs € &, reported as a path length in the table of the graphic; (ii) one of the
the fswaps which yield the lowest cost within the round (circled, orange) is added to the fswap layer
S. Dashes indicate that such an edge is not present in the graph. (b), The available edges are again
evaluated and the best option is identified as the swap between modes (2,4); Xs indicate that one of
the modes in the proposed fswap has already been used and is therefore unavailable. (c), G(S), the
mode graph after the fswap layer has been applied, showing the interaction ¢ = (0,4) is available
(green tick).

50



under study contains M modes across several sites, but we are interested in simulating only a subset
of m < M modes, such as the interactions contained on single physical site. In these cases, it is
sensible first to reduce to the minimal graph which supports the m modes we require to implement
the interactions in 7. This can be done by finding the Steiner tree of the mode graph containing all
the modes involved in any ¢t € T: this can include some modes which are not directly involved in
any interaction, but which reside in between modes of interest. We can compute the fswap network
only upon this subgraph, but in practice the swaps will be applied in the space of the full graph.

We employ the following strategy for a given mode graph G and interactions 7T .

1. Isolate the modes M which are involved in any interaction in 7:

(a) construct a Steiner tree consisting only of M, i.e., a subgraph of G;

(b) if the Steiner tree has fewer modes than G, it will require fewer fswaps to traverse, so
replace G with the Steiner tree.

2. If G is semi-Eulerian, i.e., there is a path containing each edge once (equivalently, a chain
encompassing all modes):

(a) form a new graph from the Euler path edges of G, and replace G;
(b) run the chain fswap network on G for T, resulting in the fswap network Sy;
(¢) throughout Si, the terms 7; C T were implementable

i. if the initial 7 contains only quadratic terms, 73 = 7, and the fswap network com-
position can terminate;

ii. in general, some terms remain, so replace 7 with 7 \ 7T;.
3. Again, attempt to reduce G to a Steiner tree based on the required interactions 7T .
4. Pass G, 7T to the distance-minimising fswap network to produce Ss.
5. Combine the generated fswap networks into a single fswap network, S «+ {S1, S2}.
6. Restore the initial mode graph G

(a) After all fswap and interaction layers of S are implemented, reverse all fswaps in .S so that
the final configuration matches the initial configuration. This is necessary to facilitate
the circuit tiling described next in Section 6.2.

6.2 Compiling unit cells of translationally invariant Hamiltonians

Although the compiler is capable of handling a fully populated multi-site material Hamiltonian, it is
usually more efficient to perform the compilation on a unit cell and its neighbours. This introduces
a few subtleties which are worth explaining.

The premise behind performing the compilation on a unit cell is that a judicious choice of
groupings of terms in 7 onto common sites will yield a circuit depth that reflects the circuit depth
of the fully populated system. This holds when each grouping of terms onto common sites can be
uniformly tiled onto the full system in a parallelizable fashion, so that the circuit depth of each
grouping is the circuit depth of the full tiling. This is illustrated in Fig. 6.3 and Fig. 6.4 for nearest
neighbour terms.

Because the fermionic encoding does not have exactly the same translational symmetry as the
material, some care needs to be taken in how the groupings are ultimately tiled, and how the modes
are ordered in the encoding. In particular, the choice of tiling needs to ensure that two parallelized
groupings are not using the same ancillary face qubits at the same time. Furthermore, the modes
in the encoding of the unit cell need to be ordered in such a way that their relative positions within
a grouping are consistent throughout the tiling of that grouping.

In the case of next nearest neighbour terms, one can always consider a larger cell which includes
more sites, however again care should be taken in the precompiling stage to remove any terms that
would be double counted under tiling, to ensure that mode ordering is consistent, and to ensure the
terms are grouped in a way that can be uniformly tiled. Currently the compiler is not equipped to
handle this case, and so instead any terms that are beyond nearest neighbour are separated out and
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Figure 6.3: An illustration of how the common site decomposition on a unit cell translates to the
full system for nearest neighbour interactions on the 2D hybrid encoding.

e

Figure 6.4: An illustration of how one of the possible common site decomposition on a unit cell
translates to the full system for nearest neighbour interactions on the 3D hybrid encoding. Here the
tiling is done in the orthographic plane.

used to populate a complete lattice, described in Section 6.2.1. The remaining compiler routines
are then applied to this remaining collection of terms. Unfortunately this yields sub-optimal circuit
depths and can be quite computationally taxing. Further improvements on the logic regarding tiling
are currently in development and we expect circuit depths on terms beyond nearest neighbour to
significantly improve after these changes.

6.2.1 Compiling beyond-nearest-neighbour terms

As detailed in Section 6.2, terms beyond next nearest neighbour, denoted NNN+, must be included
explicitly in the set of terms used to cost the overall circuit corresponding to the lattice £. That
is, the subset of terms Tynny € 7 must be repeated throughout £ wherever they are compatible,
i.e. wherever they do not exceed the boundaries of £. Starting from a term ¢ € Tynn4, which by
construction involves the central site so € £, we attempt to tile ¢ upon £ by the following steps:
e Determine the structure of ¢, i.e., the sites and orbitals involved in the interaction, and their
relative positions.

e For each site s € £, construct a new term t' retaining the same structure of ¢ by translating
all the sites of ¢ by the vector v = s — s¢.

e if ¢ extends beyond the lattice, i.e., it involves a site s’ ¢ L, it is discarded. In other words,
the Hamiltonian is truncated to terms completely contained in £. For instance let us consider
the following case:
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L is a 3 x 3 x 3 lattice, i.e., it consists of the points (n1,n2,n3) of a Cartesian grid with
n;€{0,1,2}.

— t involves the central site so = (1,1,1), and the central-north site at sy = (1, 1,2), such
that ¢ contains the relative vector of ¢ is vy = sy — so = (0,0, 1).

— Then, tiling ¢ to a new site, say s’ = (2,2,2), would involve the site s’ + v = (2,2, 3), but
s'¢ L.
— Therefore the new term is not included in TynN+-

e If ¢/ is valid within £, then add it to TanNN-

Following this tiling procedure, Tynn+ now has many more terms and dominates the onsite/nearest-
neighbour terms. In dealing with 7ynN4, we do not group terms in advance of costing, since the
advantage of this step is to arrange subsets of terms which facilitate the parallelism outlined in
Section 6.2 which is not available for terms in 7Tynni. Moreover, the interactions in this set are
large-range by definition, i.e., they extend across at least three sites of £, necessitating either high-
cost circuit terms or many fswaps in order to achieve low-cost terms. Since we do not have groupings,
here we opt to omit the swap network stage of the compiler since it would have to act on the entire
space of £ which is unlikely to outperform the direct cost of the terms, although it is an open question
whether a swap routine could improve the depth here. For these reasons, the depth associated with
TnNNy s expected to dominate the circuit for simulating the Hamiltonian, despite not dominating
the total number of terms. We are currently working to improve the compiler to handle NNN-+
terms, by incorporating logic which is able to generically understand the non-trivial relationship
between the translational symmetry of the physical system and the translational symmetry of the
given encoding. This will allow for the grouping and tiling of beyond-nearest-neighbour terms in the
same fashion as onsite and nearest-neighbour terms — which is expected to yield significant reduction
in circuit depths for the unitary execution of NNN-+ terms.

6.3 Circuit costing

After applying the decomposition routines, each grouping is given a circuit cost according to the
terms it contains. The depth cost of an individual grouping is given by the largest circuit depth of
an individual term in the group, which may depend on the gate set available in hardware. Assuming
access to arbitrary 2-qubit rotations yields a depth of 2[log,(w)] — 1, where w is the weight of the
Pauli term (see Section 5.1). Summing this cost over all groups gives the total depth. In order to
account for the fact that 2-qubit gates are given cost 1, we modify the disjoint qubit decomposition
routine to allow any terms acting on exactly the same two qubits to be kept together in the same
grouping. This way the coster treats them as though they are performed in parallel.

The fermionic swap network will introduce a number of fswap gates. These can be handled
in exactly the same fashion as the time evolution operations coming from the Hamiltonian. See
Section 5.1 for details.

7 Results

In this section we present several results about the circuit costs of different materials using the
methods discussed in this paper. To familiarise the reader with our approach, in Section 7.1 we walk
through a system simple enough that all the components can be understood easily. This system
consists of a 2D lattice of unit cells with Nopitals/cen = 2 orbitals per unit cell. We include this
discussion as an aid to grasp the algorithmic concepts developed in this work. This simple system
allows one to detach the analysis of the circuit complexity from the physics, but it does not answer
satisfactorily how to generate a Hamiltonian instance related to a particular material. In Section 7.2
we describe in full detail the whole construction developed in this work, from a DFT analysis all
the way down to the circuit decomposition, for the strongly correlated material strontium vanadate
(SrVO3). The results for different materials and assumptions are shown in Section 7.3.3.
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7.1 Circuit analysis of a simple example

Here we discuss a simple model of immobile impurity levels coupled to mobile electrons (the bath)
in 2D and show the results of applying our circuit compiler to it. The unit cell contains one impurity
level and one bath mode, and the bath modes can hop to neighboring sites (see Fig. 7.1). We first
concentrate on a single unit cell, where we discuss in detail the procedure of mapping a fermionic
model into a Pauli Hamiltonian, and the use of the JW string and fswap networks. In Section 7.1.3
we discuss tiling this unit cell across the lattice, and the advantages of the hybrid encoding. Each
disconnected unit cell is easily diagonalisable on a classical computer.

7.1.1 One unit cell

A system with a single unit cell consists of two electrons, one being the impurity electron of spin o
(created and annihilated by df and d,, respectively) and the other being the bath electron of spin
o (created and annihilated by ¢! and c,, respectively). This corresponds to the simple Hamiltonian
in complex fermion form

Heen = Y (eochicq + Alchdy + diico) + eddld,) + Udld!d,dy, (112)
o="1,1

where ¢,, €2, A, and U are real parameters. This system can be represented by 4 modes. Relabelling
(d+,dy,cr,cp) = (ag,a1,az2,a3) and introducing the Majorana fermion representation a; = (25 +
iv2j+1)/2 the Hamiltonian in Eq. (112) (up to an overall constant) becomes

3

. €j A U
Heen = 21572j72j+1 + Z i (V2572545 = V2541725+4) = NN, (113)
Jj=0 j=0,1
with parameters (eg, €1, €2, €3) = (6? + %, eil + %, €+, €;). The particular connectivity structure in this

example maps straightforwardly to the fermionic encoding given by a single JW line. As we will see
in more complex situations, this encoding can be hybridized with the compact encoding to generate
a more efficient mapping, i.e., one that reduces the operator weight in term of the Pauli operators.
In what follows, we will use the JW string depicted in Fig. 7.17.

In this system we have two type of fundamental interactions: Yom,my2141 OF Yoma1v2 (with m <
1). The quartic interaction is a product of these fundamental ones. Interaction terms like 72,72,
Or Y2;—172j+1 are not present because the original Hamiltonian is Hermitian and invariant under
complex conjugation K (i.e., CHK™! = H, with KiK~1 = —i, where i is the imaginary number).
This antiunitary symmetry acts like usual time-reversal symmetry on spinless fermions. We find

lCajIC_l =a; — K’)/Qj’C_l = Y2j, K:’}/Qj_HIC_l = —72j+1- (114)

Hermitian quadratic operators have the form i7,7,. For these terms to be invariant under IC, they
have to contain an odd number of Majoranas with odd index, according to Eq. (114). This shows
the role of symmetry in restricting the type of operators present in the Hamiltonian. Interactions
are uniquely specified by the structure of the Majorana monomial, and can be mapped directly to
the Pauli algebra under the JW encoding. There are three possibilities: iy2,,Y2m+1 is mapped into
Zm, —1¥2mY21+1 t0 Yo Sy Yr, and —ivem 1721 to — X0 S X (Wlth m < l) Here, Sij = Hi<k<j Zs
is a string of Pauli Zs between the mode 7 + 1 and the mode j — 1, For further details see Section 4.
The Hamiltonian H.e in the Pauli representation is

3
€; A U
Heen = Y gjzj -y 5 (V5Sj5+2Yj42 + X;8jj12Xj12) + 1 ZoZ1. (115)
j=0 j=0,1

"The reader may note that for the particular connectivity graph of this problem, a better JW ordering would be
produced by relabelling 2 — 0 and 0 — 2, as there all the interactions would be between nearest neighbors. We
intentionally choose the ordering shown above, as it motivates the introduction of larger weight operators, which are
needed in generic situations where the connectivity graph does not consist of a simple line.
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Figure 7.1: (Left) Connectivity graph of a single unit cell. Each mode is represented by dashed
circles. Filled (open) blue circles inside represent the even (odd) Majoranas at that site. Quadratic
interactions are depicted as lines between Majorana modes. The quartic interaction is represented
by the red rectangle containing four modes. The black arrow denotes the JW ordering. (Right)
Four different types of interactions in the Hamiltonian and their map into Pauli monomials. S;; is
a string of Pauli Z between ¢ and j (see main text for more details).

For quantum algorithms like VQE or TDS, we need to create a unitary of the form U = e?@Heen

where 6 is some parameter. In a quantum computer, the accessible operations form a fixed subset
of gates, from which any possible unitary on the whole system can be approximated. Usually these
consists of 1-qubit and 2-qubit gates. Using the Suzuki-Trotter formula, we can approximate the
unitary U by a series of simpler unitaries that can be implemented in the quantum computer. This
decomposition has to be done in a way that minimizes the depth of the circuit constructed.

We wish to know the circuit depth of the unitary generated by the Pauli string for a given
interaction. Our circuit depth will reflect the number of layers of 2-qubit gates required to run a
given algorithm for the specified Hamiltonian. If only a single qubit is involved, i.e., the weight is
w = 1, we only require 1-qubit gates, which we assume access to at no cost. In general, for Pauli
strings with weight w, we saw in Section 5.1 that such a circuit can be performed with cost

c(w) = 2[logyw] — 1 (116)

sublayers of 2-qubit gates. However, we cannot concurrently perform operations which involve the
same qubits: that is, we must separate the interactions into lists, each of which contains terms with
disjoint support. We therefore separate the terms in Eq. (115) into a number of layers, where each
layer can consist of several terms that can be implemented simultaneously. The cost of any layer is
the depth, d, of the most expensive term in that layer. The overall depth is therefore

d= Z mgx{c(w)}l. (117)

lE€layers

We break down the set of interactions in Eq. (115) into layers and show the resulting circuit
in Fig. 7.2. The overall circuit depth for implementing all the terms of this Hamiltonian once is
therefore d = 13 rounds of 2-qubit gates.
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Figure 7.2: (Left) Circuit decomposition to implement all the terms of the Hamiltonian in Eq. (115)
once. The cost of each layer of gates is shown below.(Right) Circuit notation used. Each box in the
left represents a unitary. The parameters 6 used may vary depending on the particular algorithm.
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7.1.2 Fermionic swap networks

Many terms in the circuit represented in Fig. 7.2 have cost 3, since their Pauli string crosses a
third qubit, whereas monomials involving only adjacent qubits have depth 1. It may therefore be
advantageous to rearrange the modes before implementing interactions: fermionic swap (fswap)
operations can be used to move modes through the graph. Although they also incur a cost (as
described in Section 6.1), here we assume they have uniform cost d = 1 . However, if they successfully
enable low-weight operations for all other interactions, they can prove beneficial overall.

The initial mode configuration can allow implementation of the terms {ZyZ1, Z;}, but as above,
we must split these into sublayers whose constituents have disjoint support, i.e., we create two layers
{Z0Z1, Za, Z3};{Z0, Z1}. Thereafter, we run two fswap layers. Denoting the fswap between modes
a and b as FSWAP,;,, we apply the layers {FSWAP(, FSWAPo3}; {FSWAP;5}, which maps the
original JW ordering (0, 1,2,3) into the ordering (1,3,0,2). In this new ordering the operators
YoYs5s Y2V7, Y17V4, and 3y all represent interactions between Majoranas in nearest neighbor modes
and as such, they do not have strings of Z operators attached. This allows (after splitting into
disjoint-support sublayers) the interactions

{YoYa, V1Y3}; { X0 X2, X1 X3}

We also must reverse the fswaps in order to recover the starting mode configuration, so after the final
interaction layer, there are two further fswap layers. This step is useful if one wishes to apply the
same exact circuit many times, but can be relaxed if we may start from a scrambled configuration in
the next step. However, care should be taken when applying the compiler to ensure that translational
invariance is preserved, and if modes are scrambled at the beginning of a given layer then a new
compilation must be performed for that layer. Therefore, generally the simplest strategy is to return
modes to their original configuration at the end of a given Trotter or VQE layer. The swapped
circuit and its associated costs are depicted in Fig. 7.3. We include the cost of the fswap layers since
it contributes to the overall circuit depth. The total depth using this method is then d = 7, verifying
that the generation of an fswap network is justified here, since it leads to a decrease in circuit depth
compared with the prior method which gave d = 13 in Fig. 7.2.

7.1.3 Many unit cells

We are now in a position to discuss the generalized model of impurity levels coupled to mobile
electrons. Consider the Hamiltonian

H= Z H) +tZ(Cf,ng,a +c},aci,a), (118)
kecells (,7)
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Figure 7.3: (Left) Circuit implementing the unitaries generated by all the terms in the Hamiltonian.
In this approach we use fermionic swap networks to decompose high weight operators into two qubit
gates. If the cost of doing fermionic swap gates is small, this strategy can be advantageous. Further
gains can be achieved by merging two-qubit gates — e.g., the gates generated by X X and Y'Y at the
centre of the circuit — which is preferred in a cost model where any 2-qubit gate has the same cost
d = 1. (Right) Diagram for the fermionic- swap gate.
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where H C(fl)l is the Hamiltonian of the k*® cell, and the second term represents the intercell coupling,
produced by the hopping of bath modes between nearest neighbor cells in 2D. Following the procedure
outlined above has some drawbacks in this larger system. Although the fermions hop locally in the
2D system, after including a JW ordering that maps the system into a line, some local interactions
become very non-local (see Fig. 7.4). This ultimately increases the circuit depth by a factor that
depends on the whole size of the system.

To keep the operator weight of Pauli strings independent of the system size, we exploit the
hybrid encoding introduced in Section 4. In this encoding, we add extra ancilla qubits that allow to
represent the fermion algebra with low-weight Pauli operators. The price to pay is that more qubits
are needed. In materials the interactions (understood generically as electron-electron interactions
or hopping) between the modes in the unit cell are expected to be more dense than the intercell
interactions, meaning that inside the cell the fswap protocol could be very beneficial to bring modes
together (as discussed in Section 6.1). The hybrid encoding can minimise the use of the extra qubits
by using them to implement the interactions between different cells, which are expected to be sparse.

7.2 Full-stack analysis: Strontium vanadate

In this section we present a full-stack analysis of the transition metal perovskite oxide SrVOg. Its unit
cell is shown in Fig. 7.5(a). Materials in the perovskite oxide family with chemical formula ABO;
form basic components of the Earth’s mantle, are central to many technological applications, and
pioneer current research efforts to design bespoke materials with multifunctional properties. They
can exhibit a wide range of physical properties, spanning insulating, semiconducting, and metallic
characteristics as well as a superconducting, correlated, multiferroic, and ferroelectric phases, and
highly controllable transitions between them. For example, synthetic perovskite oxides are used in
batteries [97], qubits [98], high-temperature superconductors [99], solar cells [100], semiconductors
[101], spin switches [102], multiferroics [103] and ferroelectrics [104]. In particular, StVO3 has been
used as components in both the anode [21] and cathode [22] of Li-ion batteries. Their widespread
usage is a result of the remarkable stability of the ABOjs chemical structure [105], and allows for
highly tunable functional properties as a result of being able to control and couple the many electronic
degrees of freedom, such as orbital, charge, and lattice in a large phase space of chemical species.
We start by presenting the DFT results and their subsequent mapping to MLWFs, followed by
the computation of the single-body and two-body matrix elements that parametrise the complex
fermionic Hamiltonian of a periodic system. We conclude with a discussion on the calculation of the
quantum complexity for this Hamiltonian by calculating its circuit depth.
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Figure 7.4: (Left) JW ordering across a 2D lattice. Neighboring unit cells (ellipses) can end very far
away in the JW chain, leading to a large operator weight for physical processes that happen locally.
(Right) Using extra ancilla qubits (red circles), the hybrid encoding can generate low-weight Pauli
operators for the intracell processes. For the intercell processes, JW ordering and fswap networks
can implement all the required terms.

We first describe the results as obtained from DFT and the subsequent Wannierisation procedure.
All DFT calculations were performed using the plane-wave code Quantum Espresso [61, 62], version
6.8, together with the GGA-PBE exchange correlation functional [106]. Atomic cores were treated
using the ONCVPSP pseudpotential library [65] with valence configuration Sr(4s4p4d5s5s5p),
V(3s3p3dds), and O(2s2p). The plane-wave basis representation is used for the wavefunctions,
with a cutoff of Eqyy = 400 €V (see Eq. (83)). We use a 4 x 4 x 4 I'-centered k-point mesh in the
Brillouin zone for k-point sampling. Structural degrees of freedom are relaxed until all forces are
smaller than 1 mRyd/a.u. (see Eq. (86)). Subsequently, the generation of MLWFs is performed with
Wannier90 [63].

Fig. 7.5(b) presents the electronic bandstructure of SrVOj3 along the high symmetry Brillouin
zone path. The Fermi level is indicated by the horizontal red line, which intersects a triply degenerate
band with bandwidth ~ 2 €V, and is thus representative of a metallic system. We also note the set
of 9 non-degenerate bands in the range [—8, —2] eV (where Ef is zeroed).

To identify the orbital character of the electronic structure in Fig. 7.5 we perform a fatbands
projection analysis according to Eq. (89) using d-orbital projections for the vanadium ions and p-
orbital projections for the oxygen ions. These results are presented in Fig. 7.6, where we see that
the states of the triply degenerate band at the Fermi level belong to the d-states of vanadium.
Furthermore, we see from Fig. 7.6(a) and (b) that the full d-manifold of states splits into the e, and
tog crystal field subgroups of the overall full d (rotation) group, where the to, states are responsible
for the conduction electrons. Moreover, the states below the Fermi level in the range [—-8, —2] eV
are primarily O-p type. Knowing the orbital character of the electronic states is a crucial step in
determining the necessary initial projectors used for generating MLWFs, which affects the numerical
stability of the Wannierisation procedure. Additionally, it is an essential component in determining
the physical interpretation of these electronic states, required for comparing against experimental
results.

Knowing the orbital character of the electronic bands near the Fermi level allows us to reliably
choose regions of the bandstructure over which an active space can be chosen, and which can be
used to parametrise fermionic Hamiltonians. The upper panel of Fig. 7.7 presents two possible
choices of active space for SrVO3. In Fig. 7.7(a) we illustrate the active space containing the 3
V-tg, orbitals, while in Fig. 7.7(b) we show the active space that contains the 3 V-to, and 9 O-p
orbitals. Accounting for spin degeneracy, the toq active space contains 6 modes, while the tog+p
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Figure 7.5: (a) The structural unit cell of SrVO3 with spacegroup Pm3m, 3d1 nominal electronic va-
lence configuration, and octahedral coordination environment. In this configuration, the compound
is a metal. (b) The ground state electronic bandstructure as predicted using DFT along the high
symmetry path in the Brillouin zone. The red line indicates the position of the Fermi level E.

active space contains 24 modes. Choosing a larger window over which the Wannier functions can
be generated allows for their maximal localisation, but at the price of including additional modes,
while wannierising over smaller active spaces results in a larger total spread of the resultant Wannier
functions. In Fig. 7.7(c)-(d) we show the corresponding MLWFs, highlighting a larger total spread
for the to, active space compared to the to,+p active space.

Furthermore, Fig. 7.8(a)-(b) illustrates the individual spreads of the generated Wannier functions.
By wannierising over the large energy window, we see that the smallest spreads belong to the V-ty
orbitals, and increases for the O-p states. Fig. 7.8(c)-(d) presents the corresponding ts, Wannier
functions on a real space grid, highlighting the clear differences in their locality depending on the
size of the active space considered. Using the to, active space only results in Wannier functions
which extend into neighbour and nearest-neighbour cells, thus resulting in significant overlap with
the Wannier functions in those cells. Whereas the larger active space results in localised Wannier
functions that do not extend into neighbouring cells.

7.2.1 Computation of hopping matrix and Coulomb tensor coefficients

Once selected the active space and built the corresponding MLWFs, we can proceed with the calcu-
lation of the hopping matrix and Coulomb tensor coefficients as defined in Eq. (34). As explained
in Section 3.6, in the usual DFT procedure the ionic potential U (r) for the electrons in the active
space is replaced by the effective Kohn-Sham potential Ucf’f(r). The latter contains the entangled
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Figure 7.6: Fatbands projections on the DFT electronic band structure for StVOg using projectors
corresponding to (a) V-d e, orbitals, (b) V-d toq orbitals, and (c) O-p orbitals.

contributions arising from the original ionic potential, the screening effects of core electrons, and
part of the electron-electron interaction. Therefore, it is convenient to rewrite the hopping matrix
and Coulomb tensor for the electrons in the active space as

R Rv? o 0
T(R)mn = ermya(r) o + Uer () Wn)(,(r), (119a)
~ 1
vipRe Rt - 2 Lae [ Wi W (e - DV (W), (1190

where W(|r — r’|) represents the part of the electron-electron Coulomb potential which is not
captured by the DFT procedure. Many sophisticated approaches have been designed to miti-
gate the double-counting emerging from this decomposition and to obtain accurate values of the
screened Coulomb potential [25, 107-109] but they are beyond the scope of this work. Instead,
one simpler approach is to consider a Thomas-Fermi screened interaction potential of the form
W(|r —r'|) = qo/(4meg)e#rI* ="l /|r — /|, with prp a material dependent inverse screening length
[110]. For the sake of simplicity, in what follows we will focus on the unscreened case only, corre-
sponding to setting urp = 0 (i.e., we assume V(|r — r'|) = W(|r — r’|)). This will result in more,
stronger, and longer-range interactions and, therefore, the results we will show below represent an
upper bound for the quantum circuit complexities for the simulation of real materials. The effects
of screening will be addressed in future work.

All the steps to calculate the hopping matrix and Coulomb tensor coefficients are described in
detail in Appendix D. In what follows, we will give a brief description of the most important steps
and analyse the outputs for the case of SrVO3; with 3 V-to, states in its active space introduced in
the previous section. Importantly, we will work within the following assumptions:

1. We will consider non-magnetic materials only, so that the two spin sectors are degenerate;

2. Hopping matrix and Coulomb tensor coefficients involving unit cells which are nearest neigh-
bors of order larger than ng and ni,¢, respectively, are negligible;

3. Hopping matrix and Coulomb tensor coefficients whose absolute value is smaller than a pre-
determined threshold are negligible.

The second assumptions takes advantage of the real-space localisation of the MLWFs and implies
that the hopping matrix and the Coulomb tensor coefficients are calculated on motifs of order ng
and nin, respectively. Recalling the definitions of Section 3.3.1, they are denoted by N/° and N5,
In Fig. 7.9 we show the motifs of order 1,2, and 3 for SrVOg3. Each site of the motif corresponds to
a unit cell of the material. We denote with Neelis/motir the number of unit cells per motif and with
and Nopitals/cen the number of orbitals per cell (i.e., the number of bands contained in the chosen
active space). Note that Neeis/motit = max(dim(Ng*), dim(Ng™™)). The total number of complex
fermion modes per motif is M = 2N elis /motit Norbitals/cell
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Figure 7.7: Two choices of active space for the Wannierisation protocol consisting of (a) 3 V-d tog4
states and (b) 3 V-d to, states, as well as an additional 9 O-p states. The bands obtained via the
Wannierization procedure for the two choices of active space are shown in panels (c) and (d). In the
bottom-right corners we highlight the spread — as defined in [47] — of the MLWFs corresponding to
the to, levels in the two cases, which is (c) 4.95 Aand (d) 2.16 A, respectively.

Hopping matrix. The hopping matrix T(R) can be directly obtained from the output of the
Wannierisation procedure described in the previous section as performed by Wannier90. For instance,
the hopping of electrons from the central unit cell at R = 0 to the cells at R4 = Ry and R =
R; + Ry (with, in general, R = n1R; + naRa 4+ n3Rg; see Eq. (11)) is described by the two matrices

—0.26 0 0 0.006 0.009 0
TaopleVi=| 0  —026 0 |, TugleV]=[0009 0006 0 |, (120)
0 0 —026 0 0  —0.082

respectively. Here, we introduced the notation T(y, nyn,) = T(R). Noting that |R4| < |[Rp|, the
equation above also shows that, in general, the value of the hopping matrix coefficients decrease as
a function of the distance between the cells and therefore a nearest neighbor approximation is well
justified.

In the next step we determine the order ng of the motif to be used in the truncation of the
hopping matrix according to the second assumption discussed above. We do that by setting, for a
given ng, T(R)mn = 0,VR ¢ NJ° and comparing the band structure obtained from the truncated
hopping matrix with the original one. Here, we recall that Ng° denotes the set of lattice vectors
corresponding to those unit cells which are nearest neighbors of order < ng with respect to the
central one. The band structure obtained from truncated hopping matrix is given by the eigenvalues
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Figure 7.8: The spread of each Wannier function for the subspaces consisting of (a) 3 V-d to, states
and (b) 3 V-d to, states with an additional 9 O-p states, as illustrated in Fig. 7.7. The isosurface
plot of the corresponding MLWTFs for the (c¢) small and (d) large active spaces. Here, the isosurface
value has been set to 0.325.

of the matrices '
hK)mn = > e *BT(R)mn (121)
ReN,©

for values of k along the high symmetry path in the Brillouin zone. For SrVOs, the bands obtained
from this approximation are shown in blue in Fig. 7.10 for (a) ng = 2 and (b) ng = 5. To obtain a
consistent approximation, we then introduce the following filtered hopping matrix
_ TR if | T(R >t
0 otherwise

where we set to zero all the coefficients T'(R),,, smaller than a threshold tg = 79 X max|T(R)mnl,
VR ¢ Ng°. The latter is obtained from the largest of the absolute values of the hopping coefficients
involving sites with nearest neighbour order > ny with respect to the central cell. For SrVOs this
further step results in the red bands in Fig. 7.10 which represent a good approximation of the
truncated bands for both values of ng. In this case, as shown in Table 7.1, the two approximations
combined allow us to reduce the number of non-zero hopping matrix coefficients T'(R.),,, from 81
to 33 for ng = 2 and from 296 to 93 for ng = 5.

In order to determine ng in systematic way, we look for the minimum value of ng such that the
distance between the exact bands ¢;(k) and the ones obtained from the filtered truncated hopping
matrix T(R),,, £70)(k), is smaller than a pre-determined tolerance. In our case, we choose to
measure the distance between the bands according to [111]
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Figure 7.9: Unit cell and motif for StVO3. In the unit cell, on the left, only the atoms whose atomic
orbitals contribute significantly to the bands in the selected active space are shown, namely the
central vanadium atom (big orange sphere) surrounded by six oxygen atoms (small blue spheres)
(see Fig. 7.5). The full SrVOg lattice, a portion of which is shown on the right hand side, can be
obtained by translating the unit cell by multiple integers of the lattice vectors. The motif of order
n = 1 is formed by the central cell (black) and the 6 nearest neighbors (red), the motif of order
n = 2 includes also the 12 next-nearest neighbors (blue), and the motif of order n = 3 is obtained
by adding the 8 next-to-next-nearest neighbours (green).

ng All Non-zero |T(R)mn| > to

1 63 21 15
2 171 81 33
5 513 296 93

Table 7.1: Number of total (second column), non-zero (third column), and filtered hopping matrix
coefficients (fourth column) for SrtVOj for different values of the motif order, ng = 1,2, 5, respectively.

D(np) = max; k |e;(k) — ?E"O)(k) , (123)

where ¢ is the band index and k is sampled from a regular grid on the Brillouin zone. In what
follows, for each material we will use the smallest value of ng such that D(ng) < 0.5 eV.

Coulomb tensor. To obtain the Coulomb tensor coefficients KZS?,;P;Q’R&R“) one has to compute
numerically the 6—dimensional integral in Eq. (119b) using the Wannier functions generated by
Wannier90 for each value of the orbital and site indices. For a standard material this would result
in an extremely large number of integrals and, consequently, long classical computational time.
However, thanks to the localisation of the MLWFs, only a few of these integrals are important in
determining the properties of a material. Therefore, as stated in the second working assumption
above, we only consider coefficients involving sites which are reciprocally nearest neighbors of order
< nint and set to zero all the others. Using the notation introduced above, this means that only the

. >(R1,Ro.Ra,Ra) n R
coefficients Vs(lmln 2ReRa) i Ri,Rs,R3, R4 € NFO7}{17R27R37R4} are non-zero. As described in

details in Appendix D.2.2; the symmetry properties of the Coulomb tensor given in Eq. (41) make
it possible to identify a minimal set of unique site configurations from which all of the other can be
reconstructed at a later stage. For instance, since f/s(l:’;:l’R’O) = ﬁi%%O,R) it is sufficient to compute
only coefficients with site structure (0, 0,0, R). For each unique site configuration, exploiting again
Eq. (41), we then determine all the non-equivalent orbital configurations required to obtain the
full Coulomb tensor. As an example, for a coeflicient with site structure (0,0, R,R) the orbital
V(O’O’R’R) _ V(O’O’R’R).

configurations (s,l,m,n) and (l,s,n,m) are equivalent and, therefore, V" fpian
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Figure 7.10: Comparison between the exact electronic band structure of SrVOs, g;(k) (grey lines),
the one obtained by truncating the hopping matrix T(R),, to a motif of order ng, E(»no)(k) (blue

?

lines), and the one obtained from the filtered hopping matrix T(R)n, Egno) (k) (red lines), for (left
panel) ng = 2 and (right panel) ng = 5. Here, 7y is determined in a such a way that to coincides

with the largest absolute value of T'(R)n, VR ¢ Ng°.

Hence, for a given site configuration, we need to compute the Coulomb tensor coefficients only for
a restricted set of orbital configurations. This procedure, which is based on fundamental symmetry
properties of the Coulomb tensor, allows us to significantly reduce the number of integrals to be
computed. For SrVOs;, the latter goes from 5913 to 831 for niyy = 1 and from 101169 to 3180 for
Nint = 2. See the “Unique” column in Table 7.2.

As stated above, we also assume that the physical properties of the system are determined by
those Coulomb tensor coefficients whose absolute value is larger than a given threshold. We fix

the latter as tiy = Ting X max|‘l(l?7;1:2’R3’R4)|, with Ry, R3, Ry € NFS:ERQ,R&RU and s,l,m,n €

{1,..., M } and define the filtered Coulomb tensor as

~(0,R2,R3,R .c 177(0,R2,R3,R
—(0,R2,R3,Ry) (O R, Ra) g |7 (OR2RaRa)) > 194
Vslmn - . : ( )
0 otherwise

This approximation can be conveniently combined with the Cauchy-Schwarz inequality introduced
in Section 3.1.2 to further reduce the number of integrals which one needs to compute. Indeed,
Eq. (8) implies that
L LR (125)
Hence, thanks to the discrete translational invariance, if all the coefficients with site structure
(0,0,R,R) (with R € Ny°) are known one can a priori exclude from the computation all those
coefficients with site structure (R, Re, R3, R4) and orbital configuration (s, 1, m,n) such that
Vo R RITIE T <,

since Eq. (125) guarantees that they are going to be smaller than the threshold. The advantages
deriving by using this procedure are shown in Fig. 7.11 for SrVO3 with 73,4 = 0.01, njyy = 1 and
nint = 2. In this case, the Cauchy-Schwarz inequality allows us to further reduce the number of
integrals to be computed from a total of 831 to 444 (60 of which will turn to have absolute value
greater than the threshold ¢, after evaluation) for n;,y = 1 and from 39387 to 3180 (168 of which
have absolute value greater than the threshold ¢;,¢) for niy, = 2. See the “Unique+Cauchy-Schwarz”
and the last columns in Table 7.2.

Finally, to obtain a consistent approximation for the Coulomb tensor, we perform an additional
filtering step: We focus on the coefficients of the tensor with ni,y = 2 not included in the tensor

. . . —(R1,Rz,R3,R . .
with nijye = 1 (i.e., coefficients Vilnim 2R3 Ra) such that at least one of Ri,Ro,R3, R4 is not in

f(‘)“tRl Ro.Rs.R, }) and we look for the one with the largest absolute value; then, we use the latter

as a new threshold ¢/ , to filter once more the Coulomb tensor with n;,, = 1 as we did in Eq. (124).
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Tint All Unique Unique+Cauchy-Schwarz ~ Unique |Vsl1}n%’R2’R3’R“)| > ting
1 5913 831 444 60
2 101169 39387 3180 168

Table 7.2: Number of the Coulomb tensor coefficients to be computed for SrVOs using the various
procedures described in the main text for niy,y = 1 and nj = 2: total number of coefficients
(second column), number of unique coefficients (third column), number of unique coefficients after
employing the Cauchy-Schwarz inequality (fourth column), and number of unique coefficients above
the threshold (fifth column).

CT coefficients for SrVvO3, NN n =1

CT coefficients for SrVO3, NN n = 2

120001 mmm Original
3@ CS, tau=0.01
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Figure 7.11: Number of unique Coulomb tensor coefficients with site structure ABCD
(i.e., Vs(li‘;‘l’RB ReRo) - with s,l,m,n being unique orbital configurations of the site structure
(Ra,Rg,Rc,Rp)) to be computed without (blue) and with (orange) the Cauchy-Schwarz inequal-
ity for (left panel) nyy = 1 and (right panel) ni,y = 2. In both panels, the green bars denote the
number of coefficients per site structure whose actual absolute value is greater than the threshold,

with 7, = 0.01.

Single-index Hamiltonian From the hopping matrix and the Coulomb tensor evaluated as de-
scribed above it is straightforward to construct the motif Hamiltonian in the Wannier basis (see
Eq. (29)). To proceed, it is convenient to make the (trivial) spin structure of the coefficients ex-
plicit and to build a completely anti-symmetric Hamiltonian. This can be done by introducing the
following spinful Hopping matrix and Coulomb tensor coefficients,

— T(Rl *RQ)mn if g1 = 09
TRam.o).(Ramioz) = {0 otherwise (126)

and

+5,(R1,R2,R3,Ry)

14 if0'1=0'2:0'3:0'4

slmn
1*(R1,R2,R3,R4) .
7 ) 5V simn if 01 =03 and 03 = 04 (01 # 09)
(R1,5,01),(R2,l,02),(Rs,m,03),(Ra,n,04) = —(R2,R1,R3,R1) . )
=2V o if 01 = 04 and 09 = 03 (01 # 02)
0 otherwise

(127)
. R1,R2,R3,R. R1,R2,R3,R4) R2,R1,R3,R4) : :
respectively. Here, Vzh(nnl Sl ril"lm B Vl(s,,zm P ]/2 Each site-mode-spin

triplet (R;,%,0;) is then mapped to a smgle-lndex a; € {1,...,2M}, with M the number of complex
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fermion modes per motif, so that the motif Hamiltonian can be written as

H= ZTanLwﬂ + Z Vaﬂvgwlw;wyw(;. (128)
a,B @,B,7,8

Finally, as discussed in Section 4.2, we introduce the Majorana basis operators as wy, = (V4 +
i7)/2 and wl = (y4 — i74)/2, in terms of which the full motif Hamiltonian reads

Hy= Y o[ a . [kl € {2.4}. (129)
ke{0,1}2M J

This can then be used as an input for the VQE and TDS algorithm described in Section 5 and
Section 6. As discussed in Section 6.2, Eq. (129) can be used to tile a system of any size, without
increasing the depth of the layer of quantum gates that implements these interactions.

7.3 Circuit analysis

In this section we apply the circuit compilation techniques described throughout this manuscript to
a series of materials, to assess the feasibility of simulating those materials on quantum hardware.
We begin in Section 7.3.1 by analysing SrVOj3 in detail, since we have described it completely in
Section 7.2, followed by four other materials in Section 7.3.3. Finally, we analyse the number of
measurement rounds that would be necessary to approximate the observables of interest for each
material, under the set of measurement strategies described in Section 5.4.

7.3.1 Strontium vanadate

Having the motif Hamiltonian of SrVO3 in Majorana form as above, we map it to Pauli operators
following the hybrid encoding introduced in Section 4. To do this, we first recall that the hybrid
encoding acts on the sites of a Cartesian grid. Thus, we have to consider the Cartesian motif
introduced in Section 3.3.1.

The latter contains N site, of which Np = N¢ — Neells/motif are not contained in the material
real-space motif. This results in Mp = NpNyodes/cenn additional complex fermion modes, with
Ninodes/cell = 2Norbitals/cell for a total of Mo = M + Mp modes. The latter do not enter the motif
Hamiltonian and, therefore, there are no interactions involving such modes. However, they must be
kept in order to apply the tiling algorithm described in Section 6.2, introducing a qubit overhead of
2Mp. In particular, the mapping of the order n = 1 motif of SrVO3 (consisting of the black and
red sites in Fig. 7.9) to the corresponding 3 x 3 x 3 Cartesian motif is shown in the bottom panel of
Fig. 7.12.

Each site of the Cartesian motif is labeled by a single site-index z € {0,...,No — 1}, with
x = 0 denoting the central cell, z € {1,...,6 } labeling the 6 nearest neighbours and =z € {7,...,26 }
corresponding to the Np = 27—7 = 20 additional sites forming the Cartesian motif. Since SrVOg3 has
a cubic lattice, the nearest-neighbour order of the sites is the same in the real-space and Cartesian
motif, i.e., nearest neighbours of order n in real space are mapped onto nearest neighbours of order
n in the Cartesian grid.

The 2Mc Majorana modes of the Cartesian motif are then encoded into qubits via the hybrid
encoding discussed in Section 4. The total number of qubits required to simulate the Cartesian
motif is Ng = 2M¢ + N, with N being the number of auxiliary face qubits. After that the circuit
is compiled with respect to the algorithm of interest, e.g., VQE. As outlined in Section 6, a series
of compilation routines are applied to the set of interactions to derive the final circuit, including
the fswap network described in Section 6.1. As explained there, it is important to separate the
interactions based on the sites of the real-space motif upon which they act. This can be seen in
the diagram at the bottom of Fig. 7.12, where we show the location on the Cartesian motif of the
real-space interaction terms involving the central cell located at 0 and the nearest neighbour one at
x (denoted by the pair (0,x)), for x € {1,...,6 }.

In Fig. 7.12(a) we show the circuit depth breakdown (for onsite and nearest-neighbour terms for
simplicity) by layer without including fswaps, similar to the analysis in Section 7.1. In Fig. 7.12(b)
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Figure 7.12: Circuit breakdown for SrVOg for onsite and nearest neighbour terms. Top: (a) Circuit
depth cost per layer in an approach without fswaps. (b) The number of interactions implemented
in each layer. (c) Circuit depth cost per layer using fswaps. (d) Breakdown of the number of
interactions per layer using fswaps. Here, layers with zero interactions implement fswaps. The colour
code in (b) and (d) is the same and denotes the pair of sites (0, z) involved in an interactions, as
shown in the bottom diagram, with = increasing to the right. Bottom: Mapping of the SrVO3 motif
of order n = 1 (consisting of the cells highlighted by the pink and black dots) to the 3x3x3 Cartesian
motif (compare with Fig. 7.9). Each coloured line denote the real-space interaction (0, z) between
the central cell (labeled by 0 in the Cartesian motif) and the z—th neighbouring cell. The compiler
groups terms by their sites in advance, so the final circuit layering will have sections dedicated to
each site grouping.
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Onsite/NN NNN+ Total
Interactions Swaps Interactions Swaps

Algorithm

TDS 72 336 700 0 1108

TDS* 552 0 700 0 1252
S1VOs VQE 72 336 476 0 884

VQE* 555 0 476 0 1031

Table 7.3: Circuit depth analysis for SrVOs, compiling VQE and TDS. Each algorithm is compiled
with and without the use of fswap networks (asterisks denote the fswap network compilation is
omitted). We report the breakdown of the circuit depth into the implementation of interactions
and swaps. Interactions and depths are reported separately for (i) onsite and nearest-neighbour
(NN) terms, which can be tiled generically across the encoding and therefore run in parallel, and (ii)
next-nearest-neighbour and beyond (denoted NNN-+) terms, which can not be tiled on the encoding
and therefore must be costed explicitly. Properties of SrVOg are given in Table E.1, and the number
of terms of each Hamiltonian type are listed in Table E.3.

we can see how the circuit layers are distributed among terms acting on various sites. In this
material, all interactions involve at most two sites: the central site and one neighbour. In contrast,
including fswaps, we see in Fig. 7.12(c) that the depth of each layer reduces, but we have more
layers. In this case, the majority of circuit depth is spent on implementing fswap operations, also
listed in Table 7.3. In general, it is difficult to know a priori whether the fswap network will be
beneficial to the depth. In our case, we run the circuit compiler both with and without the fswap
network to determine the shortest circuit which should simulate the same process.

In the same way we can employ the circuit compiler to evaluate different algorithms; in particular,
we consider VQE and TDS, and compile both with and without the aid of an fswap network. This
is reported in Table 7.3. We see that the swap network yields lower circuit depths in each case,
as elucidated in Fig. 7.12. Overall the shortest available circuit corresponds to VQE including
an fswap network: for the remainder of this section we will consider VQE in particular, but it is
straightforward to run the alternative compilations, which are listed in Appendix E.2.

7.3.2 Trotter error

In the case of TDS we may also compute an estimate of the Trotter error. This is done using an
upper bound estimate given by Eq. (26) in [112],

6P T
<Cl— —I(N 1
6_01(p+1)!+026 ( ) (30)
with
Ci = angAp_lN[MHp - By + Bp(N/A)]p_l (131)
Cy :=nBL(MH,A)"N[(S,M)* — S,M]. (132)

Here, T is the target time; p is the Trotter order (currently the compiler is only designed to handle
p =1); N is the largest number of terms in a given mutually commuting grouping; M is the number
of mutually commuting groupings; A is a bound on the largest norm of any mutually commuting
grouping; ¢ is the Trotter step size; n is the maximum number of terms from a single grouping
that do not commute with a given term in another grouping, and B,,, H),, Sy, and I are defined in
the original work. This equation may be inverted to compute the required circuit depth of a TDS
simulation for a given target time T and Trotter error e.

It is important to emphasize here that the bounds on the Trotter error will depend on the order
in which the terms in the Hamiltonian are executed. However the order of execution will depend
on the choices taken by the compiler. And the quality of the Trotter error plays a role in the
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multi-layer circuit depth of executing time dynamics for some fixed time. As such one may wish to
prioritize minimizing Trotter error over minimizing the circuit depth of a single layer by modifying
the execution of the compiler. One concrete way this can be done is by decomposing into layers of
mutually commuting terms first before proceeding with executing any swap network protocols.

We include here a comparative analysis of two compiler strategies to examine their relative
efficacy in reducing overall circuit depth of TDS. One strategy prioritizes the circuit depth of a
single layer by decomposing into commuting layers after performing swap networks, and the other
prioritizes Trotter error by decomposing into commuting layers before performing swap networks.
In this case we fix the Trotter order p = 1. Given a single layer circuit produced by the compiler
using a particular compiler strategy, and given a fixed Trotter error, we numerically invert equation
(130) to compute the requisite Trotter step size §. For order 1 Trotter formulae, the total circuit
depth to evolve for time 7' is given by DT'/§ where D is the depth of a single layer. Thus we can
compare the quality of different compiler choices by considering the Trotter ratio D/d. This is shown
in Fig. 7.14. It is important to emphasize that these values do not indicate the actual circuit depth
of a practical time dynamics simulation, since the choice of evolution time T will depend on the
details of the algorithm as well as the spectral norm of the Hamiltonian, which in our analysis has
not been normalized.

Additionally we include here a comparison of how different Trotter orders p influence total circuit
depth for SrVOg3 — see Fig. 7.13. This is calculated by upper bounding the circuit depth using the
first order Trotter layers computed by the compiler. It is important to emphasize that these plots
are meant to illustrate the effect of different Trotter orders, and are not necessarily prescriptive of
a likely range of useful target times. This is because the particular target time may depend on
the application, and additionally the Hamiltonians are neither normalized, nor is an appropriate
characteristic time scale for the material known ahead of time.

7.3.3 Further materials

By focusing on VQE and including an fswap network in each case, we can follow the same procedure
outlined for SrVOs in Section 7.3.1 to construct circuits for the simulation of a number of materials,
summarised in Table 7.4. We choose this as a representative sample of materials across a minimal
but technologically relevant chemical space, spanning from light materials such as hydrogen and
lithium to well known correlated ions like copper. Again we see that the circuit depth is dominated
by the cost of implementing NNN+ terms, owing to the explicit inclusion of all terms in the lattice
outlined in Section 6.2.1, while onsite/NN terms are relatively cheap because they can be performed
in parallel (Section 6.2). In particular, the larger circuit depth observed for the superconductor
H3S relative to the other materials observed is due to the large bandwidth of states considered
in the active space, which spans ~ 40 eV, roughly four times as large as of the other materials
under consideration. This requires many more NNN-+ terms to reproduce the Kohn-Sham electronic
bandstructure within the considered tolerance. These resource requirements are orders of magnitude
lower than previous efforts, and can be improved further by (i) reducing the number of NNN-+
terms through effective screening; (ii) invoking a translationally invariant fermionic encoding that
integrates fully the connectivity structure of the Hamiltonian, beyond nearest neighbours such that
the NNN+ terms are generically tilable in the same way as the onsite/NN terms.

7.3.4 Measurement rounds

We analyse the number of measurement layers required for each of the studied materials using each
of the measurement strategies described in Section 5.4, again breaking into the subset required for
onsite/NN terms and NNN+ terms in Fig. 7.15 (and listed in Table E.4). There are three key
messages:

(i) The commuting terms measurement strategy is optimal, and far superior to alternative meth-
ods, as expected. However, it is difficult to prepare the appropriate bases in which to measure
the sets of commuting terms in practice.
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Figure 7.13: A comparison of the effect of Trotter order on the total depth of a time dynamics
simulation of SrVQOj for a range of target simulation times and a range of target Trotter errors,
using the Trotter layer circuit compiled by prioritizing Trotter error. These figures are meant to
illustrate relative performance of different Trotter orders, and do not necessarily correspond to the
timescales which may be desired in experiments.
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Figure 7.14: Trotter ratio for each material, showing the outcomes of the circuit compiler when
alternative decomposition strategies are employed, namely which prioritise the circuit depth or
Trotter error of a single layer. Trotter ratio is defined in the text as D/d, where D is the circuit
depth computed by the compiler for a single layer and § is the Trotter step size. These figures
are meant to illustrate relative performance of different compiler routines, and not as indicators of
expected circuit depth. Furthermore this analysis only holds for Trotter order p = 1, which does not
yield optimal Trotter error rates. For alternative analyses which consider p > 1 see Fig. 7.13.
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Onsite/NN NNN-+ Total
Interactions Swaps Interactions Swaps

Qubits
GaAs 1120 98 564 7191 0 7853
HsS 1870 126 1088 36126 0 37340
Li;CuOy 1024 123 1544 6710 0 8377
Si 1120 112 592 7857 0 8561
SrVO; 180 72 336 476 0 884

Table 7.4: Circuit resources required for a representative set of materials. We list the number
of qubits and circuit depth required for a single layer of VQE. The number of qubits reported is a
function of both the number of modes of the Cartesian motif and of the number auxiliary face qubits
introduced by the hybrid encoding. We report the breakdown of the circuit depth into the depth
spent implementing interactions/swaps by whether the terms are onsite/NN or NNN+. The circuit
depths reported refer to a single layer of VQE, without accounting for state preparation. Properties
of the listed materials are given in Table E.1, and the number of terms of each Hamiltonian type
are listed in Table E.3.

(ii) The noncrossing-terms strategy outperforms qubitwise commutativity, especially when consid-
ering only onsite/NN terms.

(iii) When a noncrossing or QWC strategy is used, similarly to the circuit depth, the NNN+ terms
demand many more measurement layers than the onsite/NN counterpart. Currently, even if
a noncrossing strategy is used for onsite/NN terms, we are forced to use QWC for NNN-+
terms. The measurement cost could be substantially reduced by developing an appropriate
generalisation of the noncrossing concept to these terms.

8 Outlook

Simulating materials is a promising application for quantum computers. The progress reported
here combines a number of complementary approaches across the full quantum materials simulation
stack that, when combined together, dramatically reduce the quantum circuit depth requirements
by orders of magnitude compared to naive baseline estimates. Crucially, the design process produces
quantum circuit depths for Trotter and VQE layers which are independent of the material’s size by
taking advantage of the locality of material Hamiltonians.

We expect that our proposed framework for materials simulation on quantum computers can
be enhanced further by continuing to incorporate physically motivated structure into the choices of
fermionic encodings, basis representations, and swap network protocols. Examples of such consid-
erations which may be particularly fruitful include

e a more sophisticated incorporation of point and spin symmetries into the choice of fermionic
encoding;

e a more careful consideration of the choice of ordering of modes in the hybrid chains;

e a more aggressive analysis of how many terms in the Hamiltonian may be truncated — in par-
ticular, the systematic incorporation of electron screening effects in many materials truncates
the long-range effects of the Coulomb interaction, which can be computed using classical ap-
proaches such as RPA [113] and constrained DFT [114]. It is our expectation that this will
decrease the number of non-local quartic interactions needed to be considered in the quantum
simulation;

e further localisation of the single-particle Wannier states, such as with the recently proposed
selected columns of the density matrix maximal localisation technique [115];
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Table E.1. These data are listed explicitly in Table E.4.
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e a tighter feedback loop between the choice of fermionic basis and the resulting form of the
qubit Hamiltonian;

e properly accounting for the translational symmetries of NNN+ terms in the fermionic encoding;
e identifying early termination heuristics for the fswap networks.

One consequence of this work is the identification of certain materials, from the small set we
have considered, which are particularly well suited to quantum simulation due to the details of their
physics — such as SrVOj3. Beyond reducing circuit depths and improving error mitigation techniques,
identifying the appropriate physical systems which are best suited for simulation on NISQ devices is
essential. The development of the tools described in this work can be used to allow the application of
data-driven and high-throughput techniques to understand the classes of materials most amenable
to quantum simulation.

It is possible that the strategies employed in this work to tackle materials may also be applicable
to other quantum systems such as chemicals — particularly those with some kind of extended spatial
structure. We also mention that the computation of ground state properties for materials may
be more efficiently realised on classes of model Hamiltonians, such as those with Slater-Kanamori
interactions, within approximate embedding formalisms, which have enjoyed recent success using
classical algorithms [109], but are ultimately constrained by the exponentially scaling Hilbert space
with their system size.

Finally, this work has made some assumptions about the structure of the quantum hardware,
the most significant of which is the assumption of all-to-all hardware connectivity. This assumption,
while valid for certain architectures (such as some ion traps), does not hold universally; it was made
largely to reduce the complexity of performing the analysis, so as to more rapidly demonstrate the
benefits of the strategies we are proposing. We plan to continue to iterate on the design of the
compiler to incorporate specific hardware layouts, and introduce additional strategies to improve
circuit depths in these cases. However it is important to recognise that the horizon of quantum
hardware design is extremely broad, and it is likely that the development of hardware may well be
done in an anticipation of specific algorithmic requirements. Developing tools such as the one given
here can help better identify what these requirements may look like.

Our results show that considering seriously the structure of the physical problem at hand and
incorporating these considerations into the design of quantum algorithms can dramatically accelerate
progress towards quantum advantage.
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Appendix

A Baseline for qubit requirements and gate depth of materials

Here, we briefly give a naive estimate of the resources (i.e., qubit number and circuit depths) required
to simulate a material on a quantum computer using general existing methods and without taking
advantage of the tailored approach we exploited in the main text.

We consider a material with periodic boundary conditions, discrete translational symmetry, and
lattice volume V' (i.e., with a total of V unit cells). In the spirit of the Born-Oppenheimer approx-
imation [39], we assume a stationary atomic configuration and we are interested in simulating the
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electronic degrees of freedom of the system. For the sake of simplicity, we may choose to describe
the material in the Bloch basis introduced in Section 3. In analogy with the procedure described in
Section 3.6.1, we assume that we are able to identify a set of active bands where the relevant physics
takes place. In this case we are concerned with the Hamiltonian restricted to the m modes indexed
by those bands. These m bands are determined by identifying the last occupied atomic orbital for
each atom in the material and then including all occupied orbitals for each atom. Accounting for
spin, the total number of active fermionic modes is m = 2V'b, where b is the number of bands.

One may represent the fermionic system on the qubits of a quantum computer using the Jordan-
Wigner (JW) transform in accordance with some pre-chosen linear ordering of the fermionic modes
(see Section 4). This requires one qubit per mode. We denote by H’ the Hamiltonian expressed as
a sum of Pauli operators on the qubit system corresponding to the JW transform of H.

We now wish to estimate the circuit depth of a potential quantum algorithm for such a repre-
sentation. As a benchmark we consider the circuit depth of the following unitary circuit, as used in
the main text:

U = [[ explic; H)), (133)
J

where we are free to choose the ordering of the product. Circuits of this type appear as subroutines
in both VQE (under a Hamiltonian variational ansatz) and time dynamic simulation (TDS). In
both cases, these subroutines are repeated multiple times, introducing an additional multiplicative
overhead to the circuit depth, which we will not detail here.

A consequence of choosing the JW transform is that many of the terms in H’ operate on a
large number of qubits. In particular, fermionic operations corresponding to interactions between
fermionic modes far from each other in the aforementioned linear ordering precipitate costly circuit
decompositions of individual exp(ia; H}) terms.

In this Appendix we consider two previously known methods of implementing the desired inter-
actions. The first is simply to implement the terms in H' in sequence, via the logarithmic-depth
circuit for computing parities described in Section 5.1. Each term can be implemented in depth at
most [log, m] — 1 (given that we are allowed all-to-all interactions) leading to an overall depth of
at most T'([logo m] — 1) for a Hamiltonian with 7" terms. Note that it may be possible to reduce
the complexity somewhat by implementing some of these terms in parallel, and using the fact that
many of the terms act nontrivially on fewer than m qubits; we do not explore these further here.

The second method was proposed in [85], and allows all quartic interactions to be implemented
in quantum circuit depth approximately O(m?). More precisely, assuming that each quartic term
requires 2-qubit depth 3 (as used in Section 5.1), a lower bound on the overall 2-qubit gate depth is

approximately

12T
0.76m>"% 4+ — (134)
m

where we estimate the total cost by summing the cost of swap layers from Fig, 7E of [85] (taking
the fit up to 400 qubits), and make the optimistic assumption that the T terms can be optimally
parallelised in between the swap layers, such that we implement m/4 of them at each layer, each
with 2-qubit gate depth 3.

It remains to compute the total number of terms 7. We will assume for simplicity that there are
only quartic terms, because in practice quadratic terms can likely be implemented at a lower-order
cost during the course of the algorithm to implement the quartic terms.

In terms of the complex fermion creation and annihilation operators f;i .o and fip o, the quartic
interactions in the Bloch basis are (see, e.g., second term in Eq. (26))

. K1 koksk T T
Hine = Y Vp s 0, 1 aes s D Fiby 1o Fihg o Fics b Fica b (135)

ki,bi O',O"

where k; are Bloch momenta, b; are band indices and o is the spin. Here 0k, 4k, ky+k, enforces
explicitly the Bloch momentum conservation (up to lattice vectors). To ease the count, it is useful
to write Hi,y in terms of singlet and triplet scattering terms (valid in presence of time reversal
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symmetry)

Hintzz5k1+k2,k3+k4 Vo pasen Vh (a1, 02)s (03, 04) + Vi ayasens Z Pl (o, 02)tha (g, o) |
o a=0,T,l

where we have defined the super-index o; = (k;, b;) that can take Vb different values and V. =

Q120304

%(%ﬁi‘g:‘&k‘* + Vb]fzggﬁth). The singlet and triplet operators are
VYs(ar, az) = %(fkl,bl,Tfk2,b2,¢ = fier b1 L fies b2.1)s (136)
Yo(ar, az) = %(fkl,blﬁfkmbg,], + fier b1 L fla b21)s (137)
Vo1, 02) = fici b1,0 fia oo (138)

For the singlet operator above, we can choose (VQb) values for the pair of indices a; and as that

give a different operator plus Vb choices when a; = ap. On the other hand, for any of the triplet
operators one can only choose (VQb) values of the pair (a1, as) that generate a different operator.
Note that 1, (a, @) = 0.

Then, the overall bound is given by

Vb 2 (Vb
(2) ] (%)
Here, the reduction by a factor of V' is due to lattice momentum conservation. Additional
symmetries of the Hamiltonian may introduce more savings in the number of terms (with the size
of the savings being proportional to the size of the symmetry), but few are likely to be as large as
the lattice translation symmetry.
Using the fact that a Hamiltonian with 7" terms can be implemented with an overall depth of at

most T'([logy m] —1) and Eq. (134), we can derive two upper bounds on the quantum circuit depth.
In terms of V' and b, they take the forms

1
T=—

% = V3t — V2% + Vb2 (139)

UB; = (V3* — V2b® + Vb?)[log, (V)] (140)
UB, = 6.34(Vb)3% + 6(V2b> — Vb? +b), (141)

respectively. We can also put a crude lower bound on the quantum circuit complexity of any method
based on the JW transform. If we have T quartic terms and m qubits, we can implement at most
m/4 terms at each step. Assuming again that each quartic term requires 2-qubit depth 3, we require
2-qubit gate depth of at least 127"/m, or in terms of V and b, at least

LB = 6(V?b® — Vb? +b). (142)

In order to compare these naive estimates with the results reported in Section 7, in Table 1.1 of
the main text we considered a system consisting of V = 3% unit cells for SrVO3 and V = 53 for the
rest of the materials and reported the better of the two upper bounds in each case.

The assumptions that we use for the number of bands are shown in Table A.1. Although other
estimates for the number of bands are possible, note that for a large piece of material V' > b and
dominates in (140).

B Exponentially localized Wannier functions

Here we discuss the two conditions for the existence of maximally localized Wannier functions (ML-
WEs). Recalling the definition of the Wannier functions introduced in Section 3.3, we have

W2, (1) = o (0)Uns(K)e ™™ =) g o 0 (r)e ™, (143)
k,n k
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Element  electron config. orbitals considered

Gallium  [Ar] 3d!%4s%4p! 3 (from p)
Arsenic [Ar] 3d1%4s%4p3 3 (from p)
Hydrogen 1s! 1 (from s)
Sulfur [Ne] 3s23p* 3 (from p)
Lithium  [He] 2s! 1 (from s)
Copper  |Ar] 3d'%4s! 6 (from d and s)
Oxygen  [He| 2s%2p* 3 (from p)
Silicon [Ne| 3s%3p? 3 (from p)
Strontium  [Kr| 5s? 1 (from s)
Vanadium  [Ar] 3d34s? 6 (from d and s)

Table A.1: Electron orbitals of different elements. To obtain the number of bands for the different
materials presented in the main text, we use the orbitals shown here and multiply by the number
of times an element appears in the the chemical formula of the material. We use GaAs (4Ga+2As);
H3S (3H+S); LioaCuO4y (2Li+Cu+20); SrVO3 (Sr+V+30); Si (Si).

where vk s »(r) are quasi-Bloch functions. We can use the analyticity of the quasi-Bloch functions
Uk,s,0(r) as a function of the crystal momentum k to show that the Wannier functions are localized,
using the following result [48-50]

Theorem 1 (Cloizeaux): Let f(k) be a function of the n—dimensional complex vector k =
k' + ik” defined in the n—torus with periods b; (j = 1,...,n), i.e., f(k+b;) = f(k). If f(k) is an
analytic function of k in a strip defined by |k”| < A, with A a positive real number, then:

1. f(k) can be expanded in a convergent Fourier series in this domain as
k)= 3 e Ry(R), (144)
R

where R = Zj n;r; is a reciprocal lattice vector to k, with r; satisfying b; - r; = 2md;;, and

2. the Fourier coefficients g(R) satisfy lim|g|— o e!Rlg(R) = 0 for any 0 < b < A.

Conversely, if the Fourier coefficients have this asymptotic behavior, the series converges and is
analytic in the region [k”| < A.

Clearly, if we can show that a quasi-Bloch function vk s »(r) is indeed an analytic function of the
crystal momentum, then the corresponding Wannier function Wj ,(r) will be exponentially localized
as a function of R, due to Theorem 1 above. The quasi-Bloch functions vk s »(r) are associated with
the single-particle energies, which are analytic except for points where the bands are degenerate. In
that case, the energy surface in the complex plane has a branch-cut. We can define the projector

onto the considered bands as ) J
z
P(k) = —/ _ 145
( ) 271 C(k) zZ — Ho(k) ( )

where the contour C(k) encloses the bands in the active space (see Fig. B.1). Here Hy(k) is the
non-interacting part of the Hamiltonian.

The gap A between the last band considered and the first band outside the active space determines
the decay of the exponential localization of the Wannier functions. It has been shown [51] that if
the sum of Chern numbers on the bands belonging to the active space is zero, then the quasi-Bloch
functions exist. The Chern number of a group of bands is defined as

B (k 14
%Z/BZ K)dk; A dk;, (146)

i<j
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Figure B.1: (a) left. Band structure for face centered cubic (FCC) lattice, in the empty lattice
approximation (Ug = 0) across a high symmetry path. The three bottom bands are highly de-
generate for many values of the crystal momentum. (a) right. Bands structure for FCC lattice,
with Ug = 100}, e”éc, where the sum runs over the atoms in the unit cell. We observe that
the bands split at high symmetry points, and a gap (for each k) develops between the three lower
bands and the upper energy bands. Considering each band as the real cross-section of a complex
eigenenergy parameterized by k = k' +ik”, we can define a projector onto the lower three bands by
using the Riesz projector defined in Eq. (145) with C(k) given by the dashed green contour. (b) The
integration contour C(k) for the Riesz projector. The width of the strip in the imaginary direction
where the projector is analytic is determined by the gap A between the active bands and the rest.

where the integration is performed in the Brillouin zone. The Berry connection B (k) characterizes
the change of frame between different points in the Brillouin zone and is given by

BY(k) = Tr (P(k) [m;gc)’ ag}g‘)D . (147)

Therefore, the two following conditions are sufficient to ensure the existence of localized Wannier
functions:

1. Vanishing Chern numbers. This condition is automatically satisfied in a system with time-
reversal symmetry. Note that, however, systems without time-reversal symmetry can still have
vanishing Chern number.

2. Existence of a large gap between the bands in the active space. Note that, in this case, the
system does not necessarily represent an insulator, as the Fermi energy can lie within the active
space, which is separated from the rest of the bands.

7



C Optimality of the Jordan-Wigner transform and fswap net-
works

Here we show that, perhaps surprisingly, if our goal is to implement time-evolution according to
an arbitrary set of quadratic fermionic interactions (in an order of our choice), then an algorithm
combining the Jordan-Wigner (JW) transform and fermionic swap (fswap) networks is close to
optimal (in a particular sense). This algorithm, which was described in [26], was proven optimal
among fswap network algorithms within the JW transform in [76]; here, by contrast, we prove it is
close to optimal among all algorithms (of a somewhat restricted form) within any encoding.

To achieve this, we consider the following setup:

1. We are given a fermionic Hamiltonian on m modes of the form

H= Z Hj, = Z hjk(c}ck + CLCj). (148)
Jsk 3.k

2. Our goal is to implement the unitary transformation

U= [[e ", (149)
7.k

with 6;; a set of parameters, where we can take the product in an arbitrary order of our choice.
This is sufficient to implement the Hamiltonian variational ansatz in VQE, for example.

3. Our goal is to minimise the 2-qubit gate depth required to implement this transformation. We
assume that an arbitrary 2-qubit gate has unit cost.

4. We assume that each mode is associated with one or more qubits, such that at least one of
these is a “data” qubit; and that to implement each interaction on 2 modes requires at least
one 2-qubit gate across all the associated data qubits.

To implement this using the JW transformation, we order the fermionic modes arbitrarily and
associate each one with a qubit. We then use the fswap network proposed by Kivlichan et al. [26],
which alternates between swapping pairs of adjacent modes starting at even and odd positions.
We can combine time-evolution according to the corresponding terms in the Hamiltonian with these
fswap operations at no additional cost, as we are assuming that all 2-qubit operations are equivalent.
After m layers of fswap operations, all pairs of modes have interacted and the order is returned to
the original order, albeit reversed (which can be dealt with by acting on the modes in reverse order
in the next step of the algorithm, if desired). Therefore, the algorithm has 2-qubit gate depth m.

To obtain a corresponding lower bound, we observe that in the worst case, there are (ZL) inter-
actions to be implemented in total. At each step, at most |m/2] interactions can be implemented,
because each interaction involves at least one 2-qubit gate across the data qubits. If there are more
than m data qubits, this bound continues to hold, as we can select one qubit per mode to produce
the set on which we need to implement the interactions. Therefore, in 2-qubit gate depth k we can
implement at most k|m/2] interactions. Implementing all the interactions then requires k > m — 1
(if m is even) or k > m (if m is odd).

D Hamiltonian coefficients pipeline

In this Appendix we describe in details the steps required to generate all the hopping matrix (HM)
and Coulomb tensor (CT) coefficients for an arbitrary material in the Wannier basis.

78



D.1 Full Hamiltonian of an electronic system on a lattice

AWe consider a material consisting of Nges sites arranged in a translationally invariant (Bravais)
lattice G. Working within the Born-Oppenheimer approximation [39], we assume that its electronic
problem has been restricted to an active space spanned by Nopitals/cen Wannier functions (WFs),
ng (r) per cell, with P € G, i € {1,..., Nosbitals/cen | labeling the various orbitals, and o € {1,]}
the spin quantum number. By choosing a coordinate system with origin O, each point P € G can
be generated by a discrete translation by a vector Rp = nle + nng + n3PR3 € B, with R,
a = 1,2, 3, the primitive vector of G and B = {R = n1R; + naRa + n3Rs3 | ng € Z,a =1,2,3} the
set of all the possible discrete translations on G. Hence, Ro = 0 and W/ (r) = W, ,(r — Rp).
The full Hamiltonian for the most general electronic system on the lattice G is

H = HO + Hint7 (150)

with quadratic and quartic contributions given by

Ho = Z ZZt(A,i,O']),(B,j,UQ)wTA’i7glwB,j,O'27 (1513.)

01,02 A,B i,j

_ t i
Hy= Y > D Vo (Bojioa)(Corioa)y (Do) Wiy W i oy WO kirs WD Loy (151D)
01,02,03,04 A,B,C,D i,j,k,l

with 01,092,03,04 € {,1}, A,B,C,D € G, and i, j,k,l € {1,..., Nopitaljcen }. Here, wj(g,)w destroys
(creates) an electron at site A with mode ¢ and spin o. Finally, ¢t and V denote the spinful HM and
the CT, respectively.

In what follows we will make the following assumptions:

e Non-magnetic material (NMM) approximation: we will consider materials without spin-
orbit coupling and in the absence of magnetic fields. In this case, the spin up and spin down
sectors are degenerate. From here on, we will therefore omit the spin index in the WFs; i.e.,
W/ (r) := W[ (r). Note that this assumption can be relaxed by generalizing Eq. (152) and
Eq. (155) below.

e Real Wannier functions: we will assume that the WFs Wf ~(r) are real. This is always true
if maximally localized Wannier functions can be built (see Appendix B) [51].

e Nearest-neighbour (NN) approximation: in calculating the HM and CT coefficients, we
will consider the following NN approximation of order n. Thanks to the localization properties
of the MLWFs, this is a reasonable assumption for all the materials we considered in the main
text. By looking at a lattice site P € G we group the other sites of the lattice in ascending
order of Euclidean distances from P, namely 0 = dy < d; < d3 < ... < d,,. All the sites of
the lattice having the same distance d,, from P represent the nearest neighbours of order n of
P. Then, in the NN approximation of order n we compute only those HM (CT) coefficients
involving lattice sites A and B (A4, B, C, D) which are NN of order < n with respect to
each other, i.e., such that |P — P3| < d,, VP, P> € {A,B} (VP, P> € {A,B,C,D}) and set
tij =0 (Vi?,fCD = 0) otherwise. Here, |...| denotes the Euclidean distance between two sites.
In particular, we introduce the general notation N = {P € G||P - P'|<d,, VP' €§G'},
with G’ C G, and Ng = dim( 5,), to denote the set of sites of G which are NN of order < n
with respect to all the sites of G’ and their total number, respectively.

Within these approximations, we have that the coefficients of the spinful HM in Eq. (151) are
defined as
T;?B if g1 = 02

t(A,i01),(B.jios) = {0 (152)

. b)
otherwise
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where the bare® HM coefficients can be computed as
TP = /eri(r —Ra)hspW,(r —Rp). (153)

Here, hy, = —1h2V?/(2m) +U.g(r) is the single particle Hamiltonian, with Uyg(r) the effective Kohn-
Sham potential (implicitly) derived within the Density Functional Theory (DFT), as explained in
Section 3.6). Thanks to the discrete translational invariance of the lattice, all the HM coefficients
can be obtained from the core ones, which are defined by setting A = O in the equation above,

TP = / drW;(r)hgy W) (r — Rp). (154)

The coefficients of the spinful CT in Eq. (151), Vi4.i,01),(B,j,00),(C,k.08),(D,l,0q), are defined in
terms of the bare CT coefficients, V;;‘,ﬁCD , as

VZISBCD if0‘1:0’2:0’3:(74
v _ 1‘/13415013 if 01 = 03 and 02 = 04 (01 # 02) (155)
(Ayi,01),(B,j,02),(C.k,03),(D,l,04) — BACD ’
ngkl if 0y =04 and 09 = 03 (01 # 02)
0 otherwise

with VZj,ﬁBCD (Vl‘]“lg(jf’ VﬁkACD /2. In turn, the CT coefficients can be obtained as

VGECP = /dr/dr J(r—RAW; (' —Rp)V([r — ' Y)Wi(r' — Re)Wi(r — Rp),  (156)

with V(Jr—r’|) the (screened) Coulomb potential. Note that, by exploiting the discrete translational
invariance of the lattice, we can set A = O and get the core CT coefficients

Cg,ZCD = g,gCD /dr/dr Wi ()W, (' — Re)V([r — )W (r' — Re)Wi(r — Rp). (157)

These coefficients can be computed via Monte Carlo (MC) integration and the full CT can then be
retrieved from the core coefficients thanks to the lattice translational invariance (see below).

Cauchy-Schwarz inequality To reduce the number of CT coefficients to be computed, we will
exploit a Cauchy-Schwarz (CS) inequality between the coefficients themselves. This is obtained by
re-writing Eq. (156) as an inner product,

VABCD _ (pap soBy — 1 / dr / dr'V(|r - ')piP (0)oCE (), (158)

with p/i5(r) = Wi(r — Ra)W;(r — Rp). Since V(|r —1'|) is always a positive definite kernel, it can
be shown that the inner product we have just introduced is well-defined and that the following CS
inequality holds

VAECPP < VAPV, (159
In what follows we will show that, assuming that all the coefficients smaller than a given threshold
are negligible, this inequality can be exploited to determine a priori which coefficients of the CT
need to be computed via MC integration.

8In what follows we will omit this specification and we will implicitly assume that all the HM and CT coefficients
but the spinful ones are bare coefficients.
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Symmetry properties of the Coulomb tensor. For the sake of simplicity we now introduce the
composite indices ; grouping together the site and orbital indices (e.g., A\; = (4, 7)). From Eq. (156),
by exploiting the hermiticty of the CT, i.e., Vi, xxs0: = Vausron,, the swap symmetry Vi, a,aan, =
Vaariaans, and the reality of the Wannier functions, one can derive the following identities (see also
Section 3.4.1)

Vaineasrs = Vaaasaaa = Vaoauas = Ve = Vs = Vs = Vasaoux, = Vo,
(160)
which can be exploited to further reduce the number of CT coefficients we have to compute.

D.2 Motif Hamiltonian

As discussed in Section 7.2.1 of the main text, the real-space localisation of the WFs allows us
to focus on the Hamiltonian of small portion of the material consisting of a central cell and its
NNs up to a given order n, which we refer to as a motif of order n. The whole system (and its
full Hamiltonian) can then be obtained via the tiling procedure described in Section 6.2. Note
that, thanks to the discrete translational invariance of the lattice, we need to include in the motif
Hamiltonian only those HM and CT coefficients involving the central unit cell at least once. That
is, onsite interactions, and inter- and intra-cell hoppings involving exclusively cells different from the

central ones are excluded. The motif Hamiltonian is hence given by H™ = H" + H[},, with
— i T
Hgn - Z ZZ {t?g)viﬁl)’(Bajaffz)woﬂ}mwB’j"TZ + tz%,j,az),(o,iﬁl)wB,j,asz’iydl} ’ (161a)
01,02 B 1,5
— T T
Hij= Y > > [V(Tg,i,al),<B,j,o2>,<c,k,os>,<D,z,o4>wo,i,alwBJ,ozwc,k’astJm

01,02,03,04 B,C,D i,j5,k,l
+ V(%va)v(oﬂ'ﬂl)7(07’%”3)7(D71704)wj37j,02w237i,01wcvkvf’fi WD,l,04
+ Wné,j,ag),(C,k,ag),(O,i,al),(D,l,a4)wTB,j,angC,k,agwoaiﬁlwD7l,U4
+ VB j.0a) (€ (Do) (0o )W B furs Wk ry WD Lo WO |+ (161D)

with B,C,D € N{oy. Here, 10} o) (5.5.00) 804 ViR (B0
Eq. (152) and Eq. (155), respectively, with A, B,C, D € NFO AB.CD}-

In what follows, we will illustrate the various stages of the calculation of the HM and CT of
the motif Hamiltonian within the real Wannier functions, NMM, and order n NN approximations

described in Appendix D.1.

)(Cok,08),(DLoy) BT€ defined as in

D.2.1 Hopping matrix coefficients

Stage H1: core HM coefficients. In the first stage, the core HM coefficients Ti(j)B7 with B € G/,
introduced in Eq. (154) are read from the output of DFT/Wannier90 calculations. Here, G’ is
determined by size of the lattice considered in the DFT simulation.

Stage H2: filtered core HM coefficients. In the second stage, the core HM coefficients TgB

are restricted to NNs of order ng, i.e., for lattice sites B € {"g 3 To determine ng, we compare the

exact bands €;(k) with the ones obtained from the filtered order n NN HM, EE"O)(k). The latter are
given by the eigenvalues of the matrices

ik-R=0B
hk)ij = Y BT, (162)
BeN©

with filtered HM coefficients
(163)

ij
ij

FOB _ T9B if [T9B] > to
0 otherwise,
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and threshold ¢y = max|TQZ|, ¥m,n and VB ¢ {"g} (i-e., to is given by the largest absolute value

n
of the HM coefficients which are NN of order > ng with respect to O). In what follows, an overlying
bar will always be used to denote filtered quantities. To make the comparison quantitative, we
measure the distance between bands as [111]

D(ng) = max; i |e:(k) — 2" (k) (164)

and we determine ng as the minimum integer such that D(ng) < 7., with 7. a pre-determined
threshold (for instance, in the main text we set n. = 0.5 €V), for values of k sampled from a regular
grid in the Brillouin zone.

Stage H3: motif HM coefficients. In the third stage, the filtered motif HM coeflicients TZ-OJ-B
and Tﬁo with B € {"(0)} [as defined in Eq. (161a)] are retrieved via

720 =798, (165)

1) Jt

Stage H4: spinful motif HM coefficients. In the fourth stage, the spinful motif HM coefficients

~ no

t(Ai,00),(B.j.oz) With A, B € (0yare obtained via Eq. (152),

—=AB .
T.. lfUl = 02

toas ) — ij
(Ai,01),(B,j,02) {0 otherwise

(166)
(optional) Stage H4b: spinful lattice HM coefficients. In this optional stage, all the filtered
spinful HM coefficients over the lattice G are obtained from Eq. (166) by exploiting the discrete
translational invariance:

t(Ari01). (B jion) = L0.ion)(Bjion)  With P'=P+R, VR € B. (167)

D.2.2 Coulomb tensor coefficients

Here we describe the steps to compute the Coulomb integrals defined in Eq. (156) via MC integration
for a motif of order ni,. Since these are 6—dimensional integrals, their evaluation is costly. It is
therefore essential to evaluate as little integrals as possible. To do so, we will take advantage of both
the CS inequality introduced in Eq. (159) and the symmetry properties of the CT of Eq. (160).

Stage CT1: fundamental CT coefficients. In the first stage, we compute via MC integration
the fundamental terms required to apply the CS inequality of Eq. (159), denoted by Fi?”OD D These

are defined as
oopp _ JViirO0 Vil . (168)
it PP Vil and VC € N\ {0}

To reduce the number of Coulomb integrals to be computed it is reasonable to assume that the
CT coefficients whose absolute value is smaller than a pre-determined threshold do not contribute
to the properties of the material. Importantly, due to Eq. (159), the CT coefficient with the largest
absolute value will be one of the fundamental coefficients above. Hence, we can fix a threshold as
tint = Tint xmax(\Fnol?DD ) with, e.g., Tint ~ 1072, and define the filtered fundamental CT coefficients

as

(169)

K2

00DD  +¢|7200DD
FOODD _ {sz if [Fip2P 7] 2 tine

0 otherwise
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Stage CT2: filtered unique CT coefficients. In the second stage, we exploit Eq. (159) to

compute via MC integration only those unique CT coefficients, defined as Ug,ﬁCD = 1/;3050[) ,

¥(0, B,C, D) € COECD and V(i, j, k, 1) € SOECD, such that Fy Fryost P >t Here,

COBCED and SOBCP denote the minimal set of lattice sites and the unique orbital configurations
required in the evaluation of terms with site structure (O, B,C, D), respectively. In particular,
the latter is defined as the quotient set of all the possible orbital configurations M induced by the
equivalence relation ROBCP ie., SOBCD = M/ROBCD = [[(4,4,k,1)|9BCP | (i,4,k,1) € M}, with
[(i, 5, k, 1)]°BEP the equivalence class associated with the orbital configuration (i, j, k, [) with respect
to ROBCD_ In turn, for each lattice site configuration (O, B,C, D), ROBYD is determined by the
symmetry properties of the CT outlined in Eq. (160). For example, looking at the site structure
(0,0,0,0), the configurations

(i>jak>l)a (lakajai)v (jvialak)v (lajakai)7 (iakajal)v (k7lai7j)7 (kaialvj)v (jvlﬂ;ak))

ROOOO VOOOO —

. 0000 _  _
since V557 Viksi =..=

Vi, j,k,1 € {1, ..., Norbitals/cell }, are equivalent according to Wi

0000
Vj”k . Hence,

[(i, 5,1, k)] 9990 = { (i, 4, k, 1), (I, k, 3. 0), (5,3, L. k), (1, 4. k. d), (3, K, 4, 1), (K, 4, 5), (Kyin L, 5), (5, 0,4, K) )

represents the equivalence class of a given orbital configuration (4, j, k,1) € M. On the other hand,
if we consider the site structure (O, B, B, O), only the configurations

(i7j7k7l)7 (lvja kvi)a (i7k7jal)a (l7kaj77;)7
OBBO

Vi, j, k1 € {1, ..., Norbitals/cell }, are equivalent according to ROBBO ndeed, for instance, Visii

1
leBlgOB and, therefore, in contrast with the previous case, (i, J, k,1) and (j,14,1, k) are not equivalent.

For the site structure (O, B, B, O), the equivalence class of a given orbital configuration (i, j, k,1) €
M is therefore

[y, k, DI9OPE = { (i, 4, k. ), (1, 1), (i K, 5, 0), (L K, ) )
Note that, in this case, in order to retrieve all the possible CT coefficients (i.e., with B € {" 8"} and

Y(i, 4, k,1) € M) we need to compute the CT coefficients for the following minimal set of lattice site
configurations
COPEO ={(0,B,B,0)| BE N[0}, B#0}.

Following similar steps, it is possible to determine the orbital equivalence classes [(i, j, k,1)]°Z¢P and

the minimal set of required lattice site configurations CYB¢P for an arbitrary lattice site structure
(O, B,C, D). In particular, we have

e CO000 = {(0,0,0,0)} and
(3,5, k,D)]°99F = { (6,4, k, 1), (1, K, 4, 0), (G, 1K), (1 Gy ko 0), (8 K, 6,0, (R, L ), (K, L ), (s Lds k) )
e COBBO = 1(0,B,B,0)|B¢c oy, B# 0} and
[(3, 5, %, D]OPPC = { (6, 4, b, 1), (1, 4, K, 0), (8 K, 5,0, (L K, 5,0 ) -
o CO9BF ={(0,0,B,B) | BeN{y,,B#0} and
(1,5, k,D]°CPP = {(i,4,k,1), (i, 1, k) }.

. COOOB:{(O,O,O,B)|B€J\f{"o},B7$O} and

[(ivjv k, Z)]OOOB = { (i,j, k7l)v (i’ k,j, l) } :
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e COBCO = 1(0,B,C,0)|B,C €NV oy B#0,C>B}and

(i, 4.k, D]OPCC = { (i, 4.k, 1), (1, . k. 0) }

Note that coefficients with C' < B can be retrieved via Vijo_lgco = V-gﬁBO.

e CP9BC = ((0,0,B,0)| B,C eN{opeoyB#0,C> B} and

[(i’j’kJ)]OOBC = {(Za]?kvl)}a i'e'y SOOBC :M

Note that coefficients with C' < B can be retrieved via Vi?k(l) BC — ijo-lgCB .

o COBBC ={(0,B,B,C)|B,C € NJ( 5y, B#0,C ¢ {0,B}} and
[(i, 5, k, D)]OPPC = { (3,4, k,1), (4, k,4,0) } .
o COPCP ={(0,B,C.B) | B,C € N{y g oy, B#0,C ¢{0,B}} and
(4,7, k,)]9B°8 = {(i,4,k, 1)}, ie., SOBYB = M.
o COBP = {(0,B,C,D)|B,C,D € N . c.py: B#0,C>B,D¢{0,B,C}} and

(i, 5, k, D]OPCP = {(i,5,k, 1)}, ie, SOBP = M.

Note that coefficients with C' < B can be retrieved via V;]O-,gCD = VigﬁBD .
It can be shown that the choices above allow us to minimize the number of CT coefficients to be
computed. Finally, the filtered unique coefficients are introduced as

(170)

K2

—OBCD
¢ ([TOBCD
[OBCD _ {Umz if (U7 7] = ting

0 otherwise

Stage CT3: filtered motif CT coefficients. In the third stage, the filtered motif CT coeflicients
entering Eq. (161), V{;}C’ZABCD, VA,B,C,D € N{; 4 pcpy and Y(4, 7, k,1) € M, are obtained from
the filtered unique ones. First, by exploiting the equivalence classes introduced in the previous stage,
we can obtain the coefficients ‘/i%ZOBCD, Y(0, B,C,D) € COBCP and V(i,j,k,1) € M. The latter
can then be extended to any A, B,C,D € /\Q”QA’B,QD} (and at least one among A, B, C, D equals

to O) via the following identities

o VGEPO = VEROP,

o VPP = VEROP = VPO = Voo,

o V30D = VIZPO = V9ROO = V52%°,

o VGHOO = VR0C,

o VIIPC = VEROC = VgROO = V5P,

o VGEPO = VGEPO — VAZOR — VAgo”,

o VGHOP = VEECO = VEGPB = VEGRO — VRO — VEROC —VGEP — VGhoP,
o VGHOP = VROC = VPO — viBEeo.
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Stage CT4: spinful motif CT coefficients. The filtered spinful motif CT coefficients of
Eq. (161b), VI3 . 51).(B.jos) (Cokos)(Ditow) With A, B,C.D € NPo 4 5o py and (i,5,k,1) € M,
can be obtained via Eq. (155) as

m,s,ABCD .
Vi ifor =09 =03=0y4

1y m,ABCD . _ _
ym _ ) 3Vi if 01 =03 and g9 = g4 (01 # 02) (171)
A B.,j k, D, = m,BACD .
(48,01),(B.j,02),(C.k,03),(D:Loa) —%VJ'{L’Z ¢ if 01 = 04 and 09 = 03 (0'1 # 09 ’
0 otherwise

. m,s,ABCD __ m,ABCD m,BACD
with Vz’jkl = (Vijkl - Vﬂkl )/2.

(optional) Stage CT4b: spinful lattice CT coefficients. In this optional stage, all the filtered
spinful coefficients over the lattice G are obtained from motif coeflicients by exploiting the discrete
translational invariance of the lattice:

Vi1 1,01), (B 15,02),(C" k) (D" Low) = V(A i) (B.5,02),(Cokyra) (D L) (172)

with P = P+ R, VP € N 4 5 o p, and VR € B.

Stage CT5: consistently filtered CT coefficients. In general, the NN approximation of order
nint we performed in the previous stages is not guaranteed to be consistent, i.e., there may be CT
coeflicients corresponding to a higher order NN approximation whose absolute value is actually larger
than the threshold ¢;,;. To avoid such a situation and obtain a consistent approximation of the CT,
in this fifth stage we can

e repeat the procedure above for ni, + 1 using the same value of tiy;

e set a new threshold ¢!, as the largest of the absolute values of the coefficients of the CT
obtained within a NN approximation of order mj,, + 1 which are not contained in the CT
resulting from the NN approximation of order njy.

/
int*

e filter the CT obtained within the NN approximation of order nj,; with the new threshold ¢

Note that, in principle, to be sure that the approximation of the CT is consistent, one should repeat
the procedure above for all NN orders > n;,. However, taking into account the localization of the
MLWFs and due the growing computational cost, in this work we limit our analysis to the case with
Nint + 1 only.

D.2.3 Single-index HM and CT coefficients and Majorana Hamiltonian

To obtained the Majorana form of the motif Hamiltonian, we first map each composite site-mode-
spin indices triplet (A;,4,0;) to a single index o; € {1,..., M }, with M = 2N pitals/cetl Neells /motif
the total number of complex fermion modes. Here, Necis/motir 18 determined as Neells/motit =
max(N5°, No™) with N5° and NS the number of cells forming the motives used in the cal-
culation of the HM and CT coefficients, respectively. If N5° > N (N5° < Ng**) all the CT
coefficients with single indices corresponding to sites of N5° (N5™*) not included in Nj™ (N(°) are
set to zero. In terms of the single indices, the quadratic and quartic part of the motif Hamiltonian
become

Hy =Y tapwlwg, (173a)
o,
Hipy = Z Vaﬁwéwlw;wvwda (173b)
a,B,7,0

respectively.

85



Spacegroup Bands Dimension Size Modes Qubits

Material

GaAs F43m 4 5xbxhH 125 1000 1120
HsS Im3m 7 5xbxbh 125 1750 1870
LisCuOs P1 11 5x3x3 45 990 1024
Si Fd3m 4 5xbxH 125 1000 1120
SrVO; Pm3m 3 3x3x3 27 162 180

Table E.1: Material properties

As discussed in Section 4.2, the Majorana basis operators are defined by w, = (74 + 974)/2 and
wl = (Yo — 17a)/2- In terms of the latter, the motif Hamiltonian reads

Hy= > a3 Ikl e {24} (174)
ke{0,1}2M J

E Materials analysis

E.1 Material properties
In Table E.1 we list the properties of the materials studied throughout Section 7.

E.2 Circuit depth

Here we present the complete data relating to the summary presented in Table 7.4. In particular,
while that overview shows the circuit depths for each material by compiling the circuit including
an fswap network for VQE, here we compile with and without fswap networks for both VQE and
TDS. In Table E.2, we report the circuit depth split between the onsite and nearest neighbour
(Onsite/NN) terms, separately from the depth for the implementation of terms involving next nearest
neighbours and beyond (NNN+). In Table E.3 we list the number of terms within the corresponding
Hamiltonians which are described as either onsite/NN or NNN+-.

Here we treat the onsite/NN terms differently from the NNN+ terms, on the basis that the former
are translatable while the latter are nonstranslatable. Translatable terms may be tiled according to
the strategy outlined in Section 6.2: e.g. we first evaluate the depth of a group of terms which
involve only the central cell; then we assume that equivalent terms from neighbouring cells can be
implemented simultaneously, i.e. in parallel to the those terms from the central cell. As such, the
depth of the onsite/NN terms is deemed to represent the depth of implementing all the translatable
terms. In principle, translatable terms may be tiled indefinitely to achieve any desired lattice size,
i.e. in order to simulate a given material in bulk, we need only increase the number of qubits, but
the circuit depth will remain constant. This allows us to evaluate the circuit depth corresponding
to onsite/NN terms using only a representative set of fundamental terms: any term which is a
translation of a fundamental term is omitted for the purpose of costing (but must be restored in
parallel when actual circuits are built, such that the Hamiltonian is faithfully executed). This is not
true in the case of nontranslatable terms, so we must fix lattice sizes in order to retrieve meaningful
circuit costs — these lattice sizes are listed in Table E.1. To effectively cost the NNN—+ terms, we
must explicitly include all interactions extending beyond next-nearest-neighbour cells, e.g. for a
sample of SrV O3 with lattice dimensions 3 x 3 x 3, where each lattice point corresponds to a cell
with six modes, there are 288 NNN+ terms in the Hamiltonian, while there are 3159 onsite/NN
terms. We see that in most cases the depth is dominated by the long range NNN+ terms, owing to
the inclusion of many terms when the lattice of the fermionic encoding is tiled.

The compiler terminates by producing instructions for a quantum circuit: the instructions consist
of circuit layers, where each layer is either an interaction layer or fswap layer. Interaction layers

86



Ounsite/NN  NNN+  Total
Material ~Dimension Modes Qubits Algorithm

TDS 664 9305 9969
TDS* 1090 9305 10395

o a = = |4
GaAs 5x5 x5 1000 1120 VQE 662 7191 7853
VQE* 072 7191 8263
TDS 217 3R228 39445
TDS* 7024 38228 45252
HsS Sx5x5 170 1870 o 1214 36126 37340
VQE* 7000 36126 43126
TDS 675 6885 8560
. TDS* 3385 6885 10270
LiCuO; 5x3x3 990 124 oo s ll
VQE* 3341 6710 10051
TDS 706 8904 9610
. TDS* 1746 8904 10650
Si 5x5x5 1000 1120 g0 T e e
VQE* 1733 7857 9590
TDS 108 700 1108
TDS* 552 700 1252
SIVO,  3x3x3 162 180 yop e
VQE* 555 476 1031

Table E.2: Resource requirements for each of the examined materials for a number of compiled
algorithms. Algorithms denoted without an asterisk are compiled with the use of an fswap network,
while those with an asterisk omit the fswap network. Properties of the listed materials are given in
Table E.1, and the number of terms of each Hamiltonian type are listed in Table E.3.

Material =~ Omnsite/NN  NNN-+  Total

GaAs 27500 22080 49580
HsS 52925 46376 99301
LizCuOq 13953 3344 17297
Si 30300 22880 53180
SrVO3 3159 288 3447

Table E.3: Number of terms in the materials’ Hamiltonians, listed by whether they involve at most
one nearest neighbour (onsite/NN) or extend to next nearest neighbour and beyond (NNN-).

are a set of Hamiltonian terms which the compiler has determined may be implemented in parallel,
according to the decomposition rules of the given algorithm. The interaction layers implement all
quadratic or quartic Hamiltonian terms in the circuit. Fswap layers are then a set of mode-pairs,
indicating which modes should be interchanged in order to facilitate subsequent interaction layers,
implemented via Eq. (100).

The compiler does not account for hardware constraints, such as available gates or qubit connec-
tivity. The final stage is then to iterate over the circuit layers and ensure that, as well as simultaneous
with respect to the compiler’s strategy, they are simultaneous on the target hardware. In cases where
terms within a layer clash, they are placed on separate sublayers — this is achieved using graph color-
ing, where terms are encoded as nodes and incompatibilities are encoded as edges. This mechanism
is versatile and allows for arbitrary compatability rules to represent various hardware, e.g. devices
where ISWAP gates are available facilitate cheaper fswaps than those without ISWAP. The default
rule is simply that terms acting on any overlapping qubits must be in separate sublayers.
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Z  Onsite/NN NNN+  Total

Strategy
Commutatitvity 1 15 22 38
GaAs Noncrossing 1 56 475 532
Qubitwise Commutativity 1 85 475 561
Commutatitvity 1 36 54 91
HsS Noncrossing 1 161 2274 2436
Qubitwise Commutativity 1 463 2274 2738
Commutatitvity 1 22 19 42
Li;CuO2; Noncrossing 1 88 539 628
Qubitwise Commutativity 1 248 539 788
Commutatitvity 1 21 26 48
Si Noncrossing 1 84 510 595
Qubitwise Commutativity 1 142 510 653
Commutatitvity 1 6 4 11
SrvVOs Noncrossing 1 36 46 83
Qubitwise Commutativity 1 41 46 88

Table E.4: Measurement layers required, corresponding to those represented in Fig. 7.15. Number
of measurement layers are reported by the type of terms involved in the layer. Terms involving only
single qubit Z measurements are extracted to a first measurement layer in each case; then terms are

grouped by whether they are onsite/NN or NNN+, and the given strategies applied.

E.3 Measurement layers

In Table E.4 we provide the data used in the analysis in Section 5.4. In particular, the measurement

layers presented in Fig. 7.15 are repeated in Table E.4 for ease of interpretation.
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