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We present a multilevel Monte Carlo simulation method for analysing multi-scale physical systems via a
hierarchy of coarse-grained representations, to obtain numerically-exact results, at the most detailed level.
We apply the method to a mixture of size-asymmetric hard spheres, in the grand canonical ensemble. A
three-level version of the method is compared with a previously-studied two-level version. The extra level
interpolates between the full mixture and a coarse-grained description where only the large particles are
present — this is achieved by restricting the small particles to regions close to the large ones. The three-level
method improves the performance of the estimator, at fixed computational cost. We analyse the asymptotic
variance of the estimator, and discuss the mechanisms for the improved performance.

I. INTRODUCTION

A key challenge in the molecular simulation of soft
matter is posed by the separation of length-scales be-
tween its microscopic description and the existence or
emergence of mesoscopic structure. In such cases, one
often relies on coarse-grained (CG) descriptions of the
system that (approximately) integrate out microscopic
degrees of freedom™, to yield a tractable simplified
model. Examples in the soft-matter context include poly-
mers?| biomolecules®®, and colloidal systems?!%. Such
CG descriptions are essential for multi-scale modelling
approaches 2, However, they are not usually exact,
and the associated coarse-graining errors are often diffi-
cult to assess.

Such CG models have been studied extensively in col-
loidal systems with depletion interactions?1314, The typ-
ical example is a mixture of relatively large colloidal par-
ticles with much smaller non-adsorbing polymers which
generate effective attractions between the colloids. This
can drive de-mixing, crystallisation, or gelation, depend-
ing on the context. Model systems in this context include
the Asakura-Oosawa (AO) model” where the CG model
can even be exact, if the disparity between colloid and
polymer radii is large enough. The theoretical tractabil-
ity of the AO model arises from a simplified modelling
assumption, that polymer particles act as spheres that
can interpenetrate.

Alternatively, one may consider a mixture where both
the colloids and the depletant are modelled as hard
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spheres. From a theoretical perspective, this is an in-
teresting model in its own right as it undergoes a fluid-
fluid de-mixing phase separation for large enough size-
disparities and concentrations! " This happens de-
spite the lack of attractive forces between the particles in
the model, and can be attributed to geometric packing
effects of the big and small spheres.

Direct simulation of such mixtures is very challenging,
because of the large number of small particles. Accu-
rate CG models are available in this context tool, but
the CG representations are not exact: their errors can
be detected by accurate computer simulation of the full
(FG) mixtures. Hence, such models are natural testing
grounds for theories and simulation methods associated
with coarse-graining.

In this context, we recently developed a method!?18
that links a CG description with the underlying fine-
grained (FG) description. We call this the two-level
method, because the CG and FG models describe the
same system, with different levels of detail. The method
was validated by computations on the AO system!®,
where it provided numerically-exact results for the FG
model, even in the regime where the CG description is
not quantitatively accurate. The methodology was also
applied to the hard sphere mixtureé'?, where it provided a
quantitative analysis of the critical point associated with
de-mixing of the large and small particles.

These previous results rely on the idea that proper-
ties of the FG model can be estimated in terms of some
CG quantity, with an additive correction that accounts
for the coarse-graining error. This is an importance
sampling method, familiar in equilibrium statistical me-
chanics from free-energy perturbation theory!?, which in-
volves reweighting between two thermodynamic ensem-
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bles. In the present context, the reweighting factors de-
pend on the free energy of the small spheres, computed
in a system where the large particles are held fixed. This
free energy can be estimated by an annealing process
based on Jarzynski’s equality?? 22 that slowly introduces
small particles to fixed CG configurations.

In this paper, we present an extension of the two-level
method that incorporates additional intermediate levels
to improve the overall performance. Specifically, we in-
troduce a step in the annealing process where small par-
ticles are partially inserted in regions close to big parti-
cles. Before finishing the small-particle insertion, we then
replace weighted sets of configurations with unweighted
ones, duplicating configurations with large weight and
deleting ones with low weight. This resampling step al-
lows us to make optimal use of the information available
at the intermediate stage, focusing our subsequent com-
putations on configurations that matter.

This general approach fits in the framework of se-
quential Monte Carlo (SMC)#¥2%  Such algorithmic
ideas have been successfully applied in applications across
disciplines under various names, including population
Monte Carlo?® or the go-with-the-winners strategy“’.
Examples in computational physics include the pruned-
enriched Rosenbluth method for polymers2®, the cloning
method for rare events??, and diffusion quantum Monte
Carlo®. We combine the SMC method with an addi-
tional variance reduction strategy. Instead of estimating
the FG average directly, we combine a CG estimate with
estimates of subsequent level differences, using the pre-
vious levels as control variate. This is the idea behind
multilevel Monte Carlo methods®!'33, The combination
of a difference estimate with SMC has been previously
investigated for example in Refs. 34H36l As in Ref. [17]
we develop a general method alongside its application
to highly size-asymmetric binary hard-sphere mixtures,
which provide a challenging but well understood example
to benchmark our algorithm.

This paper is organised as follows: In Section [T, we
introduce the hard-sphere mixture model. Then in Sec-
tion [[TI} we summarise the setup of the two-level method
before presenting our extension to three (or more) levels.
The three-level method requires an intermediate level for
the hard-sphere mixture, whose details we discuss in Sec-
tion [[V] In Section[V] we present a numerical test of the
method and compare its performance against the two-
level method, and in Section [VI] we present convergence
results. We conclude in Section [VIIl

II. HARD-SPHERE MIXTURE

Throughout this work, we illustrate the multilevel
method with an example system, which is a mixture of
large and small hard spheres at size ratio 10 : 1. This sys-
tem is challenging for simulation because the big particles
may display interesting collective behaviour (in particu-
lar, a critical point), but the dominant computational

cost for simulation comes from the large number of small
particles.

However, despite our focus on this single example, we
emphasise that the multilevel method is presented in a
general way, which should be applicable also in other
systems with a separation of length scales.

A. Hard sphere mixture

The example system is a mixture of big and small par-
ticles, whose diameters are op and og respectively. We
consider a periodic box [0, L]? of linear size L and we work
in the grand canonical ensemble. (This choice is particu-
larly relevant for analysis of de-mixing, where the number
density of large particles is a suitable order parameter=".)

In a given configuration, the numbers of big and small
particles are N and n respectively; the position of the
ith big particles is R; while the position of the jth
small particle is r;. We denote the configurations of
big and small particles by ¢ = (N;R4,...,Ry) and
F = (n;ry,...,r,) respectively, and the full configura-
tion is denoted X = (C, F).

Since the particles are hard, the temperature plays no
role in the following so we set the temperature as kg7 = 1
without any loss of generality. The equilibrium distribu-
tion of the mixture is described by a probability density

1
pF(C’I) = ?eMBN""HSn_UF(Cv]:) (1)

—

—=F

where the subscript F indicates that we refer to the FG
model, up,pus are the chemical potentials for the large
and small particles and = is the grand canonical parti-
tion function. The particles are hard (non-overlapping)
so the potential energy is

oo, if any particles overlap,

(2)

Ur(C, F) = {0, otherwise.
This pp is normalised as 1 = [ pp(C, F)dCdF, the precise
meaning of these integrals is given in Appendix [AT]

Within this setting, the dimensionless parameters of
the model are the ratio of the particle diameters op/0og,
the system size parameter L/op, and the two chemi-
cal potentials pg, ug. In practice, ug is more naturally
parametrised by the associated reservoir volume fraction
ng, which we relate to pp via an accurate equation of
states®,

Our multi-level method is designed for accurate esti-
mates of properties of the large particles. Specifically,
we consider observable quantities of interest A = A(C)
that only depend on the large particles. (Examples are
discussed in the next Section, see also Fig. ) Our aim
is to compute the equilibrium average of A, that is

(Ap = / A(C)pr(C, F)ACAF. 3)
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Figure 1. An overview of the levels of the example system from Section and the structure of the three-level method. (a) A
sample of the CG model pc with N = 11 big particles. (b) The two-body potential Vrep used for the CG model. (c¢) A sample
of the full FG model pr which has the big particle configuration as (a). This system contains n = 8842 small particles. (d) A
sample of the partially inserted model pr used in the three-level algorithm. The small particles are primarily inserted around
big particles, reducing the number to n = 4473. (e) A sketch of the two- and three-level method: starting with a population
of CG configurations, we can directly compute importance weights by simulating an annealing process introducing the small
particles (upper path, two-level method). Alternatively, we introduce a partially-inserted intermediate level where we interrupt
this annealing process and resample to boost relevant configurations (lower path, three-level method).

Since A(C) does not depend on F, it is natural to define
the marginal distribution for the big particles

pe(C) = / pe(C. F)AF, (4)

so that (A)yp = [ A(C)pr(C)dC. A similar situation oc-
curs in the context of statistics, where one seeks to anal-
yse the behaviour of a few quantities of interest in a high-
dimensional system: in that context, the small-particle
degrees of freedom in would be referred to as nui-
sance parameters. This means that their values are not
required to compute the quantity of interest, but their
statistical properties strongly affect the average of this
quantity.

B. Coase-grained model

If samples for the marginal distribution pr(C) could
be generated by an MC method for the big particles
alone, this would make the system much more tractable
by simulation. This is a central idea in coarse-grained
modelling?. However, the complexity of packing of the
small hard spheres means that pr(C) is a complex distri-
bution, and it is not possible to sample it exactly. A great
deal of effort has gone into developing CG models that
approximate this distribution with high accuracyt01659,

A suitable CG model is an equilibrium distribution
with probability density

1
pc(C) — E_CeuBN_Uc(c) (5)

where E¢ is the partition function, and the CG (effective)
interaction energy is

N—-1 N
Uc(C)=NAp+ > Y W(R;—R;)), (6)
i=1 j=i+1

where V5 is a pairwise interaction potential. Averages
with respect to the CG model are denoted as

(A)e = / AC)p()dC. (7)

For a suitably chosen V3, the coarse distribution pc(C)
can be an accurate approximation to pg(C). For the
CG model in this work, we take the accurate potential
Vo = VrEeDp, developed by Roth, Evans, and Dietrich?,
Following Ref. [I7, we choose Ap such that the distribu-
tions of N coincide for FG and CG models.

C. Benchmark system: parameters and observables

Throughout the paper, we benchmark our numerical
methods by considering the hard-sphere mixture with
fixed parameters, as follows. We take the ratio of particle
sizes (op/og) = 10, the linear size of the periodic system
is L = 3los, and the small-particle (reservoir) volume
fraction is n§ = 0.2. This volume fraction is large enough
to generate a significant depletion attraction between the
large particles, but not strong enough to cause de-mixing
of the large and small particles™Z.
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Figure 2. Properties of a big-particle-only hard sphere model
with RED potential when varying the effective chemical po-
tential p$ as defined in the main text. (a) The average num-
ber of big particles (N). (b) The variance of the number of
big particles var(N), which is maximised around p$f = —7.

Aspects of the CG and FG models are illustrated in
Fig. a—c), for these parameters. In particular, we show
representative configurations of the CG and FG mod-
els, as well as a plot of the RED potential. While di-
rect GCMC sampling of the full mixture is possible in
principle, it should be apparent from Fig. (c) that this
would be intractable, because insertion of large parti-
cles in such a fluid is hardly ever possible. Advanced MC
methods3?4% might be applicable but these tend to strug-
gle when the volume fraction gets large. This motivates
the development of two-level and multi-level methods.

Fig. 2] highlights properties of the distribution of the
number of big particles for the CG model when vary-
ing the effective large-particle chemical potential u%ﬂ =
ps — Ap. In particular, Fig. [[(b) shows that increasing
peff in the CG model leads to a non-monotonic behaviour
in the variance of the particle number N (analogous to
the compressibility of the model). This maximum indi-
cates that the system has a tendency for de-mixing at
larger n§ (one expects a divergent compressibility at the
critical point, if one exists). In the following, we fix up
at the value corresponding to this maximum — the rela-
tively large fluctuations at this point are challenging for
the multi-level model, because the distributions pc(C)
and pp(C) are broader, requiring good sampling. The
corresponding CG system has an average of N ~ 11.6
big particles, occupying around 20% of the available vol-
ume.

For the specific quantities that we will compute for this
mixture, Fig. [|shows the expectations of the big-particle
pair correlation function ¢(r) and the distribution of the
number of big particles P(N). Results are shown for both
CG and FG models (in the FG case, results are computed
using the two-level method). For both quantities of in-
terest, the CG model provides an accurate but not exact
description of the model. In particular, the CG model
underestimates the pair correlation at the point where
two big particles are in contact. The distributions of the
number of big particles in Figure (b) are both unimodal:
both the FG and CG systems are well below the critical
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Figure 3. Two quantities of interest for the binary hard-

sphere system, computed for the CG and FG model from Sec-
tion [[IC] (a) The big-particle pair correlation function g(r).
Apart from underestimating its value at the touch of two big
particles, the CG approximation captures the behaviour ac-
curately. (b) The distribution of the number of big particles
N. By the choice of Ay, the average number of big particles
of the CG and FG models coincide. Both models are clearly
well below the critical point of demixing.

point of demixing.

Compared to the critical hard-sphere mixture dis-
cussed in Ref. 17, the system we consider here is smaller
and has a lower volume fraction ng§ of the small particles.
This is still challenging for conventional Monte Carlo al-
gorithms, but can be simulated fast enough to evaluate
the performance and compare the computational meth-
ods discussed here. Furthermore, the lower small-particle
volume fraction helps with the construction of the inter-
mediate level in Section [[V] whose underlying approxi-
mation decays as 1§ increases, see Appendix E

Il. MULTILEVEL SIMULATION
A. Overview

This section reviews the two-level method of Refs. [17
and [I8, and then lays out its three-level extension. The
presentation of the method is intended to be generic and
applicable to a variety of systems. However we first in-
troduce the key ideas using the example and illustrations
of Fig.[I} for the hard-sphere mixture.

The two-level method is constructed with the scale sep-
aration of the mixture in mind: it splits the simulation of



the big and small spheres into two stages by first simulat-
ing a CG system of large particles alone, and computing
(A)c. Then, differences between (A)¢ and (A)p are com-
puted by a reweighting (importance sampling) method.
The weight factors for this computation are obtained by
an annealing step, where the small particles are slowly
inserted into the system, with the large particles held
fixed (see Fig.[I|(e)). The advantage of this procedure is
that large particle motion only happens in the CG simu-
lation where the small particles are absent — there is no
scale separation in this case so simulations are tractable.
Similarly, insertion of the small particles happens in a
background of fixed large particles, so these annealing
simulations do not suffer long time scales associated with
large-particle motion. This makes for tractable simula-
tions in scale-separated systems, as long as the CG model
is sufficiently accurate: see Refs. [I7 and [18| for further
discussion.

In practice, the simulation effort for two-level compu-
tations is dominated by the annealing step. The weight-
ing factors are required to high accuracy, which means
that the annealing must be done gradually. Moreover,
the weights are subject to numerical uncertainties that
tend to be large in systems with many small particles.
This limits the method to systems of moderate size, with
moderate ng, see Ref. [17.

We show in this work that such problems can be
reduced by breaking the annealing process into sev-
eral stages — this is the idea of the three-level method
(Fig. [I[e)). Specifically, we start (as before) with a pop-
ulation of configurations of the CG model. We perform a
first annealing step where the small particles are added in
regions that are close to large ones. The information from
this step is used in a resampling process, which partially
corrects the coarse-graining error by discarding some of
the configurations from the population, and duplicating
others. (This idea is similar to go-with-the-winners".)
Finally, the second annealing step inserts the small par-
ticles in the remaining empty regions, arriving at config-
urations of the FG model. Hence the end point is the
same as the two-level method, but the annealing route is
different.

In practice the effectiveness of the three-level method
relies on a clear physical understanding of the intermedi-
ate (partially-inserted) system, in order to decide which
configurations to discard in the resampling step. For the
hard-sphere case, that issue will be discussed in Sec. [[V}
a more general discussion is given in Sec. [VII] The re-
mainder of this Section describes the two- and three-level
methods in more detail.

B. Two-level method

We review the two-level method of Refs. [I7 and [18.
For a general presentation, we assume that CG and FG
models exist with configurations C and X = (C,F) re-
spectively. In the case of hard spheres, C and F corre-

spond to configurations of the large and small spheres
respectively.

The two-level method is an importance sampling*! (or
reweighting) computation, closely related to the free-
energy perturbation method of Zwanzig!?. We use the
grand canonical Monte Carlo (GCMC) method to sam-
ple Mg configurations from pg, these are denoted by
C',C2,...,CMc. Then, the CG average can be estimated
as

. 1 Moo
- J
Ao = 5o 4 ®)

J

As the sampling is increased (Mg — 00) we have Ag —
(A)c. However, if the coarse-graining error

A= (Ar—(Ac 9)

is significant then Ac does not provide an accurate esti-
mate of (A)p.

To address this problem, we use an annealing proce-
dure based on Jarzynski’s equality?? that starts from a
coarse configuration C and populates the fine degrees of
freedom F; at the same time, it generates a random
weight W (C) with the property that

- _ &pr(0)
(W(C))s = 70(C)

where the angle brackets with subscript J indicate an av-
eraging over the annealing process (analogous to Jarzyn-
ski’s equality?"), and ¢ is a constant (independent of C).
The details of the annealing process are given in Ap-
pendix [A] It is applied to a set of My coarse configura-
tions, again denoted by C',C?,...,CMr, which are typi-
cally a subset of the M¢c CG configurations above.
For later convenience, we define

(10)

WH(C) =W(C)/¢ - (11)

In practical applications, the constant ¢ is not known but
its effect can be controlled by defining the self-normalised
weight

W (cd)

(12)

Since the C7 are representative of pc, the denominator in
W converges to £ as Mp — oo and so w(C?) — W™(C7).
Then, the estimator

Mg

Ap = Mi ;mcjm(cj) (13)

converges to (A)p as Mp — co. (In the case that W is
not random then this procedure recovers the free energy
perturbation theory of Zwanzig?.)



The annealing process has one useful additional prop-
erty: Let the joint probability density for the weight and
the fine degrees of freedom be (W, F|C), which is nor-
malised as [ #(W,F|C)dFdW = 1. We show in Ap-
pendix [A] that

/WR(W,ﬁ | C)aVi =

pr(wa)F) (14)

bc

This formula is the essential property of the annealing
procedure, which is required for the operation of the
method. Additionally integrating over F shows that
ensures that also holds. This means in turn that if
B = B(C, F) is an observable quantity that depends on
both coarse and fine degrees of freedom then

Mr

> w(C)B(CT, F). (15)

Jj=1

~ 1
Bp=—
F e

converges to (B)y as My — oo.

This method can be easily improved without extra
computational effort. The key idea®l"3d is to estimate
the FG average as the sum of the CG average and the
coarse-graining error @

(A)r = (A)c + A. (16)
Then use importance sampling to estimate A, as

L

A=— p(C7) — 1) A(CY). 17
1y 2 (06 1) AC) (17)
Finally, a suitable estimator for the FG average is ob-
tained by combining the estimate of the coarse-graining
error with the corresponding CG quantity:

AF,A = AC + A (18)

This estimator converges to (A)r in the limit where
Mg, My — oco. As discussed in Ref. [I8, the variance
of the estimate A is typically smaller than that of A,
and the CG estimate Ac is cheap to compute accurately.
Thus, the combined difference estimator Ap a is typically
more accurate at fixed computational cost.

The importance sampling methodology has a useful
physical interpretation, which we explain for the example
of the hard-sphere mixture. If we consider a fixed config-
uration of the large particles, then the grand canonical
partition function for the small particles is

2[C, pus] = /e“S”’UF(C’f)d]-". (19)

As the system is annealed (the small particles are
inserted), we estimate by a free-energy method
based on Jarzynski’s equality?’, see Appendix for
details. Since the annealing is stochastic, this yields
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Figure 4. The empirical distribution of weights w(C) of the
two-level method for 18000 coarse samples C ~ pc applied to
the example system from Section [[TC]

an estimate of the partition function, which we de-
note by Z[C, us]. Moreover, this estimate is unbiased
(Z[C, us])s = E[C, ps]. Hence we can take

W(C) = Z[C, ug)eVe© (20)

and using , we see that holds, with & =
(Ec/Er).

Physically, the CG model is constructed so that the
Boltzmann factor e~Y<(©) is a good estimate of the small-
particle partition function Z[C, ug]. If this is the case
then the model is accurate. The two-level methodology
uses estimates of the small-particle partition function (or,
equivalently, their free energy) and compares it with the
assumptions that were made about this quantity in the
CG model. By analysing the differences between these
quantities, the differences between CG and FG models
can be quantified. The effectiveness of this method for
numerical simulation of the mixtures of large and small
particles was discussed in Refs. [I17l and [18|

The distribution of the importance weights w(C) im-
pacts the accuracy of the resulting FG estimate Ap. Ad-
ditionally, it serves as a useful indicator of the accuracy of
the CG model and the variance of the free energy com-
putation. To give an example, we apply the two-level
method to the example problem from Section[[TC} In Fig-
ure[d] we show the empirical distribution of 18000 weights
of the example system which are computed using an ac-
curate annealing process; we use these computations as
the reference solution in Section [Vl This illustrates a sit-
uation where the two-level method is applicable, where
no single sample dominates and only very few samples
have a weight larger than 10.

If one considers less accurate CG models, the variance
of the weights increases, and the tail of their distribution
gets heavier. Eventually, one would reach a situation
where a few samples dominate the weighted sum .
For accurately computed weights w(C), such a breakdown
of the two-level method indicates that the CG model is
not sufficiently accurate. This behaviour provides a use-
ful feedback loop which can be used to iterate on the CG
model itself1&,
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Figure 5. Schematic representation of the small particle inser-
tion process during the two stages of the three level method.

C. Three-level method

We now present the three-level method for estimation

of (A(C))F.

1. Coarse level

We start by generating M, samples of the CG model,
denoted by C{, ... ,Céwo The subscript indicates the step
within the algorithm (which is 0 for the initial sampling
of coarse configurations). The CG average of A can be
estimated similarly to :

A3L 1 > J
A = M)ZA(CO). (21)
j=1

2. Intermediate level

In addition to the CG and FG models, the three-level
method also relies on an intermediate set of configura-
tions, which correspond in the hard-sphere mixture to
the system where the small particles have been inserted
in regions close to the large ones, see Fig. [f] This state
is described by an equilibrium probability distribution

1
pi(C, F) = ?16“8N+“S"_UI(C"F). (22)

where Up(C, F) is an interaction energy. Its construction
for the hard-sphere mixture will be discussed in Sec. [[V]
below.

The first annealing step of the three-level algorithm
applies the two-level method, with the FG distribution
pr replaced by pr. This part of the algorithm closely fol-
lows the previous section, we give a brief discussion which
mostly serves to fix notation. We start with a set of M;
coarse configurations which are samples of pc; they are

7

denoted by C{,C%, ... ,C’fw ! where now the subscript 1 in-
dicates the intermediate stage of the three-level method.
(These will typically be a subset of the configurations
that were generated on the coarse level.)

For each coarse configuration Cy, we anneal the fine
degrees of freedom of the system JF7 to arrive at the in-
termediate level and generate a random weight W1 (Cy)
with the property

~ &upi(Cr)

with a constant & independent of C;. (For the hard
spheres, we recall that particles are inserted preferentially
in regions close to large ones, this is illustrated in the top
row of Figure [5])

As before, we define W (C;) = Wy(C1)/&;. Again the
constant &7 is generally not known, so we define the self-
normalised weight

(W1(C1))

Wi (c)
= i Wa(c)

Wy (C) = (24)

which converges to W (CJ) as M; — oco. Then, the
estimator

My

A 1 o ;

A = i > i (C])A(C]) (25)
j=1

converges to (A); as My — oo. Similar to (14)), the joint
probability density 1 (Wy, F1 | C1) of the weight and fine
degrees of freedom at the intermediate level, defined by
the annealing process, fulfils

. . . . Ci. F
/W1/€1(W17]:1 | C1)dWy = bpCi /1) (26)
pc(Cr)
Hence, similar to we also obtain
1 & :
B = — % @(C])B(C, 7)) (27)
1

which converges to (B)r as My — oo.

3. Fine level

At the end of the intermediate level, we have M large-
particle configurations. For each configuration C{, the
process of annealing to the intermediate level also pro-
vided the weight w;(C{) and the small-particle config-
uration FJ. This information can be used to build a
set of configurations that are representative of p;. This
procedure is called resampling, its validity in this exam-
ple relies on the property of the annealing proce-
dure. This is the part of the method that is similar to
population-based sampling approaches such as SMC28 or



Figure 6. Visualisation of the resampling step. We start with
a population of weighted configurations (top row), where the
weighting is depicted by a star rating. The goal of the resam-
pling step is to randomly transform the weighted population
into an unweighted one that has, on average, the same empir-
ical distribution. We achieve this by duplicating large-weight
configurations and deleting small-weight configurations, yield-
ing an unweighted population of configurations (bottom row).

go-with-the-winners2Z. The idea is that one should focus
the effort of the annealing process onto coarse configura-
tions which are typical of the full system, and to discard
those which are atypical, see Fig. [6] for a visualisation of
this step.

We write X7 = (C/, F/) for the full configuration that
is obtained by the annealing procedure at the intermedi-
ate level. The resampled configurations will be denoted
by X3, X3, ..., XM, they are representative of the inter-
mediate level p;. There are M5 of them, and the subscript
2 indicates the final stage of the three-level method. The
simplest resampling method (multinomial resampling) is
that each Xj is obtained by copying one of the /'\?1] , cho-
sen at random with probability @, (C{). In applications,
one typically replaces this by a lower variance resampling
scheme like residual resampling, see Ref. 42 for a com-
parison of commonly used variants.

We then perform the second annealing step that starts
from an intermediate level configuration Xy = (Ca, F2)
and anneals the fine degrees of freedom from the interme-
diate to the fine level, yielding F» and a weight W (X3),
details are given in Appendix[A] For the hard sphere sys-
tem, this involves further insertion of small particles, to
fill the system and generate realistic configurations of the
full mixture. This procedure is shown in the bottom row
of Figure [f]

Since the starting point of the annealing procedure is
Xy, the joint probability density of the annealing pro-
cess ko(Wa, Fy | Xa) depends on both large and small
particles. Therefore, the analogue of requires an ad-
ditional average over the small particles of the starting

configuration:

/WQHQ(WQ,]:—Q | Ca, Fo)p1(Fa | Co)dWad Fy

&2pr (Ca, Fa)
= 2P T2) (o8
p1(Ca) (28)
for some constant &. Note that pi(F|C) =
pi(C,F)/pi(C). Similar to (23)), the weights W5 (X>) have
the property
_ &opr(Ca)

/<W2(C2772)>Jp1(f2 | Co)dFs = "G (29)

From here, we proceed as before. We define the nor-
malised weight W3(X;) = Wa(X2)/& and its self-
normalised estimate
Wa (X))
M2 13 .
1\%2 21:21 Wy (XQ)

Since the ij are representative of py, it follows from
that observables of the coarse system A can be estimated
as

by (X3) = (30)

Mo
R 1 A , ,
At = 32 S a4, (31)
j=1

which converges to (A)p as Mz — co. Similar to (I5), we
can also obtain a consistent FG estimates of observable
quantities B that depend both on coarse and fine degrees
of freedom by

Mo
A 1 R ) L
B = §TA ;wz(xg)B(cg,fg). (32)

Following the same variance reduction strategy as in
Section [[ITB] we can define a difference estimator of the
FG average, which is expected to have lower statistical
uncertainty: let

My

w:@;@mwgwa (33)
R IR < W j
AF =3 ; (wa(f) - 1) Ach). (39)
Then
A3ty = AF + Af- + A (35)

is a consistent estimator of (A)r, analogous to (18)).

4. General features of the three-level method

A few comments on the three-level method are in or-
der. First, there is a simple generalisation to four or more



levels by splitting the annealing procedure into more than
two stages. As such, the method is an example of a se-
quential Monte Carlo (SMC) algorithm (which is some-
times more descriptively referred to as sequential impor-
tance sampling and resampling “54345) * We note from
that the weights obtained from the annealing step
are random, this is not the standard situation in SMC but
similar ideas have been previously studied in Refs. [46-H49.
Combining an SMC algorithm with a difference estimate
as in has been investigated in Refs. 34136l

Second, we observe that the key distinction between
the two- and three-level algorithms is the resampling step
at the intermediate level. Without this, the three-level
method reduces to a simple two-level method with an ar-
bitrary stop in the middle of the annealing process. As
noted above, the resampling process is designed to par-
tially correct differences between the CG and FG models.
This relies on a good accuracy of the intermediate level
(otherwise the wrong configurations might be discarded,
which hinders numerical accuracy). On the other hand,
we note that for sufficiently large numbers of samples
My, My, M5, the method does provide accurate FG es-
timates, even if the CG and intermediate level models
are not extremely accurate. The distinction between the
different methods comes through the number of samples
that are required to obtain accurate FG results.

Third, note that the ideal situation for difference es-
timation is that the three terms in get successively
smaller. That is, the coarse estimate is already close
to (A)p, the intermediate-level estimate provides a large
part of the correction, and the fine-level correction is
small. In this case, it is natural to use a tapering strategy
where the number of samples used at each level decreases

My > My > M. (36)

This allows a fixed computational budget to be dis-
tributed evenly between the various levels, to minimise
the total error.

IV. CONSTRUCTION OF THE INTERMEDIATE LEVEL

As noted above, the intermediate probability distribu-
tion p; must be designed carefully, in order for the re-
sampling part of the three-level method to be effective.
We now describe how this is achieved for the hard sphere
mixture.

To motivate the intermediate level, recall Fig. [5] and
note that defining a suitable CG model is equivalent to
an estimate of the small-particle free energy in the final
(fully inserted) state. The physical idea of the interme-
diate level is that the free energy associated with the
first stage of insertion may be hard to estimate (because
of the complicated packing of the small particles around
the large ones), but the free energy difference associated
with the second stage should be easier (because it cor-
responds to insertion into large empty regions where the

packing of the small particles is similar to that of a homo-
geneous fluid, whose free energy can be estimated based
on analytic approximations). A combination of these
ideas yields an intermediate level that represents the big
particle statistics more accurately than the CG model.
Similar ideas have been considered before in multi-scale
simulation®®2 in particular the problem of estimating
the small-particle free energy has some similarities to es-
timation of solvation free energies (where the depletant
here plays the role of a solvent).

We start by analysing the small particles, so we fix the
large particles in some configuration C. The idea of the
intermediate level is to first insert small particles only
in a region close to the large particles C, and then use
this information to make the intermediate marginal dis-
tribution pr(C) match the FG marginal pr(C) as closely
as possible. The structure of the intermediate level is
depicted in the bottom row of Fig. [Ife), and an exam-
ple configuration is shown in Fig. |1{(d). We implement
this idea by introducing an effective (one-body) potential
that acts on the small particles. We first define

dist(r,C) = minN Ir — R;| (37)

Jj=1,...,

to be the distance from the point r to the nearest large
particle. Small-particle insertion is suppressed in regions
far from large particles by a potential energy term

UC,F)=)_ Ec(r) (38)
Jj=1
where
Ee(r) = e(dist(r,C)) (39)
and the function
O’ r << 5free7
5(7«) = { ssin? [%] , Ofree ST < Ofpee + 1, (40)
S, T > 5free +1

interpolates from zero (for small distances r) to the value
s at large r. This function acts as a smoothed out step
function, where dgee is the position of the step and [ its
width. In Figs. [I{e) and [5} areas where E¢(r) > 0 are
indicated by blued shaded regions, in which the insertion
of small particles is suppressed.

Then define a grand-canonical probability distribution
for the small particles in the partially-inserted (interme-
diate) system as

FUF | C) = = ersnUr@P)-UCF) (41

=1 [Ca NS]

This distribution is normalised as [ pr(F | C)dF = 1. It
depends on the three parameters s, dgee, [, as well as the
underlying parameters of the hard sphere mixture model.



The next step is to construct the weights W;(C). For
consistency with , we write the intermediate-level dis-
tribution in the form

pi(C,F) = Hie,uBNJrusnfUp(C,F)fU(C,}')f@CO”(C). (42)
=
As discussed above, the term ®°°™ should be designed so
that the respective coarse-particle marginals pr(C) and
pr(C) match as closely as possible. Using (4j19}141)), we
can show that a perfect match requires & (C) = ®°*(C)
with

EI[C7 .us]

O(C) =1
( ) 8 EF [Ca ,LLS]

— o, (43)

where ¢y is an irrelevant constant. Since the =Zs in
are partition functions, determination of ®°* re-
duces to computation of the free energy difference be-
tween the non-homogeneous small particle distributions
of the partially- and fully-inserted system. We now ex-
plain how ®°°™ is defined, as an approximation to ®*.

A. Square-gradient approximation of a non-homogeneous
hard sphere fluid

As a preliminary step for estimating ®*, we first con-
sider the grand potential ® for the small particles, in a
system with no large particles, where the small particles
feel an (arbitrary) smooth potential £ = £(r). The grand
potential of this system is

DIE; us) = —1og/e“S”—UF(va)—Z?ﬁ5<ff)df. (44)

where 0 indicates the large-particle configuration with no
particles at all (N = 0).

If £ varies slowly in space, a simple approach to this
integral is to assume that the system is locally the same
as a homogeneous system in equilibrium — similar to the
local density approximation®. In this case

BIE: ps] ~ /V p(us — £(r))dr (45)

where p is the pressure, expressed as a function of the
chemical potential.

However, this approximation is not sufficiently accu-
rate for the current application. To this end, we include
a correction to account for inhomogeneities, as a squared
gradient term: ®[E; ug] =~ P%U[E; ug] with

S ps] = /V p(us — £(r)) +alus — ()| VE(r) dr.

(46)
(Within a gradient expansion, this is the first correction
that is consistent with rotational and inversion symme-

try.)

®c[0; ps] — PelEc; ps]

(O

preifiuaie
®[0; ps] — @[Ee; ps]

——————— >

Figure 7. Illustration of the computation of ®°°**, which is
an estimate of the free energy difference ®* between panels
(a,b), see . As described in the text, this difference is
computed as a sum of three differences, using the integration
path (a,c,d,b). The free energy difference between (c,d) is
®[0; us] — P[Ec; us]. We make the approximation that the
differences between (a,c) and (d,b) are equal and opposite,
this should be accurate if the shaded blue regions in panel (a)
are well-separated in space from the large particles. Combin-
ing this assumption with the square gradient approximation
yields ®°°"*(C) in as a numerically tractable estimate
of @,

We show in Appendix [BT] that g can be estimated as

3n 02
a(w) = 27r0f’g 67(]2

S(ma)| . (47)
q=0
where S(u;q) is the structure factor of the small hard-
sphere system. For a numerical estimate of this ®%4, we
estimate the pressure p by the accurate equation of state
from Ref.[38, and g is estimated from using the struc-
ture factor from Ref. 54 A numerical example demon-
strating the accuracy of this second order approximation
for a non-homogeneous hard-sphere fluid can be found in

Appendix

B. Definition of ™

We are now in a position to approximate ®* in terms
of ®%4. This (analytical) calculation is illustrated in
Fig. [l We require an estimate of ®°*, which is the
free-energy difference between the partially-inserted and
fully-inserted systems in panels (a,b). This is achieved as
a sum of three free-energy differences. In the first step,
the large particles are removed and the small-particle
fluid is re-equilibrated, to fill up the remaining space,
leading to panel (c). Then, the confining potential U is
removed and the small particles fully inserted, leading to
(d). Finally, the large particles are re-inserted and the
small particles re-equilibrated again, leading to (b).

To make this precise, define ®¢[E; ug] as the grand po-
tential of the small particles in the potential £, where



the large particles are also included, with configuration
C. Then the desired free energy difference between panels
(a,b) is

D(C) = Pc[0; ps] — Pe[Ec; ps] (48)

where we took ¢y = 0.

From the definitions in Sec. [[VA] the free energy dif-
ference between panels (c,d) is ®[0; ug] — ®[Ec; p1s], from
. Our central approximation is that the free en-
ergy difference between panels (a,c) is (approximately)
equal and opposite to the difference between (d,b), be-
cause the local environment of the large particles is the
same in both cases. (The only differences are in regions
far from any large particles.) At this level of approxima-
tion, the free energy differences between (a,b) and (c,d)
are equal:

P*(C) ~ @[0; us] — P[Ec; ps] - (49)

Finally, the right hand side can be estimated by the
square gradient approximation , yielding ®**(C) =
deerr(C) with

O (C) = ®%U0; pg) — P Ec; ps] - (50)

Operation of the three-level method requires numeri-
cal estimates of this ®°°", which includes the integral in
. Moreover, its value is exponentiated when comput-
ing weight factors W, so these numerical estimates are
required to high accuracy. This is a non-trivial require-
ment because the integrand is constant on regions far
from the big particles, but it varies much more rapidly
when these particles are approached. In such situations,
adaptive quadrature schemes are appropriate: we use the
cuhre algorithm of the cuba library® which uses globally
adaptive subdivision to refine its approximations in the
relevant regions of space. Note however that while the
choice of the numerical integrator influences the interme-
diate level, small errors in estimation of this integral will
be corrected by the second annealing step, so such errors
do not affect the consistency of our numerical estimators.

Given this choice of ®°'*(C), the intermediate level
distribution p; of has been completely defined, al-
though it still depends on the three parameters dgee, S, [
that appear in the function e(r). We also note that given
the approximations made, it is not expected that this
pr is optimal (its marginal p;(C) does not match pr(C)
perfectly). The next subsection discusses the parameter
choices, and some possibilities for correction factors that
can be added to ®°°™, in order to address specific sources
of error.

C. Variants of the intermediate-level distribution

In fixing the parameters dgee, S,1, several considera-
tions are relevant. First, if s is too small or gee is too
large, the potential E¢ has little effect on the system and
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Figure 8. Estimated accuracy of the CG and the interme-

diate levels from the main text for the example from Section
[[TC] We show the difference between the respective CG and
intermediate level estimates and the true FG estimate for the
pair correlation function ¢(r) in (a) and the distribution of
big particles in (b). The FG estimates of these quantities of
interest are shown in Figure

the small particles are not restricted to be close to the
large ones. In this case p; ends up close to pr and there
is little benefit from the intermediate level. On the other
hand, the accuracy of ®°? is greatest when the gradi-
ent of the potential E¢ is small, this favours small s and
large [, dfree- In practice, it is also convenient if the two
annealing stages insert similar numbers of particles, so
that their computational costs are similar. For the ex-
ample system of Section [[TC] we will present results for
a suitable parameter set

(5free = 0.503, s = 4.4, = 3.50’3. (51)
We have also tested other values, a few comments are
given below.

We will consider several variants of the intermediate
level. We denote by p%l) the distribution defined by
(42l50), with parameters . Fig. [8| shows how the
quantities of interest differ between the CG and FG mod-
els, and the corresponding differences between the inter-
mediate level and the FG model. Here Ag(r) is the differ-
ence between g(r) for the FG model and the distribution
of interest (which is either the CG distribution pc or one
of the variants of the intermediate distribution). And
AP(N) is the corresponding difference in the probability
that the system has N large particles.

For the value of g(r) at contact, we see that the inter-

mediate level p%l) corrects around half of the deviation
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Figure 9. The layering of small particles (0s = 1) around

one big particle (g = 10) at volume fraction ng = 0.2. The
displayed pair correlation function gps(r) given the radius
from the centre of the big particle shows that small particles
form layers of higher and lower concentration that vanish with
increased distance from the big particle.

between CG and FG models. However, the probability
distribution of the N has the opposite situation, that the
intermediate level is less accurate than the CG model.
[This is partly attributable to the fact that Ay in Eq. @
has been chosen to make the CG model accurate.]

To explore the behaviour of the intermediate level, we
constructed two variants of p;. The aim is to understand

why pg) has inaccuracies, and to (partially) correct for
them. There are two main apximations in the inter-
49)

mediate level p%l): the first is (49) and the second is that
®[Ec, us] can be approximated by the square-gradient
approximation . The first approximation neglects a
significant physical phenomenon in these systems, which
is a layering effect of the small particles around the large
ones. This is illustrated in Fig. [0 by the radial distri-
bution function g%s between large and small particles
(measured in a system with a single large particle). One
sees that there is typically an excess of small particles
close to the large ones, followed by a deficit (ghg(r) < 1),
and a (weak) second layer.

For to be accurate, the intermediate level should
have enough small particles to capture this layering, so
that the particles being inserted in the second anneal-
ing stage are not strongly affected by the presence of
the large particles. However, computational efficiency
requires that dgee is not too large, so these layers are not
fully resolved at the intermediate level. To partially ac-
count for this effect, we make an ad hoc replacement of ug
in by an effective chemical potential fiay (r), which
is chosen such that the corresponding reservoir volume
fraction 7o (r) satisfies

lay

= r(r) = gps(dist(r,C)). (52)

s

In estimating the free energy of the small particles that
are inserted in the second level of annealing, this adjust-
ment to ®51 helps to counteract the error made in ,
leading to an updated potential ®°°™>2, The intermediate

level constructed in this way is denoted by p§2). The re-
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Figure 10. The error of the free energy prediction for 800 con-
figurations sampled from the coarse distribution pc, grouped
by their number of big particles. Each dot represents the
difference of an estimate of the predicted small-particle free
energy used in the intermediate level pf) against an estimate
of the full free energy. We correct for the noticeable trend in
the error with a linear ad-hoc correction term, displayed in
black.

sults of Fig. [8|show that this variant is (somewhat) more
accurate than p%l). However, the intermediate level still
tends to have a smaller number of large particles than
the full (FG) mixture.

To investigate this further, we took 800 representative
CG configurations. For each one, we estimate the error

associated with the approximation
APCOT — PeX _ (I)corr,Z (53)

Results are shown in Fig. [[0] One sees that the errors
are of order unity (note that ®°* itself is of order 10 so
this is a small relative error, see below); there is a sys-
tematic trend, that ®°°™2 underestimates ®°* when N
is large. To correct this error we introduce an additional
correction term to ®corr-2

(I’corr,S (C) — q)corr,2(c) + OécorrN (54)

and denote the intermediate level constructed in this way

by p%g).

A least squares fit to Fig. [10| suggests to take qcorr =
0.076; in practice this tends to over-correct the error in
com2(C) and we find better performance with a smaller
value

Oeorr = 0.058. (55)

However, the performance of the method depends only
weakly on the specific choice of acorr, this is discussed
in Appendix [C] For all following results, we define the

intermediate level p; = p§3) to use the potential ®+3,

D. Discussion of intermediate level

An important aspect of the three-level method is the

self-consistency of the general approach. The interme-

diate level variants p%l) and p%z) were constructed on a



purely theoretical basis. The corresponding results in
Fig.[§lindicated good performance, but that the distribu-
tion of IV had a systematic error. This error was quanti-
fied precisely in Fig. [I0] which enabled an improvement
to the intermediate level. In principle, this procedure
could be repeated to develop increasingly accurate vari-
ants of pr. That approach would be useful if (for exam-
ple) one wanted to consider increasingly large systems,
where the requirements for the accuracy of p; become
increasingly demanding.

One way to see the effect of system size is to note
that Fig. required the estimation of ®¢[E¢, us] and
®¢[0, us], whose values are of order 1 x 10*. Since the
free energies are exponentiated in the weights for resam-
pling, an absolute error of £1 is required on these free
energies, while their absolute values are extensive in the
system size. Hence one sees that accurate estimates of
the free energy are required: their relative error is re-
quired to be of the order of the inverse volume of the
system.

V. NUMERICAL TESTS

In this Section, we apply the three-level method to the
example from Section [[IC| using the intermediate level
from Section with the parameters defined in and
(55). The parameters and the annealing schedules are
chosen such that, on average, the first and second step
have the same computational effort, see Appendix [A] for
details.

It can be proven®? that the three-level method pro-
vides accurate results, in the limit where the population
sizes Mo, M1, My are all large. In particular, we expect

the estimators A" ,A%PA to all obey central limit theo-

rems (CLTs), the two-level estimators AF,AF,A behave
similarly. Detailed results are given in Sec. [VIl The im-
portant fact is that for large populations, the variances
of the estimators behave as

. 1

Var(A) ~ ME (56)
where M is the relevant population size and X is called
the asymptotic variance (it depends on the observable A
and on which specific estimator is used). In general, the
estimators may have a bias, which is also of order 1/M.
This means that the uncertainty in our numerical compu-
tations is dominated by the random error, whose typical
size is /X /M, and the mean squared error is given by

the variance MSE(A) = Var(A), to leading order.

This gives us an easy way to measure and compare the
performance of the different estimators. Suppose that we
require an estimate of A with a prescribed mean squared
error. The associated computational cost can be iden-
tified with the population size M, and is given by
as M ~ ©/MSE(A). Clearly, estimators with small ¥
should be preferred. In practice, we do not compare
computational costs at fixed error, instead we compare
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variances Var(A) at fixed M. For any two algorithms
(and assuming that M is large), the ratio of these vari-
ances approximates the ratio of the ¥’s, which can then
be interpreted as a ratio of computational costs (at fixed
MSE). Numerical results are presented in Sec. be-
low.

We note that the theoretical results for convergence
do not require that the coarse or intermediate levels are
accurate. However, one easily sees’® that serious inaccu-
racies in these levels lead to very large X. In such cases,
one may require prohibitively large populations to obtain
accurate results.

In this section, we demonstrate (for the example of
Sec. that we do not require very large populations
for the three-level method, and that the numerical re-
sults are consistent with . After that, we estimate
the asymptotic variances for the two-level and three-level
methods. We will find that introducing the third level
improves the numerical performance, corresponding to a
reduction in X.

To this end, we investigate the pair correlation g(r)
of the big particles. As seen in Figure a), the coarse
approximation of g(r) has a substantial error, especially
when two big particles are in contact. To quantify this
specific effect, we define the coordination number N,
which is the number of large particles within a distance
r1 of a given large particle. (For a given configuration,
this quantity is estimated as an average over the large
particles. We take r; =~ 10.730g to be the first minimum
of g(r) of the CG model.) For our example, the coordi-
nation number for the FG and CG systems are given by

(NJp ~1.61,  (N,)c ~ 1.56. (57)

A. Accuracy of method

To illustrate the reliable performance of the method,
we take a simple example with My = 4 x 10° and M; =
M5 (no tapering) and we focus on the difference esti-
mator A?I:“I,JA’ which we expect to be the most accurate.
The corresponding numerical estimate of g(r) is denoted
by §(r), binned using 40 equidistant bins at positions 7,
between r = 10 and r = 12. Figure [L1fa) shows esti-
mates of the difference between g(r) and its true value,
as the population size increases. (The FG result was es-
timated independently by the two-level method, using a
large value of My = 18000.) A population M of several
thousand is sufficient for an accuracy better than 0.5 in
each bin of g(r).

For smaller M5, fluctuations in the measured g(r) are
apparent in Figure a). To estimate their size, we de-
fine the error for a single run of the three-level method
by summing over the bins:

(error)? = Z lg(r;) — g(rj)|2. (58)
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Figure 11. Estimating the pair-correlation function g(r)

from Figure [3[a) with the two- and three-level method. (a)
The difference of three-level estimates §(r) with increasing
numbers M; = M, number of particles against a reference
value of g(r) which was computed with the two-level method.
(b) The error of the binned values in (a) as defined in (58).
The dotted black line displays the expected asymptotic Monte
Carlo convergence rate of M, 12,

Hence, one expects from that this error decays with
increasing population, proportional to My 1/2 Figure
[1T}(b) shows an estimate of (58], which is consistent with

this expected scaling.

B. Measurements of variances &

We now investigate whether the three-level method
does indeed improve on the performance of the (simpler)
two-level method of Refs [17] and [I8) The key question
is whether the resampling step is effective in focussing
the computational effort on the most important configu-
rations of the big particles.

We recall from above that removing the resampling
step from the three-level method leads to a two-level
method, where the annealing process is paused at the
intermediate level, and then restarted again. In order
to test the effect of resampling, we compare these two
schemes, keeping the other properties of the algorithm
constant, including the annealing schedule. (To test the
overall performance, one might also optimise separately
the annealing schedules for the two-level and three-level
algorithms, and compare the total computational time
for the two methods to obtain a result of fixed accuracy.
However, such an optimisation would be very challeng-
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ing, so instead we focus on the role of resampling.)

As a very simple quantity of interest, we take the co-
ordination number N.. We run the whole algorithm
Nyuns independent times and we estimate N, for each
run. This can be done using several different estimates
of N.. These are: (i) the two-level estimates Ar and
/Alp) A from ; (ii) the corresponding three-level es-
timates A3 and A3, of , in which we also vary
the ratio My : Mo, to see the efects of tapering.

All comparisons are done with a fixed total compu-
tational budget. We have chosen parameters such that
the first and second annealing stage have the same (av-
erage) computational cost. This means we need to hold
Mt = (M; 4+ Ms)/2 constant during tapering. The two-
level method takes Mg = Mt (because the single step of
annealing in the two-level method has the same cost as
the two annealing steps of the three-level method). For
the coarse level estimates A and A%L (which are used
in computation of Ap a and A%{“AL the CG computa-
tions are cheap so we take My = Mc = 6 x 10°. This
is large enough that the numerical errors on these coarse
estimates are negligible in comparison to the errors from
higher levels.

For each version of the algorithm, we measure the sam-
ple variance of the N,,,s estimates. Results are shown
in Figure [12] for Nyuns = 60 and Mt = 500. The error
bars are computed by the bootstrap method®®. It is use-
ful that the variance of all these estimators are expected
to be proportional 1/Mr: this means that reducing the
variance by a factor of « requires that the computational
effort is increased by the same factor. Hence the ratio of
variances of two estimators is a suitable estimate for the
ratio of their computational costs.

When carrying out these runs, each estimator was com-
puted by performing annealing on the same set of coarse
configurations, to ensure direct comparability. (More
precisely: we take a set of 700 representative configu-
rations which are used for the method with M7 : My =
7 : 3, other versions of the method used a subset of these
700.) In addition, it is possible to share some of the
annealing runs when computing the different estimators
(while always keeping the 60 different runs completely
independent). This freedom was exploited as far as pos-
sible, which reduces the total computational effort. How-
ever, it does mean that the calculations of the different
estimators are not at all independent of each other.

C. Performance: discussion

All three-level estimators have a reduced standard de-
viation compared to their two-level equivalents, demon-
strating the usefulness of the intermediate resampling
step. In all cases, the difference estimate outperforms
its equivalent final-level estimate; this effect is stronger
for the three-level estimate, providing evidence that the
intermediate stop additionally improves the quality of the
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Figure 12. The sample variance of Nyuyns = 60 independent

estimates of the coordination number N.. We compare re-
sults using a two-level method as well as three-level methods,
with and without tapering. Further, we give the results for
the final-level (left) and difference (right) variants of the es-
timator. The error bars are computed via bootstrap; their
interpretation is however not obvious as the different estima-
tors are highly correlated, see the main text.

control variate in the difference estimates.

The effect of introducing tapering from M; = 600 to
My = 400 is difficult to assess, given the statistical un-
certainties in this example. The variance of the tapered
final-level estimator is very close to the non-tapered one,
despite averaging over fewer configurations. This is pos-
sible since we start with more samples in the CG model
which improves the sampling at the intermediate step,
where we then resample to keep relevant configurations.
As the results for the 700 to 300 tapering shows, the
tapering rate needs to be chosen carefully as a too ag-
gressive rate can decrease the performance quickly.

Overall, the numerical tests in this section provide
strong evidence of the benefit of the intermediate resam-
pling. For our example, switching from a two-level to a
three-level difference estimator substantially reduces the
variance, from around 0.0029 for the two-level method to
0.0016 at a fixed computational budget. As discussed just
below , the ratio of these numbers can be interpreted
as the ratio of costs for the two- and three-level method:
the conclusion for this case is that including the interme-
diate level reduces the cost by approximately 45%. This
demonstrates a significant speedup in this specific case,
which provides a proof-of-principle of the approach.

VI. CONVERGENCE OF THE MULTILEVEL METHOD

In Section [V} we have seen that the three-level method
outperforms the two-level method in numerical tests,
both for the final-level as well as the difference version
of the estimator. In this section, we provide convergence
results for both algorithms, and compare their asymp-
totic performance as the number of configurations goes
to infinity.

The proof is general, but it does require some as-
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sumptions on the models of interest. First, for every
allowed CG configuration (that is, configurations C with
pc(C) > 0), we assume that the quantity of interest A
is bounded. Also, the probability density pc(C) must
be non-zero whenever p;(C) is non-zero, and similarly
p1(C, F) must be non-zero whenever pg(C, F) is non-zero.

A. Two-level method

The two-level method has been previously analysed in
Ref.[18. We summarise its key properties. It was noted in
Sec. that Ap — (A)r as My — oo (specifically, this
is convergence in probability®?). We also expect a CLT
for this quantity: as in Eq. 56 the distribution of the
error (Ap — (A)p) converges to a Gaussian with mean
zero, and variance Yy/Mp. We will derive a formula
for this variance, which will be compared later with the
corresponding quantity for the three-level model.

For compact notation, it is convenient to define the
recentred quantity of interest

A(C) = A(C) — (A)r. (59)

A significant contribution to X comes from the random-
ness of the annealing procedure, this can be quantified as

v(C) = Vary [W“(Cﬂ (60)

where the variance is again with respect to the annealing
procedure (from coarse to fine). Then, following Ref. [I8]
it can be shown that

Sk = (A7(C)*[w(C)* +v(C)])c (61)

where w(C) = (W™(C))5 = pr(C)/pc(C), so one identifies
w(C)? + v(C) as the mean square weight obtained from
the annealing procedure. Similarly, the estimator A that
appears in the difference estimate Ap A also obeys a CLT,

with variance Var(A) = g A /My, where

Era = (A0 [w(C)? +v(0) ~1])_
+ Varg(A) — Varp(A). (62)

As discussed in Ref. [18] if the computational cost of the
coarse model is low then Mc can be taken large enough
that the variance of the coarse estimator Ac is negligi-
ble, in which case implies Var(Ap a) ~ Var(A), and
hence

A 1
Var(ARA) ~ VFEF’A . (63)

Comparing and — which give the variances
of Ap and AF,A respectively — the term v(C) in is
replaced by by v(C)—1 in (62), which reduces the variance
of the estimator. We expect in general that Varc(A) and
Varp(A) should be similar in magnitude, in which case
these terms in should have little effect. Hence one
expects that the estimator AF A has lower variance than

Ap. This is consistent with the results of Fig.



B. Three-level method

The results are based on the property that each
estimator is a sum of (nearly) independent random vari-
ables, which means that we can immediately apply stan-
dard Monte Carlo convergence results®. This is not pos-
sible for the three-level method, since the resampling step
correlates the configurations. This makes the analysis of
SMC-type algorithms challenging, but widely applicable
results are available?#289  The three-level method in
Section [[TIC] is an implementation of a random-weight
SMC method which has been analysed in Ref. [49

To analyse the variance of the three-level method, we
require results analogous to , which depend on the
mean square weights associated with the annealing pro-
cedure. To this end, define the average of the final level
weight

wy(Xp) = (WE(X2))s (64)

which fulfils . Similar to , the variance of this
weight is

UQ(XQ) = VarJ [VAVQH(XQ)} . (65)

The averages in these equations are with respect to the
second annealing step (from intermediate to fine level),
starting at configuration X5, see Sec.

For the contribution to the asymptotic variance of the
first annealing step, it is important to consider a product
of weight factors: W (Cy)wz(X}). The first factor in this
product is the random weight VV{‘ that is obtained by an-
nealing from the coarse to the intermediate level, leading
to the intermediate configuration is X; = (Cy, F1). The
second factor is the averaged weight wy(X;) from
associated with the second (subsequent) annealing step.
Combining and , the average of the product is

(WP (Cwa(X1))y = pr(C1)/pc(Cr) = w(C1)  (66)
and the corresponding variance is
vl(Cl) = VarJ [Wf(Cﬁwg(i}l)] . (67)

Hence w(C1)? + v1(C1) is the mean square value of
WP(C1)wa(X;) with respect to the the annealing process:
this turns out to be a relevant quantity for the asymptotic
variance.

The number of configurations M7, My can be varied
between steps of the three-level method. We formulate
the asymptotic variance in the average number of config-
urations

My = S(My + M), (68)

If the two annealing steps have comparable cost, we can
then directly compare the variances for different tapering
rates at fixed Mr. Define also

M, o Mo
C = —— CcC = —C = .
2Mr

(69)
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Then, a direct application of Theorem 2.1 of Ref. |49 gives
a CLT for A3L: for large Mt we have

~ 1 .
Var(A%L) ~ VTE%L (70)
with asymptotic variance
3L _ 1 oan 1 ar
Y= ?CEFJ + %ZF,Q (71)

with
S = (40’ [w(@ +u(©)]), -
i = (402 [wa(@)? +w()]) . (72)

The physical interpretation of these formulae will be dis-
cussed in the next subsection.

Computing the asymptotic variance of the three-level
difference estimator A3L, is more difficult, since it in-
volves difference of non—%rivially correlated samples. For
some examples of multilevel difference estimators, upper
bounds on the asymptotic variance have been developed
in Refs. 35/ and [36. A detailed analysis of these bounds
in the context of our algorithm is beyond the scope of
this paper.

C. Discussion of CLTs

To understand the differences between the two- and
three-level method, we compare the asymptotic variances
of their corresponding final level estimators X in
and X3 in (71)). The variance of the three-level method
has two contributions E?ﬁ“}ﬁ and X3%; they are the vari-
ances of two-level methods from the coarse to the fine
model and the intermediate to the fine model, respec-
tively. The first term E%I,‘l is therefore directly related
to X, where the variance of the importance weight v(C)
has been replaced by v1(C).

In order to make quantitative comparisons, we again
consider the three-level method without intermediate re-
sampling. As discussed in Sec. [VB] this is a two-level
method with a specific annealing process that consists
of the concatenation of the two annealing processes of
the three-level method. For the concatenated annealing
process, we have

W (C) = Wi (C)W3 (), (73)

where X = (C,F) is generated by the first annealing
stage. This means that

0(C) = Vary [WR(C)W (X)), (74)

where the variance is now over the randomness of both
annealing processes. Comparing ([74]) to @, we see



that v1(C) computes the variance of the same impor-
tance weight, but after averaging over the second anneal-
ing stage in (64). We can apply Jensen’s inequality™ to
show that

v(C) > v1(C). (75)
By definitions , this directly implies
i < Zp. (76)

For the case without tapering ¢ = 1/2, the three-level
method therefore trades a reduction in the variance of
the importance weights from coarse to fine in %'y for

the addition of a term Z%LQ that corresponds to the vari-
ance of a two-level method going from the intermediate
to the fine level. The possibility of tapering, i.e. ¢ # 1/2,
further allows us to optimise the distribution of compu-
tation effort between the two stages, which is particularly
useful if 23k, < B35 .

For our zipplicatfon to hard sphere mixture example
in Sec. [[TC] the annealing process is computationally ex-
pensive and the resulting weights are noisy. We are there-
fore in the situation where the variance v(C) contributes
substantially to the overall variance, and where we have
constructed an intermediate in Sec. [[V]that improves on
the CG model. Following the discussion above, this is
the setting where we expect the three-level method to
improve upon a two-level method, which is confirmed by
the numerical results in Sec. [Vl Further discussion of the
effect of resampling on random-weight SMC methods can
be found in Ref. [49.

VIl. CONCLUSIONS

We have introduced a three- and multilevel exten-
sion of the two-level simulation method first discussed
in Ref. [181 We have applied this method to a highly
size-asymmetric binary hard-sphere system. As shown in
the numerical test in Section [V] and theoretical results in
Section [V the introduction of intermediate resampling
that distinguishes the two- from the three-level method
can lead to substantial improvements in performance by
reducing the variance in importance weights and by al-
lowing efficient allocation of resources between levels via
tapering.

A. Hard sphere model

In the application to binary hard-sphere systems, the
introduction of an intermediate level required us to con-
struct a semi-analytic estimate of the free energy of a
system with partially inserted small particles. For this,
we have combined a highly accurate square-gradient the-
ory with pre-computed ad hoc corrections, yielding an
intermediate level that substantially improves the accu-
racy of the investigated quantities of interest compared
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to the initial coarse level. Furthermore as we show in
Appendix[C] the three-level method appears robust with
respect to slight deviations of the intermediate level.

Compared to our numerical example, Ref. [I7| applied
the two-level method to larger and more dense systems
than considered here, to investigate the critical point of
demixing. This was achieved by replacing the two-body
CG model with RED potential used in this publication
by a highly accurate two- and three-body potential. The
computation of accurate effective potentials entails a sub-
stantial upfront computational cost (compared to our
construction of the intermediate level), but for the hard
sphere mixtures this results in a CG level that is more
accurate than our intermediate level. Despite the chal-
lenges of keeping the variance of the importance weights
under control for large systems, this turned out to be
more efficient overall.

B. Design principles for other potential applications

We have emphasised throughout that our three-level
modelling approach is generally applicable, whenever a
suitable intermediate level can be constructed. We can
identify two main scenarios where this might be at-
tempted. The first scenario is illustrated by the binary
hard sphere mixture, which is a two-scale system by con-
struction (there are two species). In this situation, there
is no obvious intermediate level, and a careful construc-
tion is required, to design one. Our results show that this
strategy is possible — it is worthwhile in this example be-
cause the system is very challenging to characterise by
other methods, so the effort of constructing the interme-
diate level is worthwhile.

The second scenario — where we may expect a mul-
tilevel method to be particularly useful — is that a
multi-scale system admits a true hierarchy of coarse-
grainings, such as a system of long-chain polymers. We
can coarse-grain a polymer chain by representing groups
of monomers by their centre of masses, with suitable
effective interactions®’. By varying the number of
monomers per group, we get a hierarchy of CG mod-
els that could be targeted by a multilevel method. For
such methods to be efficient in such a scenario, we re-
quire high accuracy of the CG models, and an efficient
annealing process to introduce the finer degrees of free-
dom analogous to the introduction of the small spheres
in the hard sphere mixture. Fulfilling these requirements
is still challenging, and requires considerable physical in-
sight about the specific polymer system of interest, but
the hierarchical structure of the system hints that a suit-
able method might be fruitfully extended to more than
three levels, with commensurately increased performance
gains.

In both scenarios, careful thought is required to apply
the three-level (or multi-level) methods: our approach
is far from being a black-box method. Still, the results
presented here show that it can be applied in a practical



(challenging) computational problem.

A separate limitation of multilevel methods is that the
population of unique coarse configurations is fixed from
the start, and reduces with each subsequent resampling
step. This is closely related to the sample depletion effect
commonly observed effect in particle filtering, and SMC
methods in general?”61. For the multilevel method, we
can address this by following each resampling step with
a number of MCMC steps, to decorrelate duplicated con-
figurations and further explore the system at the current
level of coarse-graining®. While such an approach is not
feasible for the hard-sphere system where intermediate
MCMC is limited by the cost of computing the required
approximations, we expect this to be beneficial for exam-
ple whenever intermediate physical systems are described
in terms of effective, few-body interactions.

We end with a comment on the implementation of
these methods. The introduction of intermediate levels
increases the complexity of the code required to simulate
the systems. It requires adding an intermediate stage to
the annealing process and computing the required inte-
grals, see Sec. [[V] Additionally, when implementing the
algorithm for the use on compute clusters, the resampling
step requires the communication between all nodes. How-
ever, we emphasise that while these extra steps require
some extra programming, none of the additional steps of
the three-level method have added significant computa-
tional cost in our example.

To conclude, our results show that the multilevel
method can effectively make use of intermediate levels
when available, leading to improvements in performance
at fixed computational cost. We look forward to fur-
ther applications of multilevel methods in physical simu-
lations.
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Appendix A: Ensemble definitions, and estimation of partition
functions

1. Grand canonical ensemble

We define the grand canonical ensemble of the hard
sphere mixture discussed in Section[[Il Recall that kgT =
1. For the system of interest, the equilibrium average of
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a quantity of interest A(C) in is defined as

erBN+psn

E Z Z nINIO.?)N ?m

N=0n=

X /A(C)e_UF(C’F)dR1~~-dRNdr1"'rn’ (A1)

where each particle position is integrated over the peri-
odic domain [0, L]3. For ease of notation, we introduce
the integration measures dC,dF that include the pref-
actors accounting for the indistinguishability of particles
that appear in , which then becomes

(Ayp = — [ A(C)erN+rsn=Ur(€F)qcq F,

=F
consistent with (Llf3). By definition, we require that pg
is normalised as [ pp(C, F)dCdF = 1, so we have

(A2)

eMB N+psn

=F Z Z n'N'a?’N Bn

N=0n=0

% /e—UF(Cv}-)de...dRNdr1-~-rn. (A3)

The relevant quantities of the CG model (A)¢ are defined
analogously.

2. Estimation of the partition function

The implementation of the two- and three-level meth-
ods requires the computation of the small-particle par-
tition function that appear in the importance weights.
We use a method based on Jarzynski’s equality““*2 that
yields an unbiased estimator, see also Ref. [I8 In the
statistics literature, this is also known as Annealed Im-
portance Sampling??. We first give a short summary of
the method in App. and then discuss how the an-
nealing processes are implemented for the two- and three-
level method in App.[A2D] The parameters used for the
numerical tests are given in App.

a. Theoretical details

We derive an annealing process that inserts the small
particles F for a fixed big particle configuration C. This
process produces weighted configurations that correctly
characterise the FG distribution. We closely follow the
results from Appendix A of Ref. [I8], see also Refs. 20
22, and 62l

Let ps(C, F) and p.(C,F) be two probability distribu-
tions for the FG model of the form

¢2a(CF),

Pa(C,F) = a € {s,e}. (A4)

S

The corresponding marginal distributions are p,(C) =
[ pa(C, F)dF. The distributions ps, pe are the start and



end point of an annealing process, with a sequence of
intermediate distributions

1
pe(C,F) = ?e(bk(c’]:), k=0,...,K,
E

(A5)

where pg = ps and px = pe.

Let C be a sample from pg(C): this configuration re-
mains fixed during the annealing process. We anneal
the small particles, as follows: first sample an initial
small particle configuration F from ps(F | C), the condi-
tional distribution of ps. This distribution is pg so write
Fo = F and set kK = 1: then apply a sequence of MC
steps with transition kernel gc p(Fr—1 — Fi) that is
in detailed balance with the small particle distribution
pe(F | C). Tterate this process for k = 1,..., K — 1:
this yields a sequence of small-particle configurations
(Fo, Fi,-.-,Fr—1). The big-particle configuration C
stays fixed throughout this process.

The relevant results of this procedure are the final
small-particle configuration 7 = Fx_; and an anneal-
ing weight

Wy = e et [Br(C. Frm1) =Pk —1(C.F—1)] (A6)
Given the initial coarse configuration (C,F), the MC
steps define a probability distribution over the weight
W and the final small particle configuration F, which
we denote by

K(Wa, F | C,F). (A7)

Given the initial configuration (C,F), averages with re-
spect to the annealing process are denoted by (- );.

We now show that this annealing process produces
weighted samples of p., up to a constant. More specifi-
cally:

/WAK(WA,ﬁ | C, F)ps(F | C)dWadF

ps(C)

This implies that averaging over the start distribution pg
and the annealing process yields

[1]

|

(WAB(C. F))s, = Z(B(C. F))y.

—s

(A9)

for any function B = B(C,F), which may depend on
both big and small particles.

To show ([A8)), we compute the average over the an-
nealing process explicitly

/ Wak(Wa, F | €, F)ps(F | C)dWadF
K—1

- /ez;;<<1>k<c,fk71>f<1>k71<c,fm>> I1 ex(Fer = 7o)
k=1

X ps(]:O | C)d]:o e d]:K_Q. (AIO)
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By rearranging the factors in the exponential, the right-

hand side of (A10) becomes

K-1

/ H Gei(Fr—1 — F)ePrCFr-1)=2x(C.7%)
k=1

« @ FrPelF0 ] 0) dFo -+ dFx_a.

eéﬂ(cuf()) (All)

Detailed balance of the Markov kernels g¢ ; implies

qek(Fr1 — Fp)ePrCFr-)=®u(CT0) — g0 0 (F — Fiy),

(A12)
and by definition
o, Fx ) Ps(Fo|C) _ Eepe(C, Fx-1)
e K K ‘ecpo(c’}-o) - ES ps(C) (A13)
Using (A12)) and (A13]), Eq. [A1]1]simplifies to
K-1
/ T e (Fi = Fer)dFo - dFx_s
k=1
Ze pe(cv«FK—l)
X ——————=. (Al4
= w0 o M

Since qe x(Fr — Fi—1) is a normalised probability den-
sity for Fi_1, we can perform the integrals in (A14) one
by one, yielding (AS§]).

b. Application to the two- and three-level method

This section describes the details of the annealing pro-
cesses used in the two- and three-level method. We first
discuss its implementation for the two-level method, be-
fore showing how to split this process into two stages for
the three-level method.

The two-level method starts with samples C of the CG
model pc. We describe the annealing process'® which
produces a weight W(C) and small particle configuration
F that fulfils . Since we have no initial small parti-
cle distribution, we cannot directly apply the results of
App.[A 28] and need to proceed in two steps. Let

Pus(F 1C) =pr(F|C) = etsn=Ur(CF)(A15)

E[C, us]

be the distribution of small particles around a fixed big-
particle configuration C, where we now explicitly note the
dependence on the small particle chemical potential ps.
Computing the unnormalised importance weight W (C)
from requires an estimate of the partition function
of the small particles Z[C, ug]. For a system with a small
value of the chemical potential g < pg, we can directly
estimate this quantity

1

ElC ol = 573

(A16)



as it is the reciprocal probability of having zero small
particles in a system with fixed C. For small enough puy,
this value is close to 1 and can be estimated quickly by
a GCMC simulation that decorrelates quickly due to the
low density of small particles. Since we can compute this
value to a very low variance at negligible cost, we consider
our estimate of Z[C, po] it to be exact and we neglect the
influence of its fluctuations on the overall variance of the
method. Furthermore, we assume that we can generate
samples from the low chemical potential distribution of
small particles p,,, (F | C).

Starting with a sample F of the initial small particle
distribution p,, (F | C), we can now apply steps of the
annealing process defined in the previous section. We
define the steps of the annealing process by slowly in-
creasing the chemical potential of the small particles g
in K + 1 steps, from pg to ux = ps while keeping the
CG distribution fixed. More specifically, we simulate an
annealing process for the sequence of probability distri-
butions

po,us (CF) =pc(C)pu, (F|1C), k=0,...,K, (Al7)

yielding an annealing weight Wy and a fine-particle con-
figuration F as described previously.
Averaging over the initial distribution of small particles

and the annealing process and using (A8IA15[A17)) yields

/ Wak(Wa, F | C, Flpus (F | C)dWadF

- iﬁjj’g}mﬁ €). (Al8)

Combining this with , we have
E[/’LS7 C]

mpF(]} | C) =

Zp pr(C, F) e7Ue©
Ec pC(C) E[:U’Oac]

Thus, we scale the weight that is produced by the an-
nealing process

W(C) = E[po, CleVe©OW,. (A20)

For this weight, the annealing process fulfils when we
include the sampling from the distribution of the initial
small particles F ~ p,,(F | C) as part of the annealing
process.

For the three-level method, we split the annealing pro-
cess discussed above into two consecutive steps. The
first part follows exactly the same steps as above, where
the annealing process increases the chemical potential p
from a small value 9 to pg. The only difference is that
we include the potential U of the intermediate distribu-

tion: in place of (A15) we have
Pus(F | C) = pi(F | C)

so that small particle insertion is suppressed in regions
far from large particles. As before, the annealing pro-
cess results in a (scaled) weight W;(C) and small particle

configuration F; that now fulfils .

(A19)

(A21)
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For the second step of the three-level method, we need
to define an annealing process that fulfils . We start
with a sample Xy = (Ca, F2) from the intermediate level
pr- Since this configuration already contains small par-
ticles, we can directly apply the results of App. to
anneal from pi(C, F) to pp(C,F). This is achieved by
a sequence of intermediate annealing distributions that
increase the parameter ¢ of the potential , so that
the volume available to the small particles is slowly in-
creased. This is done in K + 1 steps from the parameter
J0 = Oree (the intermediate level) to a final value

0r = maxdist(r, Ca), (A22)

at which point the suppression potential does not affect
any point in the domain. Then, the intermediate level
with dx corresponds to the fine-level distribution, up to
the correction factor e®eorr(€) in that only depends
on the big particles. Following from , this annealing
process with scaled weight WQ(C) = Wae Peor(©) and
final small particle configuration F> fulfils the property

9).

c. Annealing schedules for simulations

The importance weights produced by the annealing
process are unbiased, and this feature is independent of
the details of the annealing schedules. In this sense, the
algorithm is valid for any schedule. However, the variance
of the computed importance weights depends strongly on
the choice of schedule.

The initial chemical potential o is chosen such in a
system with no big particles, there would be an average
of ng = 0.01 small particles present, that is the initial
reservoir volume fraction is 1%, = 0.01/L3.

For the first stage annealing process, we increase the
chemical potential in steps Apuy such that the aver-
age change in the number of small particles would be
o0n = 0.2, in a system where no big particles were
present. For the second stage, we increase 0 in fixed
steps Adg = 0s/20000. In both cases, we run one GCMC
sweep between each step.

To compute accurate FG reference results, used for ex-
ample in Figs. [4 and we apply the two-level method
using the same annealing strategy as for the first stage of
the three-level method but with 7, = 0.05, for increased
accuracy. Note that for the numerical tests in Figs.
and [I5]that directly compare the performance of the two-
and three-level method, the two-level method uses the
same annealing schedule as the three-level method out-
lined above. The only difference is the lack of resampling.



Appendix B: Details of the intermediate level

1. Perturbative approximation of non-homogeneous
hard-sphere fluid

This section derives of the main text. To this end,
consider a homogeneous hard sphere fluid at chemical
potential i and add a perturbing potential

E(r) =asin(q-r) (B1)
in . In a finite periodic system then g should be a
reciprocal lattice vector. We aim to estimate the free en-
ergy difference between the perturbed and homogeneous
system. For this, we follow the steps of the local density
approximation discussed in Ref.[53| see also Chapter 6 of
63l We approximate this difference as

SO[E] = D — D[E]
~ [bl = &) ~pla) + gl - O)IVEPdr. (B2)

To compute g, we need to investigate both sides of equa-
tion . Starting with the right-hand side, we assume
that g is smooth, therefore we can approximate it for
small a by a constant g(u — £) = g(u). To compute
the integral of the pressure difference in , we expand
around p

/ p(i—€) — p(yr)dr

= [ v e + Eewrar + o)
Vv

= 0% () + 0% (B3)
and integrate the gradient correction term
[ stiverar = ag) [ cosla-var
= Lag(u). (B4)

Overall, we obtain

/ p(u— ) — p() + gl — €)|VEPdr
~ gaQ (ng(u) + ;W’(M) . (Bp)

To investigate the left-hand side of , we look at
perturbations of the free energy in the limit of small a.
We can express the derivatives of the free energy in a as
equilibrium averages of the perturbed system. For a = 0,

P a0, (B6)
T (leal®),. (87)
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with pg = Z?Zl sin(q - r;). The first average is zero by
translational invariance. For the second average, use that
(Ipgl®) = (n)uS(p;q)/2 where S(u;q) is the structure
factor of the fluid® at chemical potential p. So
n 3
= g sg) = —

92 P|€] v
5z~ 3 = @ns(u,q)

(B8)
Now differentiate (B2) twice with respect to a, yielding

Benstua) v |+ 00| @9

TOY 2

where the left hand side used (B8] and the right hand

side was approximated with (B5)) before differentiating.
Finally, differentiate with respect to ¢ and send |q| —

0: we can identify the second order term of the square-

gradient approximation as

_ 3 &
- 270% Og?

o(p)

Swa)| . (B10)

q=0

which is .

2. Accuracy of the square-gradient approximation

The intermediate level that is constructed in Section
relies on the approximation for the free energy of
a non-homogeneous hard-sphere fluid. This section dis-
cusses the accuracy of this approximation for a system
that only contains small particles, in an external poten-
tial.

We consider a grand-canonical ensemble of small hard-
spheres (0g = 1) in a periodic box V = [0, L]? of length
L = 100g without any big particles. We perturb this
system by a one-dimensional cosine potential with m pe-

riods
2mm 41
10 T .

We apply this potential to the first component r; of the
small particle positions r = (r1,72,7r3). The potential
Em.cos has a fixed maximal strength of 4. We vary the
steepness of the potential by varying the number of peri-
ods of the cosine m = 1, 2, 3; as m increases, the potential
changes more rapidly. We expect this to make our ap-
proximations increasingly inaccurate, as it is constructed
under the assumption that the derivatives of the external
potential are small.

We have computed the predicted free energy (46) in
this system, as well as the cruder approximation (45]),
which lacks the square gradient approximation. We com-
pare these values with the true free energy, computed via
thermodynamic integration, and investigate the depen-
dence of the accuracy of the approximation on the small
particle volume fraction ng and the steepness of the exter-
nal potential. The result of this computation are shown
in Figure

Emycos(T) = 2 {cos ( (B11)
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Figure 13. A numerical test of the approximation accuracy of the square-gradient method for computing free energies of

non-homogeneous hard-sphere fluids. (a) The free energy ® of the hard-sphere fluid described in Appendix with a cosine
potential with 1,2, and 3 periods within the simulation box as a function of the volume fraction 7. (b,c,d) The difference
between the free energy and its pressure integral approximation in for a cosine potential with one (b), two (c¢) or three (d)
periods, with (solid line) and without (dashed lines) the square-gradient term.

Figure [13{(a) shows that the absolute value of the free
energy depends weakly on the number of periods m in
the external potential. As expected, the error of the ap-
proximation methods increases substantially in Figures
113(b)—(d), as the number of periods m increases, as does
the steepness of the cosine potential &, cos . The absolute
prediction error also increases in the volume fraction 7ng.
For all m considered here, the square-gradient method
substantially outperforms the prediction . For
m = 1, where the external potential varies the slow-
est, the square-gradient approximation is nearly exact,
which confirms the accuracy of the square-gradient fac-
tor g = g(p) in Appendix In addition to the in-
creasing error on increasing m, the relative improvement
of the square-gradient method over the simple approxi-
mation decreases. This indicates that higher order terms
in the derivative of the potential start to become more
important.

The choice of the 1d cosine potential &, cos here is
motivated by the use of a half-period of the cosine to
introduce the suppression potential in the construction
of the intermediate level in Section [Vl For the numerical
examples in Section [V] the suppression potential has a
(half-period) length of | = 3.5 and a maximal strength of
s = 4.4. In terms of the maximal squared gradient that
appears in this potential, it lies between the cases m =
1 and m = 2. This indicates that our square-gradient
approximation is appropriate for the use of predicting
the free energy of the partially inserted system in the
binary hard-sphere example.

Appendix C: Influence of the ad hoc correction factor

The construction of the intermediate level in Section
[Vlincluded an ad hoc correction term that was identified
using preliminary computations. In this section, we take
another look at this parameter and discuss its importance
for the performance of the three-level method. For this,
we consider four values for the correction factor

eorr € {0,0.04,0.058,0.076} (C1)
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Figure 14. The difference between the estimates at the in-

termediate and final level for (a) the pair correlation function
g(r) and (b) the distribution of the number of big particles
for different values of the ad-hoc correction factor acorr.

between acorr = 0 (no ad hoc correction, which means

pr = p%z)), and Qcorr = 0.076 (corresponding to a linear
least-square fit to the weights in Figure . The effect
of the choice of correction factor is displayed in Figure[14]
where we show the differences between the intermediate
levels and the FG estimate for the two quantities of in-
terest (see Figure [3| for their FG averages). The ad-hoc
correction has a noticeable influence on the quantities of
interest, especially for the pair correlation function g(r)
when the two particles are almost touching (r ~ 10).
This is in the relevant region for the coordination num-
ber N, which was measured as part of the performance
test in Section

~
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Figure 15. The sample variance of 60 independent estimates
of the coordination number N., for different values of the ad
hoc correction factor acorr (see also Figure )

To determine how much the three-level method de-
pends on q.q,r, we repeated this performance test for the
different values in . The measured sample variances
for Niuns = 60 independent realisations of the estimators
are shown in Figure [I5] As before, the results for dif-
ferent aeory are highly correlated, because they share the
same configurations. The (bootstrap) standard errors of
the values in Figure[I5|are comparable to the ones shown
in Figure[T2} the same caveats apply and we have omitted
them here for clarity of presentation.

The main takeaway from Figure [If]is that for our ex-
ample, the three-level estimators without tapering out-
perform the corresponding two-level estimators, indepen-
dent of the choice of aiorr. That is, the method appears
to be robust with respect to modifications of the interme-
diate level, even if the mean quantity of interest differs
significantly between intermediate distributions.

Given the low number of samples, the exact variance
figures should not be over-interpreted. Nevertheless, the
trends in Figure illustrate two aspects of the SMC
methodology that are relevant to applications. First, the
details of the intermediate level become more important
when we increase the tapering rate, as one can for ex-
ample see by comparing the four different values for the
final-level estimator A3L without tapering and with 7 : 3
tapering. Secondly, this effect is dampened for the differ-
ence estimators. The general robustness of the difference
estimator in the example considered here supports our
assertion that for appropriately defined levels, it should
be the preferred estimator when applying the three-level
method in practice.
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