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We extend the concept of dual unitary quantum gates [Phys. Rev. Lett. 123, 210601 (2019)] to
quantum lattice models in 2 + 1 dimensions, by introducing and studying ternary unitary four-
particle gates, which are unitary in time and both spatial dimensions. When used as building
blocks of lattice models with periodic boundary conditions in time and space (corresponding to
infinite temperature states), dynamical correlation functions exhibit a light-ray structure. We also
generalize solvable MPS [Phys. Rev. B 101, 094304 (2020)] to two spatial dimensions with cylindrical
boundary conditions, by showing that the analogous solvable PEPS can be identified with matrix
product unitaries. In the resulting tensor network for evaluating equal-time correlation functions,
the bulk ternary unitary gates cancel out. We delineate and implement a numerical algorithm for
computing such correlations by contracting the remaining tensors.

Introduction. Dual unitary gates are special two-
particle gates which are unitary both in time and space
direction, forming the building blocks of a class of quan-
tum lattice models in 1+1 dimensions for which an exact
evaluation of correlation functions is feasible [1]. Here
we generalize this framework to two spatial dimensions,
which are known for phenomena that do not exist in one
dimension, like anyons [2, 3]. Specifically, we construct
and analyze four-particle gates which are unitary in time
and along both spatial dimensions, denoted “ternary uni-
tary” gates. We will show that corresponding quantum
lattice models exhibit light-ray correlation functions, pic-
torially along the edges of a pyramid. We also gen-
eralize corresponding “solvable” quantum states [4] to
two spatial dimensions, assuming cylindrical boundary
conditions. In analogy to matrix product states (MPS)
in Ref. [4], we employ projected entangled pair states
(PEPS) [5, 6] as Ansatz for the generalisation. We will
show that these “solvable” PEPS can be identified with
concatenations of matrix product unitaries [7, 8].

Ternary unitary gates. We examine a subset of four-
particle gates U ∈ End(H⊗4), where H is the d-
dimensional local Hilbert space, usually chosen as H =
Cd, with d = 2 for qubits (or spin- 1

2 particles). The par-
ticles are geometrically arranged as a 2× 2 plaquette. In
common tensor network language, U is a 8-tensor, drawn
as a cube:

U =

5 6

7 8

1 2

3 4

, U† =

1 2

3 4

5 6

7 8

x1

x2

t (1)

The legs labelled 5, 6, 7, 8 are the input dimensions, and
1, 2, 3, 4 the output dimensions (in conformance with the
convention that the leading index of a matrix corre-
sponds to its output). In this picture, the adjoint U† is
a complex-conjugated copy of U mirrored at the spatial
x1-x2-plane.

We can now define new matrix products ◦1 and ◦2, in-
terpreted as multiplication along the x1- and x2-direction
rather than along the t-direction. This means contract-
ing different legs compared to the usual matrix product.
We define a ternary unitary operator U as an operator
that is unitary with respect to the usual matrix product
and the two products ◦1 and ◦2. Visually, we represent
the usual unitary property as

U†U = UU† = I

= =

, (2)

and the unitary condition in x1-direction as

U†1 ◦1 U = I

= ,

U ◦1 U†1 = I

= .

(3)
An analogous depiction can be found for the x2-direction.
For more details on the new matrix products, refer to the
supplemental material.

A prototypical ternary unitary gate is the generaliza-
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tion of the SWAP gate, denoted “t-SWAP”:

Ut-SWAP =
∑
|a1, a2, a3, a4〉 〈a4, a3, a2, a1| = ,

(4)

where {|a〉}d−1
a=0 is a basis of H, and the sum runs over

the basis {|a1, a2, a3, a4〉} of H⊗4. This gate swaps the
opposite sites of a plaquette.

Constructing ternary unitary gates. We leave a
characterization and encompassing parametrization of
ternary unitaries for future work. Here we note that one
can construct classes of ternary unitaries from dual uni-
taries, by combining four (possibly different) dual unitary
gates, visualized in dark red in the following diagram:

U = (5)

For example, if we choose all four dual unitaries as SWAP
gates, the above construction yields the t-SWAP gate. It
is straightforward to verify that (5) is indeed a ternary
unitary. While it is a challenge to find ternary uni-
tary gates directly, dual unitary gates can be explicitly
parametrized in the qubit case d = 2 [1]. For higher
dimensions, constructions were found as well, albeit not
general ones [9]. Our construction for ternary unitaries
corresponds to a nearest neighbor interaction, when used
in the time evolution that we will define below. A dif-
ferent way to construct ternary unitaries is to connect
opposite sites by a dual unitary gate:

U = (6)

Physical setting. We consider a quantum system on
a two-dimensional square lattice, where each site is asso-
ciated with a local Hilbert space H = Cd. To simplify
the discussion, we assume an L×L lattice with periodic
boundary conditions, were L is even. Each site is indexed
by coordinates (i, j) ∈ (Z/L)2.

In our model, a discrete time step can be regarded
as trotterized time evolution governed by a Hamiltonian
with nearest neighbor interactions:

U = Uoo,vertUoo,horzUee,vertUee,horz. (7)

Here Uee,horz is the interaction between even-indexed
sites with their right neighbors, and Uee,vert with their
upper neighbors. Analogously, Uoo,vert and Uoo,horz start
from odd-indexed sites. The operators consist of non-
overlapping two-particle gates, see Fig. 1. If we choose
these gates as dual unitaries, we can combine them to
form ternary unitary gates as in Eq. (5):

Uee = Uee,vertUee,horz, Uoo = Uoo,vertUoo,horz. (8)

(0, 0) (1, 0) (2, 0) · · ·

(0, 1)

(0, 2)

.

.

.

Uee =

Uoo =

x1

x2

FIG. 1. Pattern sequence of dual unitary gates which can be
subsumed as two “time steps” of ternary unitary gates of the
form (5).

Our method works for more general situations as well.
For conciseness, we denote a 2×2 plaquette anchored at a
site x = (x1, x2) as p(x) = {(x1, x2), (x1+1, x2), (x1, x2+
1), (x1 + 1, x2 + 1)}. Now define the two operators

Uee =
⊗

(i,j)∈{0,··· ,L2 −1}2
Up(2i,2j), (9)

Uoo =
⊗

(i,j)∈{0,··· ,L2 −1}2
Up(2i+1,2j+1), (10)

where US is the ternary unitary U acting on sites S.
We remark that the following derivations are straight-
forwardly generalizable for the case of differing ternary
gates at each plaquette and time step. In particular, the
“light ray” correlation structure (see below) persists. A
discrete time step, motivated by trotterized time evolu-
tion, is then

U = UooUee. (11)

The time dependence (in the Heisenberg picture) of a
local operator ax acting on lattice site x is defined as

ax(t) = U−taxUt, (12)

where t is an integer.
Dynamic correlations. Based on these definitions, we

introduce dynamic correlation functions:

Dαβ(x, y, t) =
1

dL2 Tr
[
aαxU−taβyUt

]
, (13)

with t ∈ Z and {aαx}d
2−1
α=0 a basis of local operators on

Hx, the Hilbert space associated to site x. We can use
the same trick as in the one-dimensional case [1] and
choose a0

x = 1 and all operators to be Hilbert-Schmidt
orthonormal, i.e., Tr[aαxa

β
x ] = d δαβ . Thus

Tr[aαx ] = d δα0. (14)

As immediate consequence,

D0β(x, y, t) = δ0β , (15a)

Dα0(x, y, t) = δα0 (15b)
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for all x, y and t. As derived in the supplementary, the
only remaining cases of non-zero correlations require that
aαx and aβy are connected along a cross-diagonal “light
ray”, and the tensor diagram then simplifies to the fol-
lowing form (illustrated for t = 2):

aαx

aβy

Dαβ(x, y, t) = 1
d6t+1

.

(16)
The open hooked legs are connected as well, but are not
fully drawn for visual clarity. We can condense this fur-
ther by defining the operator

Mz(a) =
1

d3
Trp\z̄

[
U†azU

]
, (17)

where p = {(0, 0), (1, 0), (0, 1), (1, 1)} enumerates the
sites of a 2× 2 plaquette, z ∈ p indexes one of the sites,
and z̄ = (1, 1)− z is the site opposite to z. For example,

M(1,1)(a) = 1
d3

a . (18)

We remark that the maps Mz are d2-unistochastic quan-
tum channels [10] and contracting (by an analogous ar-
gumentation as in [1]).

Finally, we may express the correlation function (in
case of x connected along the light ray with y) as

Dαβ(x, y, t) =
1

d
Tr
[
M2t
y mod 2(aβ) aα

]
, (19)

where (y mod 2) is understood entry-wise. Note that
the light ray condition implies |x1 − y1| = |x2 − y2| = 2t.
Otherwise, Dαβ(x, y, t) = 0. Eq. (19) is similar to the
one-dimensional case [1]. See the supplementary material
for a discussion of the computational cost of evaluating
(19). We can simplify (19) further, by writing it in the
form

Dαβ(x, y, t) =

d2−1∑
χ=1

cαβy,χ(t)λ2t
y,χ, (20)

where {λy,χ}d
2−1
χ=0 are the eigenvalues of My mod 2 and

cαβy,χ(t) are polynomials in t. The eigenvalues lie on the
unit disk and have coinciding algebraic and geometric
multiplicity if they are on the unit circle [1]. The eigen-
value λy,0 = 1 (corresponding to the identity) is omitted
from (20), since the operators aβy , aαx were assumed to
be orthogonal to 1. This result is analogous the result
found in [1] and shows that the eigenvalues suffice to clas-
sify ternary unitaries by their ergodicity. A more detailed
analysis of the M -maps for the construction (5) can be
found in the supplemental material.

Solvable PEPS. We generalize the concept of solvable
states introduced in [4] to two dimensions. The goal is
to construct and characterize “solvable” projected en-
tangled pair states (sPEPS) as initial states, such that
a semi-analytic calculation of (equal-time) correlation
functions is feasible. For this purpose, we consider a
scenario which renders the theoretical results in [4] ap-
plicable: an L1 × L2 square lattice (both L1 and L2

even) with cylindrical geometry, i.e., arbitrary boundary
conditions in x1-direction and periodic boundary con-
ditions in x2-direction, and taking the thermodynamic
limit L1, L2 → ∞. For the following, a local PEPS ten-
sor Λ represents two neighboring sites in x1-direction, so
it is endowed with two physical legs. Graphically this is
represented as

Λi,jµ1η1µ2η2 =

η1

η2
µ1 µ2

i j

, (21)

where the µ (η) denote the virtual bonds parallel to
the x1(x2)-direction and have bond dimension χ1 (χ2).
We denote the uniform PEPS corresponding to Λ (shift-
invariant by two sites in x1-direction and one site in x2-
direction) on an L1×L2 square lattice by |ΨL1L2 [Λ]〉. For
brevity we will say that such a PEPS is shift-invariant.

By combining one physical leg with one µ-leg each, we
can reinterpret Λ as a matrix product operator (MPO):

Λ
(i,µ1),(j,µ2)
η1η2 =

η1

η2

(i, µ1) (j, µ2) , (22)
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where the η-legs are the virtual bonds and the other legs
correspond to “physical” dimensions. This reinterpreta-
tion will become relevant for Theorem 1 below. More
notation will also be useful. We define as

ΛL2 = Λ Λ Λ Λ· · ·η η

L2
x2

. (23)

This kind of contraction is known as blocking of local
tensors [7]. The equivalent to this in the PEPS-picture
is the contraction of all η-legs of Λ-tensors with the same
x1-coordinate. Now we define two conditions for sPEPS
that can be justified as the conditions for solvable MPS
in [4]. For the latter refer to the supplementary mate-
rial. Also from here on we assume that all states are
normalised for all lattice sizes. A shift-invariant PEPS
|ΨL1,L2 [Λ̃]〉 is called solvable if

1. The transfer operator of Λ̃L2 defined as

(24)

where the darker local tensor are Λ̃∗, has a unique
largest eigenvalue λ = 1 with an algebraic multi-
plicity of 1.

2. There exists a non-zero tensor S ∈ CdL2 × CdL2

such that

S

=

S

(25)

We need two additional definitions to state the following
theorem. A matrix product unitary (MPU) is an MPO

that fulfills [7]

Λ

Λ∗

Λ

Λ∗

Λ

Λ∗

· · · = · · ·

L2L2

(26)

for all L2 ∈ N1. MPUs can be characterized in different
ways [7, 8]. For example, any one-dimensional quantum
cellular automaton is an MPU and vice versa [7]. The
second required notion is that of equivalence. We say
that two sets of states {|ΨL1L2〉}L1,L2 , {|ΦL1L2〉}L1,L2

defined on increasing lattice sizes L1 ×L2 are equivalent
if

lim
L2→∞

lim
L1→∞

〈ΨL1L2
|ΩR |ΨL1L2

〉 =

lim
L2→∞

lim
L1→∞

〈ΦL1L2
|ΩR |ΦL1L2

〉 (27)

for all operators ΩR, where R ⊂ Z2 is bounded. Alterna-
tively we just say |ΨL1L2

〉 is equivalent to |ΦL1L2
〉 in the

thermodynamic limit. Now we can state the main result
of this section:

Theorem 1 (Classification of solvable PEPS states).
On a square lattice L1 × L2 with cylindrical boundary
conditions a solvable PEPS |ΨL1L2 [Λ̃]〉 as defined above
is equivalent in the thermodynamic limit to some shift-
invariant PEPS |ΨL1L2

[Λ]〉 such that the associated MPO
(22) is an MPU up to a scalar factor.

A detailed proof can be found in the supplementary
material. Essentially, the theorem is a consequence of
Theorem 1 in [4] after reducing the two-dimensional lat-
tice geometry to a one-dimensional layout by grouping all
tensors in x2-direction at given x1 and t. In particular,
the local Hilbert space dimension is then dL2 .

A consequence of this theorem is that we can restrict
the following discussion to PEPS that consist of local
tensors that generate an MPU. We want to study their
behavior under the time evolution in Eq. (11), i.e., layers
of ternary unitary gates. We choose the position of our
local tensors Λ such that the first four-particle ternary
unitary gates act on plaquettes where each site is de-
scribed by a different tensor Λ, see Fig. 2 for reference.
We can use our assumptions to simplify the tensor net-
work in Fig. 3 that represents the dynamics of an expec-
tation value of a local operator ΩR for a bounded R ⊂ Z2

in the thermodynamic limit:

E(ΩR, t) = lim
L2→∞

lim
L1→∞

〈ΨL1L2(t)|ΩR |ΨL1L2(t)〉

= lim
L2→∞

lim
L1→∞

〈ΨL1L2 |U−tΩRUt |ΨL1L2〉 ,

(28)
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−1

0

1

2

3

−2 0 2−3 −1 1

...

...
· · ·· · ·

FIG. 2. A top-down view of the PEPS (gray Λ tensors) and
the first layer Uee of ternary unitary gates. Note the parity
in x1-direction.

FIG. 3. A visualization of the tensor network representing
E(ΩR, t) for a two-site operator ΩR, i.e., R = {x, y} with
x, y ∈ Z2 (black dots). The boundary conditions are periodic
and the side lengths tend towards infinity. To avoid clut-
tering, the overall time evolution effected by ternary unitary
operators is represented as cuboids. Ut is the red and U−t the
blue tensor.

where the explicit dependence on Λ was left out. If ΩR is
a single-site operator, we can use a graphical proof to see
that E(ΩR, t) = Tr[ΩR] for all t. Therefore we choose ΩR
to be a two-site operator to investigate further. Assume
ΩR is composed of two single site operators aαx , a

β
y that

are taken from the same Hilbert-Schmidt-orthonormal
set {aα}d

2−1
α=0 as before. An immediate consequence of the

state normalization is E(a0
x, a

0
y, t) = 1. Therefore and as

we already know the result for single-site operators, we
may assume α, β 6= 0. We further define r = x−y and as-
sume r1, r2 ≥ 0. Another quantity, which the final result
depends on, is

∆ = ∆(x, y) = min
x̃∈px
ỹ∈py

|x̃2 − ỹ2|, (29)

where pz := p(2d z12 e − 1, 2d z22 e − 1) is a plaquette of

four sites. For convenience of representation, we assume
further that our local tensors are actually simple tensors.
This means that there exist additional tensors λ, γ such
that [7]

Λ

Λ∗

γλ = and (30)

Λ

Λ∗

Λ

Λ∗

=

Λ

Λ∗

Λ

Λ∗

γ λ (31)

We will now jump to the final result, for details on the
derivation refer to the supplemental material. Note that
the proof can easily be extended to general MPUs, since
after blocking a finite number of them, the blocked tensor
will be simple [7]. According to our proof find that

E
(
aαx , a

β
y , t
)

= δx2mod2,0δr1mod2,1Θ (r1 − 4t− 1) ·
Θ (4t+ δL2 −∆) Ẽ

(
aαx , a

β
y , t
)
, (32)

where Θ denotes the Heaviside-function. To write a com-
prehensible expression for non-zero Ẽ we need to define
a couple of new operators. The first two are defined on
a 2× 2F lattice for F ∈ N1. To shorten the expressions,
we will use the notation

[(a, b), (c, d)] :=

{a, a+ 1, . . . , b− 1, b} × {c, c+ 1, . . . , d− 1, d} (33)

and shorten this to [a, (c, d)] for a = b, analogously for
c = d. As an initial condition define MF,ν for F = 1 as

M1,ν(a) =
1

d2
Tr[ν̄,(0,1)]

[
U†p(0,0)a[ν,(0,1)]Up(0,0)

]
, (34)

where ν ∈ {0, 1} and ν̄ = (ν + 1) mod 2. As a tensor
network diagram this becomes

M1,1(a) = 1
d2

a . (35)

For F > 1 define

MF,ν(a) =

F−1⊗
i=0

M1,ν

(
a
∣∣
[ν,(2i,2i+1)]

)
. (36)
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As a tensor network diagram this looks like

M3,1(a) = 1
d6

a

. (37)

Using these two definitions we write the “tilted triangles”
of operators U as

D(a, t, ν) =
2t

©
F=1

MF,ν (a) , (38)

where ◦ denotes the composition of maps. Finally we
define on an 2× F grid for F ≥ 1 the operator

PF (a) = Trη

[
λ ·

(
F−1∏
i=0

Λ∗[(0,1),i]

)
· γz

a[(0,1),(0,F−1)] z
F−1∏
i=0

Λ[(0,1),i]

]
, (39)

where the conventional product and z denote the con-
traction of the η-legs and physical legs, respectively, and
Trη symbolizes the contraction of the open legs of λ and
γ with the remaining open η-legs of the outermost Λ. We
can once more look at the corresponding tensor network
diagram:

PF (a) =

λa

γ

. (40)

Further we denote PF = PF (1) and define `1 = r1−4t+1
2 ,

δ`2 =
⌈
`1
2

⌉
, and ν ∈ {1, 2} as the parity of `1. Using these

definitions we can express the remaining local tensors to
which no unitary operator is applied to as

S(`1) =

[
1∏

F=δ`2

P2t+F

]
[P2t+δ`2 ]

ν

[
F=δ`2−1∏

1

P2t+F

]
(41)

and finally write for `1 > 2

Ẽ
(
aαx , a

β
y , t
)

=

Trµ

[
P2t+2

(
D
(
aβy , t, 0

))
S(`1)P2t+2 (D (aαx , t, 1))

]
,

(42)

λ λ

aαx
aβy

γ γ

FIG. 4. The tensor network that remains after simplification
for the example ∆ = 0, r1 = 7 and t = 1. The legs of the
unitaries as well as the physical and α-legs of the Λ-tensors
are contracted with the corresponding leg of their adjoint.
The tilted triangles in this case each consist of three ternary
unitary operators.

where Trµ connects the open µ-legs of a local tensor Λ
to the corresponding leg of the adjoint. Additionally we
get

Ẽ
(
aαx , a

β
y , t
)

=

Trµ

[
P2t+2

(
D
(
aβy , t, 0

))
· P2t+2 (D (aαx , t, 1))

]
(43)

for `1 = 2 and

Ẽ
(
aαx , a

β
y , t
)

=

Trµ

[
P2t+2

(
D
(
aβy , t, 0

)
⊗D (aαx , t, 1)

) ]
(44)

for `1 = 1. The final result for ∆ = 0, r1 = 7 and t = 1 in
the form of a tensor network diagram is given in Fig. 4.

Numerical algorithm and simulations. The evalua-
tion of equal-time correlation requires the contraction of
tensor networks as visualized in Fig. 4. We split this task
into two steps:

1. The conjugations by ternary unitary gates of the
local operators aαx and aβy are represented as two
MPOs, respectively. Specifically, we start from a
MPO representation of the identity with length
equal to the extent in x2-direction, substitute the
local operators aαx and aβy , and then apply the maps
M1,ν in a TEBD-type brickwall pattern. Since the
maps M1,ν are contractive, one expects only a mod-
est increase of entanglement. The two final MPOs
are sandwiched between the PEPS tensors on the
left and right boundary.



7

2. The PEPS tensors are first contracted along the
physical legs with their conjugated copy, while in-
serting the MPOs from step 1 on the left and right
boundary, and MPU ring transfer states on the
top and bottom boundary. This leads to a two-
dimensional grid of new tensors connected by vir-
tual bonds in each of the four spatial directions.
Finally, this network is then contracted row by row
or column by column.

We remark that the last substep is affected by the “curse
of dimensionality” for increasing distance |x1 − y1|.

0 5 10
x1

10

5

0

5

10

x 2

7

6

5

4

3

2

lo
g 1

0|E
(a

x
,a

y
,t

)|

FIG. 5. Equal-time correlation functions for t = 1 and a
random simple MPU tensor Λ defining the sPEPS, a uniform
ternary unitary gate of the form (5), and random traceless
local operators aαx and aβy .

Fig. 5 visualizes equal-time correlation functions for
t = 1, obtained by contracting the tensor network ar-
chitecture in Fig. 4. The correlation was taken as the
average over two neighboring x2-positions to account for
even-odd-effects. The distance x1 − y1 has to be odd
for the correlation function to be non-zero. Note that
we used ternary unitaries in our numerical computations,
even though the derivation to find a finite tensor network
diagram of (28) only requires the four-particle gates to
be dual unitary with respect to the x1-direction. How-
ever, the use of ternary unitaries causes a further pattern
for which E(aαx , a

β
y , t) = 0. A more detailed explanation

of this can be found in the supplemental material. In
general the computed values fit the theoretical consider-
ations, where the correlation reduces asymptotically for
larger distances and is always zero if ∆x2 is above a cer-
tain threshold with respect to ∆x1.

We also computed the dynamical correlation function
(13) by interpreting the network (16) as the expectation
value of a Mn with respect to the vectors aαx and aβy for
the non-zero values. The results can be seen in Fig. 6.
While the correlation does not fall monotonously with
time (or distance), it does so asymptotically. This fits

with the results one would expect according to (20) and
the results obtained in [11] for dual unitary operators.

0 10 20 30 40
x y

0

5

10

15

20

t

7

6

5

4

3

2

1

lo
g 1

0|D
(a

x
,a

y
,t

)|

FIG. 6. The dynamical correlation function for a uniform
ternary unitary gate of the form (5), and random traceless
local operators aαx and aβy .

Discussion and outlook. First note that the results
obtained for the expectation value dynamics is a gen-
eralization of the results found in [12]. They confined
themselves to solvable states with χ2 = 1, which admits
non-zero E only in the case of r2 = 0. Since the MPU
are a well known object, there are many properties that
might be used to analyse the solvable PEPS further.
However, one might not consider the MPU the best
Ansatz for a solvable state, since the treatment of the
two spatial dimensions is highly asymmetric. Notably
the limits in (28) do not commute and in our derivation
it is sufficient to assume the operators U to be dual
unitary in x1-direction. Apart from the solvable states,
a new class of four-particle gates called ternary unitary
gates was introduced in this work. While we gave two
possible ways to construct them from dual unitaries, it
would be interesting to find a more general parametriza-
tion of them. Notably not only the physically relevant
dual unitaries are significant, but the methods used to
find them yielded the solution to a famous open problem
of quantum information [13, 14]. Therefore one could
hope to find interesting results while further analyzing
the class of (2 + 1)-dimensional ternary unitaries. Other
aspects to be explored could take inspiration from
the works of recent years considering dual unitaries
[11, 15–17]. We expect that two-spatial dimensions
admit new and interesting phenomena but also give rise
to different challenges.
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government with funds from the Hightech Agenda Bay-
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Supplementary Information

The spatial matrix product

In the main part we defined two new matrix products
◦1 and ◦2 to be matrix multiplication along the x1- and
x2-direction, respectively. In this part, we want to give a
proper definition and show how this definition relates to
the unitary condition (3). As a reference, note that the
usual matrix product along the time-direction is graphi-
cally represented as

U†U =

. (45)

This is equivalent to viewing U as a matrix with elements

Ua1a2a3a4a5a6a7a8 , (46)

where the number on the index corresponds to the enu-
meration of the legs in Eq. (1). The upper indices form
the combined row index of the matrix and the lower
ones the column index. The multiplication along the x1-
direction is represented as

U†1 ◦1 U = , (47)

where we view U as a matrix with elements

Ũa2a4a6a8a1a3a5a7 = Ua1a2a3a4a5a6a7a8 (48)

and U†1 (green cube) is the complex conjugate of U with
respect to the new matrix product, i.e., the left indices
1, 3, 5, 7 are exchanged with the right indices 2, 4, 6, 8.
Thus

(
U†1 ◦1 U

)b1b3b5b7
a1a3a5a7

=
∑
pq`k

(
U†1

)b1b3b5b7
pqk`

Ũpqk`a1a3a5a7

=
∑
pqk`

(
Ũpqk`b1b3b5b7

)∗
Ũpqk`a1a3a5a7

=
∑
pqk`

(
U b1pb3qb5kb7`

)∗
Ua1pa3qa5ka7`

=
∑
pqk`

(
U†
)b5kb7`
b1pb3q

Ua1pa3qa5ka7`
.

(49)

This corresponds to the graphical tensor diagram

a5

a7

a1

a3

b5

b7

b1

b3
q

p

`

k

=

a5

a7

a1

a3b1

b3

b5

b7

q
p

k

l , (50)

An analogous derivation holds for ◦2.

Algebraic derivation of light ray correlations

We will now algebraically derive the light ray form of
the tensor network (16) representing Dαβ . Following the
arguments in the main text, we assume that α 6= 0 and
β 6= 0. We first determine which operators do not imme-
diately cancel via the usual unitary condition with their
adjoint. It will turn be useful to do this by finding the
set of space-time points these operators are applied to.
We will denote this set by LC. Furthermore, LC(τ) will
be the set of sites z for which (z, τ) ∈ LC.

To determine LC we will go layer by layer. The follow-
ing process for the first two steps is visualized in Fig. 7.
First look a the layer at time τ = t. Here aβy is ap-

plied as well as U†oo. At time τ = t − 1
2 , a layer Uoo

follows. Now using the unitary-condition in time direc-
tion, most of the unitaries U will cancel with their ad-
joint U†, except for the one applied on the plaquette
pm := p(2dy12 e − 1, 2dy22 e − 1). In the next earlier time
step τ = t−1, all unitaries that are applied to at least one
site in pm will be blocked to cancel with their adjoint and
will in turn block even more sites. Due to the odd-even
application of the unitaries, the set blocked sites will in-
crease in each direction by one row with each time-step.
LC(τ) is equal to the set of what we called blocked sites
at time τ . We then get the recursion relation

LC(τ) = LC
(
τ +

1

2

)
∪

{
z
∣∣∣ min
ỹ∈LC(τ+ 1

2 )
‖z − ỹ‖∞ = 1

}
,

(51)
with the initial condition LC

(
t− 1

2

)
= pm. So any oper-

ator that at time τ is applied to sites in LC(τ) will not
cancel with its adjoint. We can find a solution to the
above recursion relation as

LC(τ) =

{
z
∣∣∣ min
ỹ∈pm

‖z − ỹ‖∞ ≤ 2t− 1− 2τ

}
. (52)
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a)

y

b)

y

c)

pm

d)

FIG. 7. A visualization of the step by step method in a top-
down view. a) At time t the operator aβy is applied and blocks
the site y marked in cyan. b) The layer Uoo, marked in red, is
applied at time t− 1

2
and connected to a layer U−1

oo above the
t-layer. Only on the blocked site y they are not trivially con-
nected. c) After cancellations due to the conventional unitary
property, the operator applied to pm marked in cyan at time
t− 1

2
remains, blocking all four sites for the layer Uee applied

at the earlier time t − 1. This results in more operators not
trivially connected to the corresponding layer U−1

ee . d) The
set of blocked sites for the next earlier time t − 3

2
increases

even further. Here the set LC(t− 3
2
) is marked in cyan.

Thus one arrives at a light-cone given by

LC =

{
(z, τ) ∈ {0, · · · , L− 1}2 × {0, 1

2 , · · · , t−
1
2})|

min
ỹ∈pm

‖z − ỹ‖∞ ≤ 2t− 1− 2τ

}
. (53)

This set has a square pyramid shape with a base length
of 4t sites. Every unitary U(p,τ) that is applied to a pla-
quette p ⊂ LC(τ) of sites at time τ will not cancel with

U†(p,2t−τ). From this we immediately get the result

Dαβ(x, y, t) = 0 if x /∈ LC(0). (54)

So far we have solely used the conventional unitary prop-
erty of the gates and ended up with a light cone structure
resembling two pyramids with flat tops. This is visual-
ized in Fig. 8. Now assume that L ≥ 4t and that the
operators are ternary unitaries. We may characterize the
sides of our light-cone by their distance to two sites in

FIG. 8. Visualization of the pyramid-shaped light-cones. As
we look at a trace, we can utilize its cyclic property and shift
along the time direction. aβy is applied to any of the four sites
in the gray square, corresponding to time τ = t. aαx is applied
somewhere in between the bases of the two pyramids.

pm = {y1, y2, y3, y4} as

Sij(τ) = Sji(τ) =

{
z ∈ LC(τ)

∣∣∣
‖z − yi‖∞ = ‖z − yj‖∞ = 2t− 2τ

}
. (55)

In a similar way, we can also characterize the corners of
the base zi via

|zij − yij | = 2t ∀j ∈ {1, 2}. (56)

Intuitively they are the corner and side furthest away
from the given sites in pm. Now assume that x 6= zi with
y = yi. First we make use of the cyclicity of the trace

Tr[aαxU−taβyUt] = Tr[aβyUtaαxU−t] (57)

and assign the space-time points which the adjoints are
applied to negative times τ ∈ {−1

2 , · · · ,−t}. By as-
sumption, we can always find a side Sij(0), such that
x /∈ Sij(0). Due to the trace the ternary unitaries and
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their adjoints are connected via the identity through the
sites in Sij(0). Thus we can apply the appropriate uni-
tary condition in space, i.e.,

· · ·

4t

· · ·

4t− 2

= d2

(58)

The sites in Sij(0) are marked by green dots. This will
serve as our base case for the following recursion. For the
operators applied at time τ at least partially on sites in
Sij(0) the adjoints will be applied at time −τ− 1

2 . Due to
the trace, any point of the form (z, τ) with z ∈ Sij(τ) is
connected to the event

(
z,−τ − 1

2

)
via the identity. If the

events (z, τ) and (z,−τ) are also connected via the iden-
tity, we can use one of the spatial unitary conditions to
cancel the aforementioned operators with their adjoint.
This will result in any point of the form

(
z̃, τ + 1

2

)
for

z̃ ∈ Sij
(
τ + 1

2

)
being connected to the point

(
z̃,−τ − 1

2

)
via the identity, allowing for the same argument again.
This can in short be visualized by

· · ·

= d2
· · ·

(59)

where the green dots mark the points of the form(
z̃, τ + 1

2

)
and

(
z̃,−τ − 1

2

)
for z̃ ∈ Sij

(
τ + 1

2

)
. To re-

duce visual cluttering, some of the legs on the operators
were not drawn in both equations. If we iterate this con-
dition 2t − 1 times, including the base case, we arrive

at

∝ ∝ Tr
[
aβy
]

= 0.
(60)

The black dots mark the possible positions of the oper-
ator aβy , i.e., the two sites in pm that are furthest away
from the site we started from. Visually we moved up one
step of the pyramid each time we applied the unitary
condition. Eq. (60) implies that

Dαβ(x, y, t) = 0. (61)

Finally we look at the case x = zi for y = yi. So x
is the point in LC(0) furthest away from y. While we
may still find two sides looking like (58) and can use the
appropriate unitary condition, the final step (60) cannot
be made, as aβy would block the required site, i.e., it would
be applied on one of the two sites not marked black. But
we can actually simplify the situation further. In the
shifted picture, again see Fig. 8, it is easy to see that we
can once more use the unitary condition in time. In a
similar manner as before, we would find the light-cone of
aαx to be

LC (aαx) =

{
(z, τ) ∈ {0, · · · , L− 1}2 × {1, 3

2 , · · · , t}
∣∣∣

min
x̃∈pn

‖z − x̃‖∞ ≤ 2τ − 1

}
, (62)

with the plaquette pn := p(2
⌊
x1

2

⌋
, 2
⌊
x2

2

⌋
). As both uni-

tary conditions in time can be applied without one result-
ing in a blocking of the other, what remains are operators
applied to points in

C := (LC(aβy ) ∩ LC(aαx)) ∪ {(x, 0)}. (63)

Now assume that xi < yi for all i ∈ {1, 2}. If that is not
true for some i we may relabel the sites. Since this will
be the case if and only if yi is odd, we can generalize the
reassignment as

Ri : zi 7→ (−1)yizi. (64)

Now let xn and ym be such that they are the closest two
sites to the other plaquette in pn and pm respectively,
i.e.,

‖xn − ym‖∞ = min
(x̃,ỹ)∈pn×pm

‖x̃− ỹ‖ = 2t− 2. (65)
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One then finds that

|(xn)i − (ym)i| = 2t− 2 (66)

(xn)i = xi + 1 (67)

(ym)i = yi − 1 (68)

for all i. Thus we can treat each space direction indi-
vidually. To calculate the intersection of the two light-
cones, we look at two different cases. First assume
(xn)i ≤ zi ≤ (ym)i. By combining the restrictions for
the sets given in (52) and (62) with our findings in (66),
we get

zi ≥ yi − 2t+ τ = xi + τ (69)

zi ≤ xi + τ, (70)

which implies that

zi = xi + τ. (71)

Due to periodicity in space, the second case is yi ≤ zi ≤
xi+L. Using that by assumption yi−xi = 2t and 4t ≤ L
as well as the restrictions imposed by (52) and (62), we
find the inequalities

zi ≤ yi + 2t− 1− τ ≤ xi + L− 1− τ (72)

zi ≥ xi + L− τ + 1. (73)

These are clearly contradictory. Since this is true for all
i ∈ {1, 2} and τ ∈ {1, 1

2 , · · · , t− 1}, we find that

C =

{
(z, τ) ∈

2⊗
i=1

Ri({0, · · · , L−1})×
{

0, · · · , t− 1
2

} ∣∣∣
z = x+

2∑
i=1

2τei

}
. (74)

We also know that only operators applied to events in C
do not reduce to the identity with their adjoint. We will
now cancel unitaries with their adjoint wherever possible.
The result is visualized by Eq. (16) in the main text.

Computational cost of the M-maps

In this section we will figure out the computational
cost of contracting the tensor network in equation (16)
with respect to the time t and local dimension d. The
contraction cost to construct an M -map from a ternary
unitary U is O(d10). An M -map and its powers can be
viewed as a 4-tensor in Cd×d×d×d. Therefore the cost
of contracting powers of M -maps is O(d6). Both con-
tractions have to be performed 2t-many times. Since the
contraction of a power of an M -map with a single-site
operator is O(d4), the overall cost of contraction scales
as O(td10). If we assume all ternary unitaries U are the
same, we only need to compute the M -map once and thus
the total computational cost scales as O(td6 + d10).

Exploration of the M-maps

For d = 2, we can further analyze and evaluate the M -
maps defined in (17). Let us start with a simple example.
If the ternary unitary U is of the form (6), one of the dual
unitaries gets canceled, and what remains is

M(1,1)(a) =MD
−(a) = 1

d

D

D†

a , (75)

where MD
− is the one-dimensional analogue defined in

[1], and D the remaining dual-unitary gate from (6). In
the qubit case, D can be parametrized as [1]

D = (u+ ⊗ v+) V (J) (u− ⊗ v−) , (76)

where u±, v± ∈ SU(2), J ∈ R and

V (J) = exp
[
−i
(π

4
(σx ⊗ σx + σy ⊗ σy) + Jσz ⊗ σz

)]
,

(77)
with σk the Pauli matrices. It was also shown that

MV (J)
− = diag(1, sin(2J), sin(2J), 1) (78)

for the choice {aα} = {1, σx, σy, σz}. We can therefore

interpret MV (J)
− as a contraction on the Bloch-sphere in

x- and y-direction. Inserting the parametrization (76)
leads to

MD
−(a) = u†−M

V (J)
−

(
v†+av+

)
u−

= Ru−

(
MV (J)
−

(
Rv+(a)

))
,

(79)

where we reinterpreted conjugations by the local uni-
taries as Bloch sphere rotations Ru.

For the construction (5), the map in (18) reduces to
nested applications of two dual unitary gates, denoted
D1 and D2:

M(1,1)(a) = 1
d2

D1

D2

D†1

D†2

a . (80)

This can be rewritten as

M(1,1) = R3 ◦MV (J2)
− ◦R2 ◦MV (J1)

− ◦R1 (81)

for appropriately chosen single-qubit rotations Rj , j =
1, 2, 3, and J1, J2 ∈ R.
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Proof of the classification of solvable PEPS

In this section we give the full proof of Theorem 1 in
the main text. First let us restate a definition and result
from [4]. They considered two-site shift-invariant MPS
on a spin chain of even length L with periodic boundary
conditions

|ψL(Ñ)〉 =
∑
{ij}

Tr
(
Ñ i0,i1 . . . Ñ iL−2,L−1

)
|i0, . . . , iL1

〉 ,

(82)
where {Ñ i,j}D−1

i,j=0 is a set of χ-dimensional matrices, and
D the physical dimension. Such an MPS is considered
solvable if

1. The transfer operator of Ñ , defined as

τ(Ñ) =

Ñ

Ñ∗

, (83)

has a unique largest eigenvalue λ = 1 with algebraic
multiplicity 1.

2. There exists a non-zero χ-dimensional matrix Σ
such that

Ñ

Ñ∗

Σ = Σ (84)

A weaker version of Theorem 1 in [4] is

Theorem 2 (Classification of solvable MPS). Any solv-
able MPS |ψL(Ñ)〉 is equivalent in the thermodynamic
limit to some two-site shift-invariant MPS |ψL(N)〉 such
that

D∑
k=1

N i,k
(
Nk,j

)†
=

1

D
δi,j1. (85)

Note that the property (85) is equivalent to the ma-
trix resulting from the combination of one physical leg
with one virtual leg each being proportional to a unitary
matrix, i.e.,

N

N∗

= 1
D
. (86)

To use the above theorem in our proof, we recast our two-
dimensional sPEPS |ΨL1L2

[Λ̃]〉 into the one-dimensional
MPS |ψL1 [Λ̃L2 ]〉. Clearly the two transfer operators are
the same, T (Λ̃) = τ(Λ̃L2), so both have the same eigen-
values. Furthermore with Σ = S, where S is to be reinter-
preted as a χL2

1 dimensional matrix, the condition (25)

implies condition (85). Therefore the MPS |ψL1
[Λ̃L2 ]〉

is solvable and by Theorem 2 there exists an equivalent
MPS |ψL1 [N ]〉 with N fulfilling (85). During the proof
in [4] it was found that Σ is strictly positive and

N i,j = Σ−
1
2 Ñ i,jΣ

1
2 . (87)

We can apply this to our situation, which means

N = S−
1
2 Λ̃L2S

1
2 , (88)

where we left out the physical indices for convenience.
Due to the shift-invariance of our sPEPS and the periodic
boundary conditions, we can choose the tensor S to be
a shift-invariant MPO generated by a local tensor s and
the same is true for S

1
2 and S−

1
2 . With a slight abuse of

notation, we say S
1
2 and S−

1
2 are generated by the local

tensors s
1
2 and s−

1
2 respectively. Now we can return to

the two-dimensional picture and look at a two-site shift-
invariant PEPS with local tensors

Λ = s−
1
2 Λ̃s

1
2 . (89)

Then (85) with D = dL2 implies thats the MPO gener-
ated by Λ is an MPU up to the scalar factor D, which
concludes the proof.

Algebraic derivation of expectation value dynamics

In this section we will derive the specific form the dy-
namics of two-point expectation values (28). To achieve
this, we will once more use results from [4]. They in-
vestigated the dynamics of solvable MPS or rather their
thermodynamic equivalent as defined in Theorem 2. The
time evolution considered was a chequerboard-pattern
of dual-unitary operators U . Similar to our expectation
value E(aαx , a

β
y ) as given in (28), they computed the quan-

tity

E(ωαm, ω
β
n, t) = lim

L→∞
〈ΨL(t)|ωαm ⊗ ωβn |ΨL(t)〉 , (90)

where ωαm and ωβn are Hilbert-Schmidt orthonormal
single-site operators and without loss of generality, we
assume n ≤ m. We can recast our tensor network in
Fig. 3 into the one-dimensional case. Assuming L2 is
sufficiently large (we will get back to how large later on)
we identify

Uk,k+1 ←
L2/2⊗
l=0

Up(k,2l) for k even

Uk,k+1 ←
L2/2⊗
l=0

Up(k,2l+1) for k odd

ωαx1
← aαx analogous for β, y

N ← ΛL2 .
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From the previous section, we know that the state defined
by local MPU tensors interpreted as N is a state fulfilling
(85). Furthermore, U being a ternary unitary implies U
is a dual unitary. Therefore

E
(
ωαx1

, ωβy1 , t
)

= E
(
aαx , a

β
y , t
)
. (91)

We basically look at our network from the x1-t-plane.
Note that in [4] also half-time steps are allowed, while we
only allow full time-steps in accordance with our physical
motivation of the time-evolution. Due to U being unitary,
all of dual unitary operators applied outside of the sites
{y1− 2t− 1, . . . , x1 + 2t+ 1} cancel. Thus when going to
the limit L1 →∞, there will be infinitely many transfer
operators τ(N) applied left of the site m − 2t − 1 and
right of the site n+2t+1. Since τ(N) has 1 as its unique
largest eigenvalue, we can replace these infinite transfer
operators by the identity connecting the corresponding
virtual leg of the tensors N with the virtual leg of N∗

[4]. Now we only have to consider the remaining sites
{m − 2t − 1, . . . , n + 2t + 1}. Due to even odd effects,
the usual unitary condition and the solvable condition
(85) there are a lot of coordinates m,n for which E and
by (91) also E is 0. As we assumed r1 > 0, this can be
expressed as [4]

E(aαx , a
β
y , t) = δx1mod2,0δr1mod2,1Θ(r − 4t− 1)

· E(aαx , a
β
y , t), (92)

where Θ denotes the Heaviside function. For further de-
tails on the graphical proof consult [4]. Using once more
the results from [4], for x1, y1 that give a non-zero E we
can utilise that U is unitary in both time and x1-direction
to cancel most of these operators. The MPU property
(26) will in turn allow us to cancel some of the remaining
local operators Λ with their adjoint. To determine which
operators and tensors remain after cancellation, we con-
sider the points to which they are applied. According to
[4] operators U will not cancel with their adjoint if they
are applied to points in the set

K =
{

(z, τ)
∣∣∣ (z1 = x1 − 2τ) ∨ (z1 = y1 + 2τ)

}
(93)

and the local tensors Λ do not cancel if their physical legs
represent the sites with coordinates in the set

T =
{
z
∣∣∣ y1 + 2t ≤ z1 ≤ x1 − 2t

}
. (94)

Now we return into the two-dimensional picture com-
pletely. The non-zero expectation values consist of two
tilted walls of unitary operators connected at the base
by rings of local tensors ΛL2 . An example can be seen
in Fig. 9. We can see that in the second dimension we
also have a light-cone structure around the operators aαx
and aβy . Thus even more operators can be cancelled via
the conventional unitary condition. Only those opera-
tors that are applied in a light-cone, cf. (52), of either

aβy
aαx

FIG. 9. The remaining tensors network after the applying the
results from [4] for r1 = 7 and t = 1. For visual clarity, not
all legs are shown. The legs that are drawn on the unitary
operators as well as the β-legs of the Λ-tensors are connected
periodically. All other open legs of the unitary operators are
contracted with the corresponding legs of their adjoint and
the same is true for the open physical and α-legs of the Λ-
tensors. We can clearly see the two tilted walls of operators
mentioned in the text.

aαx
aβy

FIG. 10. The tensor network that remains after using the
conventional unitary property for the example r1 = 7 and t =
1. Again the legs of the unitaries as well as the physical and α-
legs of the Λ-tensors are contracted with the corresponding leg
of their adjoint. The tilted triangles in this case each consist
of three ternary unitary operators. Note that this picture is
shifted by −1 in the x2-direction compared to Fig. 9

single-site operator do not cancel. Thus the remaining
operators are those applied to events in

Copr = K ∩
(
LC (aαx) ∪ LC

(
aβy
))
. (95)

An example is visualized in Fig. 10. We now move our
attention to the remaining local tensors. For later use
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define Cxopr = K∩LC (aαx) and Cyopr analogously. These are
the sets of points on which the two tilted disjoint triangles
of ternary unitary operators are applied to. We further
denote as Uxmin the operator that is applied to the event
in Cxopr with minimal x2-coordinate. The corresponding

site will be denoted as xmin. We analogously define the
operators Uxmax, Uymin and Uymax and their coordinates,
which we call extremal sites. On the other hand what
remains of the local tensors is are `2-many rings ΛL2-
tensors with

`2 =
r1 − 4t+ 1

2
. (96)

Note that on the extremal sites the respective operators
are connected to an `x-long row of Λ-tensors. Let us
assume L2 > 8t+r2+δL2 with δL2 = 2

⌈
`1
2

⌉
. This bound

comes about, as we want to use the simple properties (30)
and (31) to completely disconnect two neighbouring rows
of local tensors. One can show graphically that they allow
us to remove all local tensors Λ that are applied outside
of the set

Ctens =
{
z ∈ T

∣∣∣ ymin
2 − rmin

1 − 1 ≤

z2 ≤ xmin
2 + rmin

1 + 1
}
, (97)

where rmin
1 = minz̃=xmin

1 ymin
1
|z1 − z̃|. The open legs are

accordingly connected via the tensors λ and γ. To con-
tinue we may look at two different cases determined by
the quantity ∆(x, y) in (29). The simplest case occurs for
∆(x, y) > 4t+δL2. Here the two sets Cxopr and Cyopr do not
share any x2 coordinate and are far enough apart, such
that the application of the simple MPU properties allows
us to separate two full rows of local tensors between the
two sets. Therefore we can use the simple properties (30)
and (31) to cancel all local tensors Λ. In turn the uni-
tary condition of U is now sufficient to cancel all unitary
operators. Therefore

E
(
aαx , a

β
y , t
)
∝ Tr[aαx ] = 0. (98)

In the other case, we cannot simplify any further.

Details of the numerical simulations

This section provides details of the numerical simula-
tions that yield Fig. 5. Most notably, we did not only as-
sume that our local tensors Λ to give rise to simple MPU,

but furthermore we parametrised them specifically as

Λ

(j, µ2)

(i, µ1)

η1

η2
=

A

B

(j, µ2)

c

(i, µ1)

η1

η2
, (99)

where A,B are unitary (dχ1)-matrices and dim(c) =
χc = dχ1/χ2 ∈ N. One can easily check that this con-
struction gives rise to a simple tensor. Now we will ex-
plain the pattern of further pairs (∆x1,∆x2) giving rise
to E = 0.

Due to a finite ∆x2 the two triangles of operators are
shifted against one another. Therefore some of the Λ ten-
sor on the outermost (with respect to the x1-direction)
rings ΛL2 are at one site connected to their adjoint via
the identity. This allows us to cancel more of them via
the simple condition. If |∆x2| is sufficiently large, we can
cancel the local tensor that describes one of the extremal
sites. This in turn connects the one leg of the extremal
operator applied to that site to its adjoint. Therefore,
we can use the unitarity in x2-direction an cancel that
operator. This process can iteratively be continued, just
as in the derivation of the dynamical correlation, until
we reach the operator at the top of the triangle. Here
it depends on the precice position y relative to that op-
erator, if we can cancel this last one. If we are able to,
we find that E ∝ Tr[aβy ] = 0. Therefore ternary unitary
operators actually have an advantage over dual unitary
operators for our computations. This can be seen more
explicitely, if we compare the Fig. 5 to Fig. 11. For the
first a ternary unitary was used, while for the latter we
used an operator that is dual unitary with respect to the
x1-direction.

We also plotted the time evolution up to t = 2, see
Fig. 12. The distincitve features for large ∆x2 are not
well visible. However, we can again see our theoretical
consideration to be correct: For a longer times the cor-
relation tends to decrease and a higher threshold value
|∆x2|thresh is required for E ≡ 0 for |∆x2| > |∆x2|thresh

compared to the shorter time t = 1.
The code used for the numerical computations can

be found at https://github.com/cmendl/ternary_

unitaries.

https://github.com/cmendl/ternary_unitaries
https://github.com/cmendl/ternary_unitaries
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FIG. 11. Equal-time correlation functions for t = 1 and a
random simple MPU tensor Λ defining the sPEPS, an opera-
tor that is dual unitary with respect to the x1-direction, and
random traceless local operators aαx and aβy .
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FIG. 12. Equal-time correlation functions for t = 2 and a
random simple MPU tensor Λ defining the sPEPS, a uniform
ternary unitary gate of the form (5), and random traceless
local operators aαx and aβy .


