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SIMON BECKER AND JENS WITTSTEN

Abstract. In this article we generalize the Bohr-Sommerfeld rule for scalar symbols
at a potential well to matrix-valued symbols having eigenvalues that may coalesce
precisely at the bottom of the well. As an application, we study the existence of
approximately flat bands in moiré heterostructures such as strained two-dimensional
honeycomb lattices in a model recently introduced by Timmel and Mele.

1. Introduction

In recent decades, scientists have mastered the creation of two-dimensional crystals,
consisting of single atomic or molecular layers. When these crystals are stacked with
slight offsets or rotations, they produce a large-scale interference pattern known as a
moiré pattern. In such moiré materials, the electronic states align with the periodicity
of the moiré pattern rather than that of the original crystal, exerting a profound
influence on the material’s electronic properties.

Twisted bilayer graphene (TBG), where two layers of graphene are stacked with
a slight twist, serves as a prime example of this phenomenon. Graphene is a two-
dimensional crystal formed by a single layer of carbon atoms arranged in a honey-
comb lattice. When stacked at specific twist angles, known as magic angles, TBG
exhibits remarkable properties including unconventional superconductivity and a dis-
tinctive flat electronic band structure at low energies. Tarnopolsky, Kruchkov, and
Vishwanath [TKV19] introduced a chiral continuum model for TBG which captures
this fundamental nature of TBG’s magic angles by showcasing perfectly flat Bloch-
Floquet bands precisely at the magic angles. In [BEWZ21, BEWZ22] it was shown
that as the twisting angle is very small, virtually every band close to zero energy is
essentially flat for this model.

In this article, we study an analogue of the above-mentioned chiral model in one
dimension, introduced by Timmel and Mele [TM20], where a moiré-type structure ap-
pears in one dimension through the application of physical strain. While this model
does not exhibit perfectly flat bands, we show that there exist approximate eigenvalues
of infinite multiplicity in the limit of very large moiré cells. These approximate eigen-
values of infinite multiplicity are of the form (1.8) and correspond to almost flat bands,
see §1.3. The infinite multiplicity is obtained from an infinite number of disjoint wells
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Figure 1. Left: superposition of two honeycomb lattices subject to
antisymmetric shear strain. Middle: superposition of two honeycomb
lattices where one lattice is subject to uniaxial strain in horizontal di-
rection. Both superpositions create 1D moiré patterns in the horizontal
direction. For comparison, the right panel shows a 2D moiré pattern
created by a superposition of twisted honeycomb lattices without strain.

which give rise to an infinite number of almost orthonormal quasimodes. The model
actually doesn’t have any exact eigenvalues so the physical relevance of the quasimodes
is their implication of approximately flat band spectrum.

The key ingredient in obtaining these approximate eigenvalues, and our main math-
ematical contribution, is a generalization of the Bohr-Sommerfeld quantization condi-
tion at potential wells to fairly general matrix-valued symbols (see Theorem 1.3 and
Corollary 1.4). This was previously only known for operators that are essentially scalar,
and the semiclassical techniques using symplectic changes of coordinates to reduce the
symbol to a harmonic oscillator do not generalize to systems. While our technique
generalizes to higher dimensions, we restrict ourselves to the one-dimensional case in
this work.

The setting that we will be concerned with is illustrated in Figure 1, where we de-
scribe the superposition of two honeycomb lattices under strain. The left superposition
is subjected to antisymmetric shear strain, while the middle superposition is subjected
to uniaxial strain in the horizontal direction. Contrary to the case of twisted bilayer
graphene in which the moiré pattern is a two-dimensional structure (see the right
panel), the left and middle moiré patterns in Figure 1 are essentially one-dimensional.

Apart from modeling graphene sheets under mechanical strain, the model we analyze
in this work has also been considered for low-energy electron diffraction (LEED) studies
in surface reconstructions of metals. More precisely, metals such as iridium, platinum,
and gold are known to exhibit columns of honeycomb lattice structures on their sur-
face with pits in between them. This phenomenon where the crystal structure of the
metal is broken up on the surface is known as surface reconstruction [Her12, VKS+81].
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In addition, the existence of one-dimensional flat bands in twisted one-dimensional
Germanium selenide lattices has been recently discovered in [KXCR20].

In order to understand such emerging physical phenomena, we develop a new spectral
analysis of operators with matrix-valued symbols exhibiting a potential well. For
Schrödinger operators this has been studied by Barry Simon [Sim83] and has been
generalized to pseudodifferential operators by Helffer-Robert [HR84] (see also [DS99])
to symbols that, via a linear symplectic transformation, can be locally reduced to a
principal symbol with non-degenerate minimum at (x, ξ) = (0, 0) such that

p0(x, ξ) =
λ

2
(ξ2 + x2) +O((x, ξ)3) with λ > 0. (1.1)

The Bohr-Sommerfeld quantization condition near a potential well then allows for the
following asymptotic spectral description, see also [CdV05, ILR18]. Indeed, we can
parametrize periodic orbits p−1

0 (τ) by the bicharacteristic flow I ∋ t 7→ (x(t), ξ(t)) at
the energy level τ. We shall then write

∫
p−1
0 (τ)

f dt :=
∫
I
f(x(t), ξ(t)) dt. The following

theorem is discussed in [DS99, Theorem 14.9], where we used the convention of [CdV05,
ILR18] instead for the characterization of the approximate eigenvalues.

Theorem 1.1. Let p(x, ξ;h) ∈ S(1) with asymptotic expansion p ∼
∑

k≥0 h
kpk and

assume that the principal symbol p0(x, ξ) ≥ 0 with p0(x, ξ) = 0 only at (x, ξ) = 0, as
in (1.1), and also lim inf |(x,ξ)|→∞ p(x, ξ) > 0. Let γτ := p−1

0 (τ). Then there exists a
smooth function F (τ, h) ∼

∑∞
n=0 h

nFn(τ), with F0(τ) = 1
2π

∫
γτ
ξdx = τ/λ + O(τ 2),

F1(τ) =
1
2
−
∫
γτ
p1dt, and

F2(τ) =
1

4π
∂τ

∫
γτ

1

12
det

(
∂xξp0 ∂xxp0
−∂ξξp0 −∂xξp0

)
− p21dt−

1

2π

∫
γτ

p2dt,

such that for every fixed δ > 0, the eigenvalues of P (h) = pw(x, hD;h) in (−∞, hδ)

are defined by the implicit equation F (λk(h), h) +O(h∞) = kh with k ∈ N0.

Remark. The proof of Theorem 1.1 relies on what happens for the harmonic oscillator
p(x, ξ) = p0(x, ξ) = λ(x2+ξ2)/2. In this case, at energy level τ , the bicharacteristic flow
is (x(t), ξ(t)) =

√
2τ/λ(cos(2πt), sin(2πt)) for t ∈ [0, 1]. Then F0(τ) = τ/λ, F1(τ) =

1/2 and F2(τ) = 0, as the determinant in the theorem is a constant independent of τ .
Since F0 is positive, we find for λk(h) ≥ 0 that

F0(λn(h)) =
λn(h)

λ
+O(h3) = (n− 1/2)h.

By the positivity constraint, eigenvalues start only at n = 1 and thus λn(h) = λ(n −
1/2)h+O(h3) for n ≥ 1. The vanishing of all higher order terms in case of the quantum
harmonic oscillator is discussed in [CdV05, ILR18].

In F1, the value 1
2

corresponds to the Maslov index, whereas
∫
γτ
p1|dt| is associated

with Berry’s phase, see also [CU08]. Here the symbol class S(1) is the set of all smooth
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functions with bounded derivatives of any order, and pw(x, hD) is the semiclassical
Weyl quantization of p, see Section 2. In the study of the Harper operator, this result
has been generalized by Helffer-Sjöstrand [HS90, Corollary 3.1.2] to matrix-valued
symbols that can be block-diagonalized to a scalar symbol exhibiting a potential well
and a possibly matrix-valued remainder that is spectrally gapped from the well. In
fact, let M ∈ S(1) be a self-adjoint matrix-valued symbol with M(x, ξ) ∈ Cn×n and
with one eigenvalue µ ∈ S(1), of algebraic multiplicity one, such that

inf
(x,ξ)∈T ∗R

d(Spec(M(x, ξ))\µ(x, ξ), µ(x, ξ)) > 0. (1.2)

Then there exists a unitary pseudodifferential operator U(x, hD) such that

U∗(x, hD)M(x, hD)U(x, hD) = diag(µ̃(x, hD), M̃(x, hD)) +O(h∞),

where µ̃ has principal symbol µ.

Our objective in this work is to study self-adjoint operators Pw(x, hD) for which
the gap-condition (1.2) fails due to the existence of a degenerate potential well in the
following sense:

Definition 1.2. Let P0(x, ξ) ∈ C2×2 and assume that there is a constant C ≥ 0 such
that P0(x, ξ) + C idC2×C2 is positive semi-definite for all (x, ξ). If

P0(x, ξ) = (a(ξ − ξ0)
2 + b(x− x0)

2) id2+O(|(x, ξ)− (x0, ξ0)|3) (1.3)

for some a, b > 0, then we say that P0 has a potential well at (x0, ξ0). If there is
a neighborhood of (x0, ξ0) in which P0 has only one distinct eigenvalue of constant
multiplicity 2 then we say that the well is non-degenerate, otherwise it is said to be
degenerate. We say that the system Pw(x, hD) has a (degenerate or non-degenerate)
well at (x0, ξ0) if the principal symbol P0 of Pw(x, hD) has a (degenerate or non-
degenerate) well at (x0, ξ0).

Note that if P0 has a degenerate potential well at (x0, ξ0) then the eigenvalues nec-
essarily coalesce at (x0, ξ0) since P0(x0, ξ0) has only the eigenvalue λ(x0, ξ0) = 0 with
algebraic multiplicity two. In particular, (1.2) is not satisfied. The main mathemat-
ical contribution of this article is the construction of quasimodes for such symbols in
Theorem 1.3 and Corollary 1.4, corresponding to operators on the real line and on the
circle, respectively. Note that (1.2) is also not satisfied when P0 has a non-degenerate
potential well since then P0 has a double instead of simple eigenvalue there. Theorem
1.3 and Corollary 1.4 apply to this case too. However, when Pw is self-adjoint with
a non-degenerate potential well then P0 is essentially scalar near the well so scalar
methods can be used instead. For a degenerate well this is not possible since the mul-
tiplicity changes from one to two precisely at the bottom of the well; this is the reason
we choose to call that case degenerate.
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Before stating these results we briefly describe the setting. In Theorem 1.3 we assume
that the full symbol of Pw has either an asymptotic expansion in S(1) which is relevant
for tight-binding operators, or in S2(T ∗R) which allows for second order differential
operators including the square of a Dirac operator (see Section 2 for definitions of
symbol classes). By multiplying the principal symbol P0 of Pw by a scalar if necessary
we may assume that a = 1 in (1.3). We will also assume that x0 = 0, but keep ξ0 to
illustrate its effects. Thus, P ∼

∑
hjPj where P0 has a potential well at (0, ξ0). We

may without loss of generality assume that the subleading symbol satisfies P1(0, ξ0) =

diag(µ1, µ2) with µ1, µ2 ∈ R. Indeed, since P1(x, ξ) is Hermitian when Pw is self-
adjoint, we may conjugate P1(0, ξ0) with a unitary constant matrix to obtain this
form, and this preserves (1.3) which proves the claim. We note that if P0 ∈ S(1) is
positive semi-definite then the sharp Gårding inequality for systems (which for example
follows from Hörmander’s Weyl calculus [Hör79, Theorem 6.8], see Lemma 3.10 below)
gives (Pw

0 (x, hD)u, u) ≥ −Ch∥u∥2 for h small which implies that also

(Pw(x, hD)u, u) ≥ −Ch∥u∥2

for h small. If u is microlocally small in a neighborhood of the well at (0, ξ0), this
will lead to a sufficiently good positive lower bound for our applications. We will be
able to argue in a similar way when P ∈ S2(T ∗R) by assuming, in addition, that if
P ∈ S2(T ∗R) then

(Pw(x, hD)u, u) ≥ (V u, u)− Ch(u, u) (1.4)
where V ∈ C∞(R;R2×2) is a matrix-valued function such that for some c1, c2 > 0,
V (x) + c1 idC2×2 is positive semi-definite for all x, and V (x) = c2x

2 idC2×2 +O(x3) near
x = 0. This assumption is tailored towards the low-energy model we study in §4.1,
and is natural for the square of a Dirac operator with a potential well, see Lemma 4.4.

We show that under these conditions, we can use the standard rescaling y = h−
1
2x

to write Pw as
Pw(x, hD) = γ∗ ◦ T ◦ (γ−1)∗, γ(x) = h−

1
2x, (1.5)

where T is an operator of the form

T v(y) = eiξ0y/
√
hTw(y,D)(e−iξ0•/

√
hv)(y), (1.6)

see Proposition 3.1. Here Tw = hTw
0 + h3/2Rw

h , with the leading symbol T0 given as
the direct sum of two harmonic oscillators

T0(y, η) = diag(η2 + ω2y2 + µ1, η
2 + ω2y2 + µ2),

where ω > 0 is determined from a, b in Definition 1.2. (Assuming a = 1 we have ω =√
b.) The symbol expansion of Rw

h is described in Proposition 3.1. These subleading
symbols couple the two harmonic oscillators in a non-trivial way, preventing us from
resorting to scalar methods. Instead, we use the fact that Rw

hφ = O(1) for eigenvectors
φ of Tw

0 to perform a perturbative analysis and obtain the following theorem, which is
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the main mathematical result of the paper. For the statement we recall the harmonic
oscillator basis functions

φn,ω(y) =
1√
2nn!

(
ω
π

)1/4
Hn

(√
ωy
)
e−

ωy2

2 =: ϕn,ω(y)e
−ωy2

2 n ∈ N0, ω > 0, (1.7)

satisfying (D2
y + ω2y2)φn,ω = (2n+ 1)ωφn,ω, and normalized in L2(R). Here Hn is the

n:th Hermite polynomial.

Theorem 1.3. Let P ∈ C∞(T ∗R) have asymptotic expansion P ∼
∑∞

k≥0 h
kPk, where

either Pk ∈ S(1) for k ≥ 0, or Pk ∈ S2−k(T ∗R) for k ≥ 0, so that either P ∈ S(1) or
P ∈ S2(T ∗R). Assume (1.4) if P ∈ S2(T ∗R). Assume that P0 has a potential well at
(0, ξ0) in the sense of Definition 1.2 and that P1(0, ξ0) = diag(µ1, µ2) with µ1, µ2 ∈ R.
Then Pw can be written as in (1.5)–(1.6), with Tw in (1.6) satisfying the following:
For any n ∈ N0 there is an h0 > 0 together with quasimodes v(j)(n) and approximate
eigenvalues λ(j)(n), j = 1, 2, such that for any ℓ ∈ N0

(Tw(y,D)− λ(j)(n))v(j)(n, y) = OS (hℓ+
3
2 ), 0 < h < h0,

where v(j)(n, y) =
∑2ℓ

i=0 h
i/2v

(j)
i (n, y)e−ωy2/2 mod OS (hℓ+1/2) for some polynomials v(j)i ,

and where λ(j)(n) = h
∑2ℓ

i=0 h
i/2λ

(j)
i (n) mod O(hℓ+3/2) with λ(j)0 (n) = (2n + 1)ω + µj.

The leading order amplitudes are v(1)0 (n) = (ϕn,ω, 0) and v(2)0 (n) = (0, ϕn,ω).

The proof of Theorem 1.3 takes up the bulk of Section 3. We remark that the
presence of µ1 and µ2 in T0 has a nontrivial influence on the available methods for
constructing quasimodes. (Note that resonance occurs when µ1 − µ2 ∈ 2Zω, see the
discussion preceding (3.15) below.) To illustrate this, we include an explicit WKB-
type construction of approximate eigenvalues and quasimodes in Proposition 3.3 as
a special case of Theorem 1.3, which relies on one of the following constraints being
fulfilled: either µ1 − µ2 /∈ 2Zω, or µ1 − µ2 ∈ 4Zω but the expansion of Rh satisfies
an alternating block symmetry assumption (diagonal and off-diagonal, alternating). In
particular, for the construction to work it is crucial that µ1−µ2 /∈ (4Z+2)ω, and as we
will see below, this assumption is violated in the models of one-dimensional strained
moiré lattices introduced by Timmel and Mele [TM20].

To treat the general case, we design a new phase space version of a quasimode
construction used by Barry Simon [Sim83]. This includes a phase space version of
the IMS localization formula in Lemma 3.8 which may be of independent interest.
To isolate the spectral contribution of the degenerate potential well at (0, ξ0), we use
the notion of a massive Weyl operator by adding to Pw(x, hD) the operator (1 −
χw(x, hD)) idC2×2 where χ is a symbol having small support such that χ ≡ 1 near
the well, see (3.9). Since the quasimodes have semiclassical wavefront set confined to
{(0, ξ0)}, the difference between Pw(x, hD) and its massive counterpart acting on the
quasimodes is O(h∞) as h→ 0.
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If the symbol P (x, ξ) ∈ C∞(T ∗R) in Theorem 1.3 in addition is 1-periodic in x,
then Pw preserves periodicity in the sense that if u(x) ∈ C∞(R) is 1-periodic then
so is Pw(x, hD)u(x). Moreover, P can be identified with a symbol on T ∗T, where
T := R/Z is the one-dimensional torus. By identifying 1-periodic functions on R with
functions on T, pseudodifferential operators on T can in this way be identified with
operators having symbols that are 1-periodic in x, acting on 1-periodic functions, see
§2.1 for details. As a consequence of Theorem 1.3 we therefore obtain the following
quasimode construction for Pw(x, hD) on L2(T;C2) near a potential well. We give the
proof in Subsection 3.2.

Corollary 1.4. Let P satisfy the assumptions in Theorem 1.3. Assume in addition
that P (x, ξ) is 1-periodic in x, and regard Pw(x, hD) as a pseudodifferential operator
on T. Let {v(j)(n)}n∈N0 and {λ(j)(n)}n∈N0, j = 1, 2, be given by Theorem 1.3. Then
the family of quasimodes {u(j)(n)}n∈N0 in C∞(T;C2) given by

u(j)(n, x) = h−
1
4

∑
k∈Z

eiξ0(x−k)/hv(j)(n, (x− k)h−
1
2 )

satisfies WFh(u
(j)) = {(0, ξ0)} ⊂ T ∗T, ∥u(j)∥L2(T;C2) = 1 +O(h

1
2 ) and

(Pw(x, hD)− λ(j)(n))u(j)(n) = OL2(T;C2)(h
ℓ+ 3

2 ) (1.8)

for 0 < h < h0(n) and all ℓ ∈ N0.

In the second part of the paper we then apply Corollary 1.4 to the models of Timmel
and Mele [TM20] of one-dimensional moiré structures discussed above. To describe our
results in more detail we first need to introduce the models.

1.1. Model Hamiltonian. We start by introducing the tight-binding (i.e., discrete)
model of one-dimensional moiré structures. Here, an effectively one-dimensional moiré
pattern (visible along the horizontal direction in Figure 1) has been formed due to
periodic strain-modulation. Using periodicity in the orthogonal direction, Floquet
theory is used to obtain a family of Hamiltonians, depending on a quasimomentum
k⊥ ∈ R perpendicular to the moiré direction, that approximates the dynamics of
strained bilayer graphene in the direction of the moiré pattern, and takes the following
form: Let ψ = (ψn)

∞
n=−∞ be a vector in ℓ2(Z;C4). The Harper model for strained

bilayer graphene [TM20] is defined as the actionHTB(w)ψ = ((HTB(w)ψ)n)
∞
n=−∞ where

(HTB(w)ψ)n := t(k⊥)ψn+1 + t(k⊥)ψn−1 + (t0 + Vw(n/L))ψn. (1.9)

Here, L is the length of a unit period of the moiré pattern (i.e., the length of the
fundamental cell of the pattern’s one-dimensional lattice structure); we call L the
moiré length. L is related to the strength of the strain, and L→ ∞ as the strength of
the strain tends to zero.
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Figure 2. Different stacking configurations (AA, AB, BA) for super-
positions of honeycomb lattices under strain. On the left, both the red
and the blue lattice is subject to antisymmetric shear strain, while on
the right, the red lattice is subject to uniaxial strain in the horizontal
direction.

Denote the Pauli matrices by σi for i ∈ {1, 2, 3}. Then the kinetic part is the discrete
Dirac operator which, for γ15 = diag(σ1, σ1) and γ25 = diag(σ2, σ2), is defined as

(Dkin(k⊥)ψ)n = t(k⊥)ψn+1 + t(k⊥)ψn−1 + t0ψn,

where
t(k⊥) = (cos(2πk⊥)γ15 + sin(2πk⊥)γ25), t0 = γ15. (1.10)

This parameter configuration corresponds to the armchair configuration in [TM20] re-
sulting from antisymmetric shear strain (shown in the left panel of Figure 1). Uniaxial
strain leads to a similar model. The honeycomb lattice consists of two types of atoms
per fundamental cell, denoted A and B, respectively. The full potential Vw is defined in
terms of an anti-chiral potential (ac), describing the interaction between atoms A/A,
B/B of the honeycomb lattice, and a chiral potential (c), describing the interaction
between atoms A/B, B/A of the honeycomb lattice, of the form

Vac = Uac

(
0 id

id 0

)
, Vc =

(
0 W

W ∗ 0

)
with W =

(
0 U−

c

U+
c 0

)
,

where Uac(x) = 1 + 2 cos(2πx) and U±
c (x) = 1− cos(2πx)±

√
3 sin(2πx). Then

Vw(x) = w0Vac(x) + w1Vc(x), w = (w0, w1) ∈ R2
+.

Interaction between atoms A/A, B/B where the two honeycomb lattices are aligned is
called AA stacking, while interaction between atoms A/B, B/A are called AB and BA
stacking, respectively. The stacking configurations are illustrated in Figure 2 for the
two types of 1D moiré patterns shown in Figure 1. In their paper on strained lattices,
Timmel and Mele [TM20] consider the full model and assume that w0 = w1. We shall
mainly be concerned with the chiral limit, obtained by setting w0 = 0. While this may
seem like a drastic simplification, the resulting model reproduces the spectrum close
to zero of the full model quite well, see §1.3 below and in particular Figure 5.



SEMICLASSICAL QUANTIZATION CONDITIONS IN STRAINED MOIRÉ LATTICES 9

To use the general framework developed for operators with degenerate potential wells
we note that the discrete operator (1.9) is unitarily equivalent to the pseudodifferential
operator

HΨDO(w)u(x) := (2t(k⊥) cos(2πx) + t0 + Vw(hDx))u(x) (1.11)

acting on L2(T;C4), T = R/Z, see Lemma 2.1. Here, the semiclassical parameter is
defined in terms of the moiré length via h = (2πL)−1, i.e., we are concerned with the
limit of large moiré lengths L≫ 1. In the chiral limit (w0 = 0), conjugating HΨDO(w)

by a unitary matrix leads to a system on off-diagonal block form, thus effectively
reducing the spectral analysis to a 2 × 2 system, see Lemma 4.5. We show that the
degenerate wells only appear for quasimomenta k⊥ = 0 or k⊥ = 1

2
. After describing

the precise location of the wells in Proposition 4.9, we then use Corollary 1.4 to obtain
approximate eigenvalues and quasimodes to any order. We can do this for each of
the degenerate wells, which appear periodically with period 1 in the fiber direction of
phase space. Since the approximate eigenvalues are independent of the choice of well,
this gives approximate eigenvalues of infinite multiplicity:

Theorem 1.5. Let HΨDO(w) be given by (1.11) and consider the chiral limit w =

(0, w1) and quasimomentum k⊥ = 0 or k⊥ = 1
2
. For each ξ0 = ±1

3
(1
2
)2k⊥ + n0, n0 ∈

Z, and j = 1, 2 there are quasimodes {ψ(ξ0,j)
± (n)}n∈N0 ⊂ C∞(T;C4), normalized in

L2(T;C4) and with WFh(ψ
(ξ0,j)
± (n)) = {(ξ0, 0)}, together with approximate eigenvalues

{±
√
λ(ξ0,j)(n)}n∈N0 that are independent of n0 ∈ Z, such that if 0 < h < h0(n) then(

HΨDO(0, w1)∓
√
λ(ξ0,j)(n)

)
ψ

(ξ0,j)
± (n) = O(hℓ+1)

in L2(T;C4) for any ℓ ∈ N0, where λ(ξ0,j)(n) = h
∑2ℓ

i=0 h
i/2λ

(ξ0,j)
i (n) mod O(hℓ+3/2) with

h
(ξ0,j)
0 (n) = (2n+1±(−1)2k⊥+j−1)12π2w1. In particular, near zero energy HΨDO(0, w1)

has approximate eigenvalues of infinite multiplicity given by{
±
√
24π2w1hn+O(h)

}
n∈N0

.

1.2. Effective Hamiltonian. We shall also consider an effective low-energy model of
(1.9) introduced in [TM20] for a moiré superlattice with antisymmetric shear strain.
After a rescaling x/L 7→ x, where L is the moiré length, the model is described by the
semiclassical operator

Hw(x, hDx) =


0 hDx − ik⊥ w0U(x) w1U

−(x)

hDx + ik⊥ 0 w1U
+(x) w0U(x)

w0U(x) w1U
+(x) 0 hDx − ik⊥

w1U
−(x) w0U(x) hDx + ik⊥ 0

 , (1.12)

with semiclassical parameter h = 1/L, acting on L2(R;C4). Here k⊥ is the quasimo-
mentum in the orthogonal periodic direction, and U(x) = Uac(x) = 1+2 cos(2πx) and
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U±(x) = U±
c (x) = 1− cos(2πx)±

√
3 sin(2πx) as before. The kinetic differential oper-

ator is essentially a linearization in ξ of a symbol associated with the discrete model
(1.9). We denote the symbol of the chiral Hamiltonian, when w0 = 0, by Hc and the
symbol of the anti-chiral Hamiltonian, when w1 = 0, by Hac, respectively.

Since the potential in H is 1-periodic in x, we can use the standard Bloch-Floquet
transform to equivalently study the spectrum ofHw(kx) = Hw(x, hD; kx) on L2(T;C4),
where

Hw(kx) =


0 hDx + kx − ik⊥ w0U(x) w1U

−(x)

hDx + kx + ik⊥ 0 w1U
+(x) w0U(x)

w0U(x) w1U
+(x) 0 hDx + kx − ik⊥

w1U
−(x) w0U(x) hDx + kx + ik⊥ 0


(1.13)

and
Spec(Hw) =

⋃
kx∈[0,2πh]

Spec(Hw(kx)). (1.14)

Then both HΨDO and Hw(kx) act on L2(T;C4) which allows for a unified treatment of
both models. Note that kx = O(h) so it does not contribute to the principal symbol
of Hw(kx).

Similar to HΨDO(w) we find in the chiral limit w0 = 0 that conjugating Hw
c (kx)

by a unitary matrix leads to a system on off-diagonal block form, see Lemma 4.1.
We locate the degenerate potential wells in Proposition 4.3, which only appear for
quasimomentum k⊥ = 0, and apply Corollary 1.4 to obtain approximate eigenvalues
and quasimodes to any order. The proof (given at the end of §4.1) shows that the
obtained approximate eigenvalues of Hw

c (kx) are independent of kx, which by (1.14)
leads to approximate eigenvalues of infinite multiplicity for Hw

c :

Theorem 1.6. Let Hw and Hw(kx) be given by (1.12) and (1.13), respectively, and
consider the chiral limit w = (0, w1) and quasimomentum k⊥ = 0. For each j = 1, 2

there are quasimodes {ψ(j)
± (n)}n∈N0 ⊂ C∞(T;C4), normalized in L2(T;C4) and with

WFh(ψ
(j)
± (n)) = {(0, 0)}, together with approximate eigenvalues {±

√
λ(j)(n)}n∈N0,

such that if 0 < h < h0(n) then(
Hw

c (kx)∓
√
λ(j)(n)

)
ψ

(j)
± (n) = O(hℓ+1)

in L2(T;C4) for any ℓ ∈ N0, where λ(j)(n) = h
∑2ℓ

i=0 h
i/2λ

(j)
i (n) mod O(hℓ+3/2) with

h
(j)
0 (n) = ((2n + 1) + (−1)j)2π

√
3w1. In particular, for quasimomentum k⊥ = 0, the

chiral limit of Hw in (1.12) has approximate eigenvalues of infinite multiplicity given
by {

±
√

4π
√
3w1hn+O(h)

}
n∈N0

.
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Figure 3. Bands closest to zero energy for the low-energy model (1.13)
in the chiral limit (left) (w0, w1) = (0, 1) and anti-chiral limit (right)
(w0, w1) = (1, 0) with h = 1/10. The figure plots the quasimomentum
kx/h on the x-axis and the respective eigenvalues of Hw(kx) on the y-
axis. The chiral model exhibits almost flat bands.

1.3. Almost flat bands. A band of Hw (as the word has been used above) refers
to an eigenvalue of Hw(kx) as a function of kx. This is justified by (1.14). It is a
classical result that a flat band corresponds to an eigenvalue of infinite multiplicity
[Kuc16, Corollary 6.11]. The converse can be deduced in the same way if the operator
is self-adjoint and depends analytically on the quasimomentum k (Rellich’s theorem).
Existence of approximate eigenvalues for the chiral limit Hw

c (kx), as described in the
previous subsection, then results in the bands close to zero energy being almost flat.
This is illustrated in the left panel of Figure 3. For comparison, the right panel shows
the bands of the anti-chiral limit, none of which are almost flat (see Appendix B).

The corresponding notion of bands also exists for the discrete Hamiltonian (1.9).
To see this, note that there is a version of Bloch-Floquet theory also for this model.
Indeed, let L = q/p for positive integers p and q. ThenHTB commutes with translations
τqψn = ψn−q. The Bloch transform ℓ2(Z;C4) ∋ (ψn)n∈Z → (kx 7→ (ϕn(kx))n∈Z/qZ ∈
L2(R/(2πZ);C4)⊗ Cq is then defined for kx ∈ R/(2π/q)Z by

ϕn(kx) :=
∑
m∈Z

ψn−qme
iqmkx with n ∈ Z/qZ

and the Floquet transformed Hamiltonian HTB(kx) takes the form

HTB(kx) = t(k⊥)⊗ (J(kx) + J(kx)
∗) + (t0 ⊗ Iq + Vw),
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Figure 4. Bands close to zero energy for the discrete model (1.9)
in the chiral limit (left) (w0, w1) = (0, 1) and anti-chiral limit (right)
(w0, w1) = (1, 0) with q = 30, p = 1 and thus L = 30. The figure plots
the quasimomentum kx ·q on the x-axis and the respective eigenvalues of
HTB(kx) on the y-axis. As in Figure 3, the chiral model exhibits almost
flat bands.

where

J(kx) =


0 0 0 eiqkx

1 0 0 0

0
. . . 0 0

0 0 1 0

 ∈ Cq×q

and the potential

Vw =

(
0 w0I2

w0I2 0

)
⊗ Uq + w1

(
0 τ t

τ 0

)
⊗ U+

q + w1

(
0 τ

τ t 0

)
⊗ U−

q

with matrices U±
q = diag(U±(jp/q))1≤j≤q, Uq = diag(U(jp/q))1≤j≤q, and τ =

(
0 1

0 0

)
.

In particular,
Spec(HTB) =

⋃
kx∈[0,2π/q]

Spec(HTB(kx)).

In the left panel of Figure 4 the corresponding bands close to zero energy are shown,
demonstrating that they are indeed almost flat. The right panel shows the bands of
the anti-chiral limit, discussed in Appendix B.

The approximately flat bands exhibited by the chiral limits of Hw and HTB (cf. the
left panel of Figures 3 and 4) remain nearly flat for the full models for physically
reasonable choices of hopping parameters w = (w0, w1). For twisted bilayer graphene,
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Figure 5. Comparison of bands close to zero energy for the chiral limit
(w0, w1) = (0, 1) of the low-energy model (1.13) and the full low energy
model (w0, w1) = (0.8, 1) (left) with h = 1/10 showing an impressive
agreement. Chiral limit of the tight-binding model and full tight-binding
model for L = 30 with p = 1 and q = 30 (right).

it has been experimentally verified that the hopping strength ratio is w0/w1 ≈ 0.7-0.8
for small twisting angles. Using a similar ratio, Figure 5 displays the bands of the full
models, showing that the spectrum close to zero energy is accurately reproduced by
the corresponding chiral limits.

1.4. Analysis close to rational moiré lengths and open questions. The previous
semiclassical description provides a representation of the operator model essentially for
large moiré lengths. We can also find a semiclassical description close to arbitrary com-
mensurable length scales. To translate this spectral problem near any commensurable
h, the key proposition is

Proposition 1.7. Let h = p
q
+h′, then there is a unitary transformation Uq : L

2(T;C4) →
L2(T;C4)⊗ Cq such that the Hamiltonian in (1.11) satisfies

(UqHΨDOU∗
q )(x, h

′Dx) = t(k⊥)⊗ (e2πixJ∗
q,p + e−2πixJq,p) + t0 ⊗ Iq + Ṽw(h

′Dx),

where Jq,p := Jp
q with

Jq = diag(1, γ, . . . , γq−1) with γ = e2πi/q, and (Kq)jk =

{
1 if k ≡ j + 1 mod q,
0 otherwise.

Here, V̂w is defined as Vw but with matrix-valued self-adjoint potentials

Û(h′Dx) = Iq + e2πih
′DxKq + e−2πih′DxK∗

q
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Û±(h′Dx) = Iq −
e2πih

′DxKq + e−2πih′DxK∗
q

2
±
√
3

(
e2πih

′DxKq − e−2πih′DxK∗
q

2i

)
.

Proof. Consider the unitary map Uq : L
2(T;C4) → L2(T;C4)⊗ Cq, defined by

(Uqu) = diag(u, T 1u, . . . , T q−1u)

with (Tu)(x) := u(x− p
q
). For u(x) = e−2πix, this map satisfies

UquU∗
q = uJp

q and Uqe
−2πihDxU∗

q = e−2πih′DxK∗
q .

The result then follows immediately, as the operator consists of such primitive Fourier
modes. □

A more detailed analysis of this model close to commensurable moiré lengths is an
open problem and should be compared to the magnetic case [HS90]. Using the results
of Proposition 1.7, it is possible to show that for example for p = 1, q = 2, the chiral
Hamiltonian also exhibits a potential well at zero energy.

Outline of the article. In Section 2, we briefly recall relevant background on semi-
classical pseudodifferential operators. Section 3 contains our analysis of the spectral
asymptotics for systems exhibiting a potential well. In Section 4, we then apply the
spectral asymptotics derived in the previous section to the chiral Hamiltonian of the
pseudodifferential Harper model (1.11) and of the low-energy model (1.13). The article
also contains an appendix which consists of Section A where we prove auxiliary results
used in the proofs of Section 3, and Section B where we for comparison discuss the
anti-chiral limits of models (1.11) and (1.13). In the former model, there are various
quasimodes at potential wells located at different energy levels, but not necessarily at
zero, see Theorem B.2. The gap-condition (1.2) fails, but the operator is diagonal-
izable so the scalar results of Theorem 1.1 apply directly. In the latter model, there
are no wells at all, see Remark B.3. The bands near zero energy of the anti-chiral
limits of each corresponding model are shown in the right panels of Figures 3 and 4
for comparison. Spectral aspects of these models will be discussed in the forthcoming
article [BGW22].

2. Semiclassical pseudodifferential operators

Notation. We denote by Hm(Rn) the Sobolev space of order m. The Pauli matrices
are denoted by σi for i ∈ {1, 2, 3}. Recall that the Kohn-Nirenberg symbol class Sm(R×
R) is the set of all a ∈ C∞(R× R) such that

|∂jξ∂
k
xa(x, ξ)| ≤ Cjk(1 + |ξ|)m−j, j, k ≥ 0.
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By Sm,k
δ we denote the class of symbols p such that

|∂αx∂
β
ξ p(x, ξ)| ≤ Cαβh

−(α+β)δh−m⟨ξ⟩k−β, α, β ∈ N0.

We let Ψm(R) and Ψm,k
δ (R) denote the corresponding class of semiclassical operators,

and recall that if aw ∈ Ψm,k
δ and bw ∈ Ψm′,k′

δ then awbw ∈ Ψm+m′,k+k′

δ .

We identify functions on T ∗T = T × R with functions on T ∗R = R × R that are
1-periodic in the base variable x. The class Sm(T ∗T) is identified with the subset of
Sm(T ∗R) consisting of the symbols that are 1-periodic in x. Similarly, we identify
symbols in C∞(T ∗T) belonging to S(1) with symbols in C∞(T ∗R) that are 1-periodic
in x and belong to S(1). We shall also need the symbol classes S(m) where m is an
order function of the type

m(y, η) = (1 + |y|2 + |η|2)ν/2

for some ν ≥ 0, consisting of a ∈ C∞(T ∗R) such that |∂αη ∂βy a(y, η)| ≤ Cαβm(y, η) for
all α, β ∈ N0. For such m we usually just write S(⟨(y, η)⟩ν), where we use the notation
⟨t⟩ = (1 + |t|2) 1

2 for t ∈ R. All these symbol classes generalize in the natural way to
n×m systems a ∈ C∞(R×R;Cn×m) and we shall not emphasize the size Cn×m in the
notation. Usually we will also simply write e.g. L2(T) instead of L2(T;Cd) when the
vector dimension is clear from context.

2.1. Pseudodifferential calculus on T. In this subsection, we provide the relevant
background on semiclassical pseudodifferential operators on T (see [Zwo12, Section
5.3] for a detailed exposition). Let T = R/Z and identify T with the fundamental
domain [0, 1). Functions u ∈ L2(T) are identified with periodic functions on R with
period 1. Symbols a on T ∗T are identified with symbols a(x, ξ) on T ∗R that are 1-
periodic in x. The standard quantization of such a symbol is the semiclassical operator
A(h) = a(x, hD) acting on 1-periodic functions via

A(h)u(x) =
1

2πh

∫
T ∗R

ei(x−y)ξ/ha(x, ξ)u(y) dy dξ =
1

2π

∫
T ∗R

ei(x−y)ξa(x, hξ)u(y) dy dξ,

interpreted in the weak sense. Note that a periodic function u identified with u ∈ L2(T)
belongs to the space S ′(R) of tempered distributions, so this action is well-defined. It
is easy to check that if u(x) is 1-periodic then

A(h)u(x+ k) = (a(x, hD)u(•+ k))(x) = A(h)u(x), k ∈ Z, (2.1)

so A(h) preserves periodicity, and thus defines an operator on T. If, say, a ∈ S(1),
then A(h) : L2(T) → L2(T) is bounded, see [Zwo12, Theorem 5.5].

Using the standard quantization above, we may express the action of A(h) in terms
of Fourier coefficients: If u is 1-periodic, write u(y) =

∑
n∈Z e

2πinyun where un =



16 SIMON BECKER AND JENS WITTSTEN∫ 1

0
e−2πinyu(y) dy. Inserting this into the definition of A(h)u(x) we obtain

A(h)u(x) =
∑
n∈Z

un

∫
R
eixξ/ha(x, ξ)

(
1

2πh

∫
R
eiy(2πnh−ξ)/h dy

)
dξ,

where 1
2πh

∫
R e

iy(2πnh−ξ)/h dy = δ(2πnh− ξ) is the Dirac mass at 2πnh− ξ. Hence,

A(h)u(x) =
∑
n∈Z

e2πinxa(x, 2πnh)un. (2.2)

Remarks. 1. If we instead use the Weyl quantization, defined for a symbol a(x, ξ) as

aw(x, hD)u(x) =
1

2πh

∫
ei(x−y)ξ/ha((x+ y)/2, ξ)u(y) dy dξ,

then aw(x, hD)u(x) is still 1-periodic, but formula (2.2) needs to be altered and be-
comes more involved in general. However, in the special case that a is a linear combi-
nation of functions that only depend on either x or ξ, so that a(x, ξ) = a0(x) + a1(ξ),
it is easy to see that we similarly get

aw(x, hD)u(x) =
∑
n∈Z

e2πinxa(x, 2πnh)un

for such operators. (Using the correspondence between different quantizations we have
that aw(x, hD)u(x) =

∑
n∈Z e

2πinx(e
i
2
hDxDξa)(x, 2πnh)un in the general case.)

2. Let a be symbol on T ∗T, identified with a symbol a(x, ξ) on T ∗R that is 1-
periodic in x, and suppose that a(x, ξ) ∈ S(1). Then aw defines an operator on L2(T),
understood as acting on the space of 1-periodic functions equipped with the norm in
L2([0, 1)). Naturally, symbols in S(1) also give rise to operators on L2(R), so we may
also view aw as an operator aw : L2(R) → L2(R) by changing the domain. The same
is true if a ∈ Sm as long as we interpret aw on L2 as a densely defined operator when
m > 0. This can be said to be the viewpoint in Theorem 1.3, should the symbol
P (x, ξ) in the statement happen to be 1-periodic in x.

We now show that HTB is unitarily equivalent to the semiclassical pseudodifferential
operator HΨDO(w) in (1.11).

Lemma 2.1. Let HΨDO(w) be as in (1.11) with h = (2πL)−1 and set

a(x, ξ) = 2t(k⊥) cos(2πx) + t0 + Vw(ξ). (2.3)

Then the discrete operator (1.9) is unitarily equivalent to the pseudodifferential oper-
ator HΨDO(w) = aw(x, hD) : L2(T) → L2(T).
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Proof. Let ψ = (ψn)
∞
n=−∞ ∈ ℓ2(Z) and set Ψ(x) =

∑
n∈Z e

2πinxψn so that ψn is the n:th
Fourier coefficient of Ψ. With ψ = (ψk)k∈Z, (1.9) then gives rise to the action

A(w)Ψ(x) =
∑
n∈Z

e2πinx(HTB(w)ψ)n

=
∑
n∈Z

e2πinx(t(k⊥)ψn+1 + t(k⊥)ψn−1 + (t0 + Vw(n/L))ψn)

which we rewrite as

A(w)Ψ(x) =
∑
n∈Z

e2πinx(2t(k⊥) cos(2πx) + t0 + Vw(2πnh))ψn,

where h = (2πL)−1. In view of the remark above we may interpret this as the action of
the semiclassical operator defined as the Weyl quantization A(w) = aw(x, hD) of the
symbol a given by (2.3), where we have suppressed the dependence on w = (w0, w1)

for simplicity. By the definition of Vw we see that a is a bounded smooth function
which implies that aw(x, hD) is bounded on L2(T), and the lemma follows. □

3. Quasimodes near degenerate wells

The purpose of this section is to study quasimodes of Pw when Pw has a potential
well in the sense of Definition 1.2, and prove Theorem 1.3 and Corollary 1.4. We
therefore let Pw(x, hD) be a 2 × 2 system of self-adjoint semiclassical operators with
matrix valued symbol P ∈ C∞(T ∗R). We shall assume that P has an expansion
P ∼

∑∞
k=0 h

kPk where either Pk ∈ S(1) for k ≥ 0 or Pk ∈ S2−k(T ∗R) for k ≥ 0.
(The former implies that P ∈ S(1) and the latter that P ∈ S2(T ∗R).) In both cases
P −

∑N
k=0 h

kPk = OS(1)(h
N+1) for all N ≥ 1. As explained in the introduction, we

will assume that a = 1 and x0 = 0 in (1.3), so that Pw has a potential well at (0, ξ0).
When proving Corollary 1.4 we will in addition assume that P (x, ξ) is 1-periodic in x,
and identify P with a symbol on T ∗T.

3.1. Normal form. If P0 has a degenerate potential well then the gap condition (1.2)
is clearly violated. We shall therefore have to study the spectrum of Pw by another
approach, the first step of which is to obtain a suitable normal form.

We begin with a general discussion and first recall the standard rescaling, so suppose
that p ∈ Sm(T ∗R) and make the change of variables y = h−

1
2x. Then pw(x, hDx)u(x) =

pwh (y,Dy)v(y) where u(x) = v(y) and the Weyl quantization of ph(y, η) = p(h
1
2y, h

1
2η)

is understood to be non-semiclassical, i.e.,

pwh (y,Dy)v(y) =
1

2π

∫
ei(y−t)ηph((y + t)/2, η)v(t) dt dη.
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In other words, if γ∗v = v◦γ denotes pullback by γ(x) = h−
1
2x, and P (h) = pw(x, hDx),

then pwh (y,Dy) = (γ−1)∗ ◦ P (h) ◦ γ∗. If 0 < h < 1 then

|∂jη∂kyph(y, η)| ≤ Cjkh
j/2(1 + |h

1
2η|)m−j, j, k ≥ 0,

and if m ≥ 0 then standard calculus shows that the right-hand side is bounded by
Cjk(1 + |η|)m−j so

p(x, ξ) ∈ Sm(Rx × Rξ) =⇒ ph(y, η) ∈ Sm(Ry × Rη), 0 < h < 1,

uniformly.

If p ∈ S(1) then the same calculations show that ph ∈ S(1) uniformly for 0 < h < 1.
We then have the following normal form.

Proposition 3.1. Let P ∈ C∞(T ∗R) with P (x, ξ) ∼
∑∞

j=0 h
jPj(x, ξ), where either

Pj ∈ S(1), j ≥ 0 or Pj ∈ S2−j(T ∗R), j ≥ 0. Assume that P0 has a potential well at
(0, ξ0) in the sense of Definition 1.2 and that P1(0, ξ0) = diag(µ1, µ2) with µ1, µ2 ∈ R.
Then

Pw(x, hD) = γ∗ ◦ T ◦ (γ−1)∗, γ(x) = h−
1
2x, (3.1)

where T is an operator of the form

T v(y) = eiξ0y/
√
hTw(y,D)(e−iξ0•/

√
hv)(y) (3.2)

and Tw is a 2× 2 self-adjoint matrix-valued system with expansion

T (y, η) =
k∑

j=0

h(j+2)/2Tj(y, η) + h(k+3)/2Rk(y, η;h), (3.3)

where
T0(y, η) = diag(η2 + ω2y2 + µ1, η

2 + ω2y2 + µ2) with ω > 0, (3.4)

and where Tj ∈ S(⟨(y, η)⟩j+2) for j ≥ 0 and Rk(h) ∈ S(⟨(y, η)⟩k+3) uniformly for
0 < h < 1. Moreover, if P (x, ξ) is periodic in x with period 1 then T (y, η) is periodic
in y with period h−

1
2 .

Note in particular that T0 is just the symbol of a direct sum of harmonic oscillators
which are perturbed and coupled to one another through terms appearing in Tj, Rk.

Proof. First note that for a symbol p(x, ξ) we have after the symplectic change of
variables ζ = ξ − ξ0 that

pw(x, hD)u(x) =
1

2πh

∫
ei(x−y)ζ/heixξ0/hp((x+ y)/2, ζ + ξ0)e

−iξ0•/hu(y) dy dζ

= eixξ0/hqw(x, hD)(e−iξ0•/hu)(x)
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where q(x, ζ) = p(x, ζ + ξ0). With y = h−
1
2x we have as above that qw(x, hD)u(x) =

qwh (y,D)v(y) where qh(y, η) = p(h
1
2y, h

1
2η + ξ0) and u(x) = v(y). Hence,

pw(x, hD)u(x) = eiyξ0/
√
hqwh (y,D)(e−iξ0•/

√
hv)(y)

where u(x) = v(y).

Applying this to Pw(x, hD) we find that

Pw(x, hD)u(x) = eiyξ0/
√
hTw(y,D)(e−iξ0•/

√
hv)(y)

where T (y, η) = P (h
1
2y, h

1
2η + ξ0) and u(x) = v(y). Clearly, if P (x, ξ) is 1-periodic in

x then T (y, η) is periodic in y with period h−
1
2 .

Now Taylor expand T (y, η) near y = 0, η = 0. In view of Definition 1.2 we get, both
when P ∈ S(1) and when P ∈ S2(T ∗R),

P0(h
1
2y, h

1
2η + ξ0) = h(η2 + ω2y2) id2+

k+1∑
j=3

hj/2p
(0)
j (y, η) + h(k+1)/2r

(0)
k+1(y, η;h)

where p(0)j ∈ S(⟨(y, η)⟩j) and r
(0)
k (h) ∈ S(⟨(y, η)⟩k+1) uniformly in 0 < h < 1. Using

Taylor’s formula also on P1 ∈ S(1) gives

hP1(h
1
2y, h

1
2η + ξ0) = h diag(µ1, µ2) +

k∑
j=1

h(j+2)/2p
(1)
j (y, η) + h(k+3)/2r

(1)
k (y, η;h)

where µ1, µ2 ∈ R, p(1)j ∈ S(⟨(y, η)⟩j) and r
(1)
k (h) ∈ S(⟨(y, η)⟩k+1) uniformly in 0 <

h < 1. We then continue in this way to Taylor expand h2P2, . . . , h
k+1Pk+1, and since

P −
∑k+1

j=0 h
jPj = OS(1)(h

k+2), the result follows by combining the expansions. □

3.2. Quasimodes on T. The main objective of Section 3 is to prove Theorem 1.3
and thereby obtain approximate eigenvalues and quasimodes for Tw(y,D) on L2(R).
However, we first prove that this leads to the existence of approximate eigenvalues and
quasimodes for Pw(x, hD) on L2(T):

Proof of Corollary 1.4. First note that P (x, ξ) is 1-periodic in x by assumption. In
view of (2.1) we may then regard Pw(x, hD) as an operator on L2(T;C2) (densely
defined when P ∈ S2) by having it act on 1-periodic functions. Similarly, since T (y, η)
is periodic in y with period h−

1
2 by Proposition 3.1, we can identify R/h− 1

2Z with the
fundamental domain Ih = [−1

2
h−

1
2 , 1

2
h−

1
2 ) and view Tw(y,D) and T in (3.2) as densely

defined operators on L2(Ih) = L2(Ih;C2) by having them act on h−
1
2 -periodic functions.

Note that v 7→ eiξ0•/
√
hv is not a unitary transformation on L2(Ih) since eiξ0•/

√
h is not



20 SIMON BECKER AND JENS WITTSTEN

periodic with period h−
1
2 in general, but T preserves periodicity. Indeed,

T v(y + h−
1
2 ) = eiξ0(y+h− 1

2 )/
√
hTw(y + h−

1
2 , D)(e−iξ0•/

√
hv)(y + h−

1
2 )

= eiξ0(y+h− 1
2 )/

√
hTw(y,D)(e−iξ0(•+h− 1

2 )/
√
hv(•+ h−

1
2 ))(y)

= eiξ0y/
√
hTw(y,D)(e−iξ0•/

√
hv(•+ h−

1
2 ))(y)

(3.5)

where the second identity follows from T (y, η) being h−
1
2 -periodic in y. Hence, if v is

periodic with period h−
1
2 then T v(y + h−

1
2 ) = T v(y).

Fix ℓ ∈ N0 and let {v(j)(n)}n∈N0 and {λ(j)(n)}n∈N0 , j = 1, 2, be the quasimodes and
approximate eigenvalues of Tw(y,D) on R given by Theorem 1.3. Then Twv(j)(n) =

λv(j)(n) + hℓ+
3
2 r(j)(n) where the remainder r(j)(n) = r

(j)
2ℓ (n;h) ∈ S (R) has seminorms

in S bounded uniformly in 0 < h < 1. Let us fix j and n and drop them from the
notation. Set w(y) = eiξ0y/

√
hv(y) so that T w = λw + eiξ0•/

√
hhℓ+

3
2 r and define

w̃(y) =
∑
k∈Z

w(y − kh−
1
2 ) =

∑
k∈Z

eiξ0(y−kh− 1
2 )/

√
hv(y − kh−

1
2 ).

By (3.5) it follows that if k ∈ Z then

T (w(• − kh−
1
2 ))(y) = (T w)(y − kh−

1
2 )

= λw(y − kh−
1
2 ) + hℓ+

3
2 eiξ0(y−kh− 1

2 )/
√
hr(y − kh−

1
2 ).

Since v ∈ S it follows that w̃ ∈ C∞ is periodic with period h−
1
2 , and

(T − λ)w̃(y) = hℓ+
3
2

∑
k∈Z

eiξ0(y−kh− 1
2 )/

√
hr(y − kh−

1
2 ). (3.6)

The weighted pullback u = h−
1
4γ∗(w̃) is 1-periodic and WFh(u) = {(0, ξ0)} ⊂ T ∗T,

and we shall show that it also has the other properties stated in the corollary.

By assumption we have ∥v∥L2(R;C2) = ∥φn,ω∥L2(R;C) + O(h
1
2 ) = 1 + O(h

1
2 ), and we

claim that ∥u∥L2(T) = 1 +O(h
1
2 ) as well. Indeed,

∥u∥2L2(T) =

∫
T
|h−

1
4 w̃(h−

1
2x)|2 dx =

∫
Ih

∣∣∣∣∑
k∈Z

eiξ0(y−kh− 1
2 )/

√
hv(y − kh−

1
2 )

∣∣∣∣2dy
= ∥v∥2L2(R) +

∑
k∈Z

∑
|j−k|≥1

eiξ0(j−k)/h

∫
Ih

v(y − kh−
1
2 )v(y − jh−

1
2 ) dy.

Since v ∈ S there is for any N > 0 a constant C > 0 such that

|v(y − kh−
1
2 )v(y − jh−

1
2 )| ≤ C(1 + |y − kh−

1
2 |2)−2N(1 + |y − jh−

1
2 |2)−N

≤ 2NC(1 + |y − kh−
1
2 |2)−N(1 + |(j − k)h−

1
2 |2)−N
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where the second estimate follows from Peetre’s inequality. It follows that∑
k∈Z

∑
|j−k|≥1

∫
Ih

|v(y − kh−
1
2 )v(y − jh−

1
2 )| dy ≤ 2NC

∫ ∞

−∞

dy

(1 + y2)N

∞∑
n=1

2

(1 + n2/h)N

and since the right-hand side is O(hN) we get ∥u∥2L2(T) = ∥v∥2L2(R)+O(hN) = 1+O(h
1
2 )

by the triangle inequality, and thus ∥u∥L2(T) = 1 +O(h
1
2 ).

Since r ∈ S uniformly in 0 < h < 1 we can apply the same arguments to the
right-hand side of (3.6) and, in view of (3.1), obtain

∥(Pw − λ)u∥L2(T) = hℓ+
3
2

(∫
Ih

∣∣∣∣∑
k∈Z

eiξ0(y−kh− 1
2 )/

√
hr(y − kh−

1
2 )

∣∣∣∣2dy) 1
2

= hℓ+
3
2 (∥r∥L2(R) +O(hN))

for N > 0, showing that ∥(Pw(x, hD)− λ)u∥L2(T) = O(hℓ+
3
2 ). □

3.3. Explicit WKB construction. Before proving Theorem 1.3 in full generality we
first discuss a special case for which there exists a rather explicit WKB construction.
Recall from (1.7) the harmonic oscillator basis functions

φn,ω(y) = ϕn,ω(y)e
−ωy2

2 = 1√
2nn!

(
ω
π

)1/4
Hn

(√
ωy
)
e−

ωy2

2 , n ∈ N0, ω > 0,

where Hn is the n:th Hermite polynomial, which is even (odd) when n is even (odd).

Let Cd denote the module of homogeneous polynomials of degree d in the ring
C = C[y, η]. Let the polynomials of even and odd degree in C[y, η] be denoted by

Peven =

{ ∑
0≤j≤n

p2j : pk ∈ Ck, n ∈ N0

}
, Podd =

{ ∑
0≤j≤n

p2j+1 : pk ∈ Ck, n ∈ N0

}
.

Lemma 3.2. Let v ∈ C∞ be either even or odd, and let p ∈ C[y, η]. Then pw(y,D)v

has the same parity as v when p ∈ Peven, and opposite parity when p ∈ Podd.

Proof. By linearity it suffices to consider the case of a homogeneous polynomial p(y, η) =
ynηk, where n+ k is either even or odd, depending on if p ∈ Peven or p ∈ Podd. Since

p((y + s)/2, η) = 2−n

n∑
j=0

(
n

j

)
yn−jηksj

we find that pw(y,D)v(y) is a linear combination of terms yn−jDk
y(y

jv(y)) where
0 ≤ j ≤ n. Since multiplication by ym changes parity if and only if m is odd, and
differentiation Dk

y changes parity if and only if k is odd, it follows that yn−jDk
y(y

jv(y))

will have the same parity as v when n+ k is even and opposite parity to v when n+ k

is odd. □
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Introduce the sets

Asym :=

{(
p11 p12
p̄12 p22

)
: pjk ∈ Peven

}
and Aasym :=

{(
p11 p12
p̄12 p22

)
: pjk ∈ Podd

}
.

Let T =
∑k

j=0 h
(j+1)/2Tj+h

(k+3)/2Rk be the symbol given by Proposition 3.1. Recalling
that this is a Taylor expansion we have T2j−1 ∈ Aasym and T2j ∈ Asym for j ≥ 1. We
then have the following result.

Proposition 3.3. Assume that for all ℓ ∈ N0, the Weyl symbol of Tw(y,D) has an
expansion T = h

∑2ℓ
i=0 h

i/2Ti + hℓ+
3
2R2ℓ such that

T0(y, η) = diag(η2 + ω2y2 + µ1, η
2 + ω2y2 + µ2), ω > 0, µ1 − µ2 /∈ (4Z+ 2)ω

where T2i+1 ∈ Aasym for i ∈ N0 and T2i ∈ Asym for i ∈ N0. In addition, for µ1 − µ2 ∈
4ωZ we assume that T2i is a diagonal matrix and T2i+1 has only off-diagonal entries.
Assume also that there is a ν ≥ 0 such that Ti, R2ℓ ∈ S(⟨(y, η)⟩ν) for 0 ≤ i ≤ 2ℓ,
uniformly in 0 < h < 1. Then there exist approximate eigenvalues

λ(j)(n) = h
∑
i≥0

hi/2λ
(j)
i (n)

with λ
(j)
0 (n) = (2n + 1)ω + µj for some n ∈ N0, j ∈ {1, 2}, λ(j)i = 0 for i ∈ 2N0 + 1

and quasimodes

u(j)(n, y) =
∑
i≥0

hi/2u
(j)
i (y)e−

ωy2

2

where u(j)i are polynomials such that(
Tw(y,D)− h

2ℓ∑
i=0

hi/2λ
(j)
i (n)

) 2ℓ∑
i=0

hi/2u
(j)
i (y)e−

ωy2

2 = OS (hℓ+
3
2 ). (3.7)

The leading order amplitudes are u(1)0 = (ϕn,ω, 0) and u(2)0 = (0, ϕn,ω).

Proof. The eigensystem for Tw
0 (y,D) is given by

Tw
0 (y,D)

(
ϕn,ω, 0

)t
= ((2n+ 1)ω + µ1)

(
ϕn,ω, 0

)t for n ∈ N0,

Tw
0 (y,D)

(
0, ϕm,ω

)t
= ((2m+ 1)ω + µ2)

(
0, ϕm,ω

)t for m ∈ N0,

with eigenvectors
(
ϕn,ω, 0

)t and
(
0, ϕm,ω

)t.
We therefore make the approximate eigenvalue and quasi-mode ansatz

λ =
∑
i≥0

hi/2λi and u(y) =
∑
i≥0

hi/2ui(y)e
−ωy2

2 ,

where we present the construction without loss of generality for u(1)0 (y) := (ϕn,ω(y), 0)
t

rather than (0, ϕm,ω(y))
t and choose λ0 = (2n + 1)ω + µ1. Recall that the Hermite
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polynomial Hn is an even polynomial if n is even and odd polynomial if n is odd. We
may assume without loss of generality that n is odd. Iteratively constructing a WKB
solution satisfying (3.7) is equivalent to successively solving

k∑
i=0

(Tw
i − λi)uk−ie

−ωy2

2 = 0

for k = 0, . . . , 2ℓ. In fact, as we will show the uj are polynomials so uje−ωy2/2 ∈ S .
Since the remaining terms in (3.7) are h1+(i+j)/2Tw

i uje
−ωy2/2 for 2ℓ < i+j ≤ 4ℓ together

with hℓ+
3
2Rw

2ℓ(
∑2ℓ

j=0 h
j/2uje

−ωy2/2), and since Ti, R2ℓ ∈ S(⟨(y, η)⟩ν), these terms are
all in hℓ+

3
2S uniformly in 0 < h < 1 by assumption which gives an error of order

OS (hℓ+
3
2 ).

Step 1: The first step is to note that

(Tw
0 − λ0)u0e

−ωy2

2 = 0

holds by assumption.

Step 2: We shall argue by induction as k runs through two consecutive integers. We
first notice for k = 1 that

(Tw
0 − λ0)u1e

−ωy2

2 = −(Tw
1 − λ1)u0e

−ωy2

2 =

(
λ1 − (Tw

1 )11
−(Tw

1 )21

)
ϕn,ω(y).

To solve this for u1, the right-hand side must be orthogonal to ker(Tw
0 − λ0). We then

observe that according to Lemma 3.2, applying (Tw
1 )j1 to ϕn,ω changes the parity of

that function, which implies that

⟨ϕn,ω, (T
w
1 )j1ϕn,ω⟩ = 0, j = 1, 2.

This gives λ1 = 0 and since ((Tw
0 )11−λ0)

−1 is bounded on the orthogonal complement
of ker((Tw

0 )11 − λ0) = span{ϕn,ω} we can take

(u1)1 := −e
ωy2

2 ((Tw
0 )11 − λ0)

−1(Tw
1 )11ϕn,ω.

For (u1)2 there are two cases to consider: if µ1−µ2 = 4ωl ∈ 4ωZ then ker((T0)
w
22−λ0) =

span{ϕn+2l,ω}, and otherwise if µ1 − µ2 /∈ 2ωZ then ker((T0)
w
22 − λ0) = {0}. From the

assumptions on T1 we see that in either case we can take

(u1)2 := −e
ωy2

2 ((Tw
0 )22 − λ0)

−1(Tw
1 )21ϕn,ω.

As mentioned, (Tw
1 )j1ϕn,ω is even since n is odd. Multiplying by e−ωy2/2 and applying

(Tw
0 )jj − λ0 to both sides does not change the parity, so (u1)j must also be even. It is

easy to check that (u1)j is a polynomial function for j = 1, 2, so u1e−ωy2/2 ∈ S . This
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follows as {
N∑
i=0

aiy
2ie−ωy2/2; ai ∈ C

}
and

{
N∑
i=0

aiy
2i+1e−ωy2/2; ai ∈ C

}
are invariant subspaces of T0 for any N ∈ N; see the last paragraph in the proof of
Proposition 3.13 below.

For k = 2 we get

(Tw
0 − λ0)u2e

−ωy2

2 = −(Tw
1 − λ1)u1e

−ωy2

2 − (Tw
2 − λ2)u0e

−ωy2

2

where u0 = (ϕn,ω, 0)
t and λ1 = 0 by the previous steps. To solve the equation for

(u2)1, the right-hand side must be orthogonal to ker((Tw
0 )11−λ0) = span{ϕn,ω}, which

means that λ2 must satisfy

λ2 =

〈
(Tw

2 )11ϕn,ω +
(
Tw
1 u1e

−ωy2

2

)
1
, ϕn,ω

〉
.

With this choice of λ2 we then get the solution

(u2)1 = −e
ωy2

2 ((Tw
0 )11 − λ0)

−1

[(
Tw
1 u1e

−ωy2

2

)
1
+ ((Tw

2 )11 − λ2)ϕn,ω

]
.

Note that the expression in brackets is an odd function by Lemma 3.2, and as above
we find that (u2)1 is an odd polynomial.

For (u2)2 we get the equation

((Tw
0 )22 − λ0)(u2)2e

−ωy2

2 = −
(
Tw
1 u1e

−ωy2

2

)
2
− (Tw

2 )21ϕn,ω

so by similar reasoning as above we get

(u2)2 := −e
ωy2

2 ((Tw
0 )22 − λ0)

−1

[(
Tw
1 u1e

−ωy2

2

)
2
+ (Tw

2 )21ϕn,ω

]
where (u2)2 is an odd polynomial. Observe that for µ1 − µ2 ∈ 4ωZ the term in the
bracket vanishes.

Step 3: Now let k ∈ 2N−1 be arbitrary, and assume that λi and ui have already been
determined for 0 ≤ i < k such that for i odd we have λi = 0 and ui = ((ui)1, (ui)2)

t

where (ui)1 and (ui)2 are even polynomials, while for i even ui = ((ui)1, (ui)2)
t where

(ui)1 and (ui)2 are odd polynomials. Then

(Tw
0 − λ0)uke

−ωy2

2 = −(Tw
k − λk)u0e

−ωy2

2

−
∑

i∈[1,k−2]∩2Z+1

Tw
i uk−ie

−ωy2

2 −
∑

i∈[2,k−1]∩2Z

(Tw
i − λi)uk−ie

−ωy2

2

where all terms on the right are even functions by the induction hypothesis and Lemma
3.2, with the exception of λku0e−ωy2/2 = λk(ϕn,ω, 0)

t which is odd. To solve the equation
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for (uk)1 the right-hand side must be orthogonal to ker((Tw
0 )11−λ0) = span{ϕn,ω} which

then gives λk = 0 and

(uk)j = −e
ωy2

2 ((Tw
0 )jj − λ0)

−1

[ ∑
i∈[2,k−1]∩2Z

(
(Tw

i − λi)uk−ie
−ωy2

2

)
j

+
∑

i∈[1,k]∩2Z+1

(
Tw
i uk−ie

−ωy2

2

)
j

]
, j = 1, 2,

which makes uk an even polynomial by the same arguments as before.

Step 4: Under the same hypothesis as in step 3, but now with k ∈ 2N, we define

λk =

〈
(Tw

k )11ϕn,ω+
∑

i∈[2,k]∩2Z

(
(Tw

i − λi)uk−ie
−ωy2

2

)
1

+
∑

i∈[1,k−1]∩2Z+1

(
Tw
i uk−ie

−ωy2

2

)
1
, ϕn,ω

〉
.

In analogy with the case k = 2, this allows us to define

(uk)j = −e
ωy2

2 ((Tw
0 )jj − λ0)

−1

[ ∑
i∈[2,k]∩2Z

(
(Tw

i − λi)uk−ie
−ωy2

2

)
j

+
∑

i∈[1,k−1]∩2Z+1

(
Tw
i uk−ie

−ωy2

2

)
j

]
, j = 1, 2,

which makes uk an odd polynomial, and this closes the recurrence scheme. □

Note that for the proof of Proposition 3.3 to work, the assumption that µ1 − µ2 /∈
(4Z+2)ω is crucial. As mentioned in the introduction, this assumption is violated for
both the pseudodifferential Harper model (1.11) and the low-energy model (1.13), see
the proofs of Theorems 1.5 and 1.6 in Section 4.

3.4. Low-lying spectral analysis. To prove Theorem 1.3 in full generality we will
adapt a technique of Barry Simon [Sim83]. The idea is to first show that the spectrum
is stable in a certain sense, and then use this fact to obtain asymptotic expansions
of the eigenvalues and eigenvectors, which by truncation give approximate eigenvalues
and quasimodes. We recall that we in this context regard Tw(y,D) as an operator
on R with dense domain in L2(R). It will be convenient to also be able to express
the operator Tw(y,D) in the variables x, ξ in order to make use of the semiclassical
symbolic calculus. We may without loss of generality assume that ξ0 = 0 in (3.2), so
to avoid additional notation we will simply write

Pw(x, hD) = γ∗ ◦ Tw(y,D) ◦ (γ−1)∗, γ(x) = h−
1
2x, (3.8)
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and regard Pw(x, hD) as an operator on R with dense domain in L2(R); in other words,
we assume that the well is located at (0, ξ0) = (0, 0).

The low-lying eigenvalues of Tw(y,D) that we are interested in correspond to the
bottom of the point spectrum of Pw(x, hD) in (3.1) resulting from the well at (0, ξ0),
so certain care has to be taken to avoid potential contribution from other wells or
other components of the zero set of det(P0) (compare (4.4) and (4.7)–(4.8) below). To
make this more precise, let χ ∈ C∞(T ∗R) be a cutoff function, independent of h and
supported in a small neighborhood of (0, ξ0), such that 0 ≤ χ ≤ 1 and χ ≡ 1 near
(0, ξ0), and define the massive Weyl operator

Pw
mass(x, hD) = Pw(x, hD) + (1− χw(x, hD)) idC2×2 . (3.9)

By Definition 1.2, there is a constant C ≥ 0 such that P0(x, ξ) ≥ −C for all (x, ξ) in
the sense of semi-bounded operators, where P0 is the principal symbol of Pw(x, hD).
Since we can always multiply 1 − χ by a sufficiently large multiple of C if necessary,
we may without loss of generality assume that χ can be chosen so that

P0(x, ξ) + 1− χ(x, ξ) ≥ min(1, 1
2
((ξ − ξ0)

2 + ω2x2)) id2 . (3.10)

In particular, P0(x, ξ) + 1 − χ(x, ξ) is positive definite away from (0, ξ0). When P ∈
S2(T ∗R) we can, by using (1.4) and arguing in a similar way, make sure that

(Pw
mass(x, hD)u, u) ≥ ((V + 1− χw)u, u)− Ch(u, u) (3.11)

where V (x) + 1− χ(x, ξ) ∈ S(1) is positive definite away from (0, ξ0) and satisfies

V (x) + 1− χ(x, ξ) ≥ min(1, Cx2) id2 (3.12)

for some C > 0. In particular, both when P ∈ S(1) and when P ∈ S2(T ∗R) it
follows that Pw

mass is microlocally elliptic away from (0, ξ0), and it is easy to check that
the approximate eigenvalues of order O(h) of Pw which correspond to quasimodes
microlocalized at (0, ξ0) are precisely the approximate eigenvalues of order O(h) of the
massive Weyl operator Pw

mass.

Having introduced Pw
mass we then let Tw

mass be the operator

Tw
mass(y,D) = Tw(y,D) + 1−Gw(y,D), G(y, η) = χ(h

1
2y, h

1
2η), (3.13)

so that Pw
mass(x, hD) = γ∗ ◦ Tw

mass(y,D) ◦ (γ−1)∗. In particular

χw(x, hDx) = γ∗ ◦Gw(y,Dy) ◦ (γ−1)∗,

and Pw
mass(x, hD) and Tw

mass(y,D) have the same spectrum. Also, since χ ∈ C∞
0 (T ∗R)

in (3.9) is independent of h, and G(y, η) = χ(h
1
2y, h

1
2η) by (3.13), we see that

(y, η) ∈ supp(1−G) =⇒ |h1/2η| ≥ δ0 > 0 (3.14)

for some constant δ0.
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Recall that φn = φn,ω, n ≥ 0, are the harmonic oscillator basis functions given
by (1.7), where we omit ω to shorten notation. From (3.3), we notice that Tw =

hTw
0 + h3/2Rw

0 where R0 ∈ S(⟨(y, η)⟩3) uniformly for 0 < h < 1, and

Tw
0 (φn, 0)

t = e(1)n (φn, 0)
t, Tw

0 (0, φn)
t = e(2)n (0, φn)

t,

where
e(1)n = (2n+ 1)ω + µ1, e(2)n = (2n+ 1)ω + µ2, n ∈ N0.

Let (en)n∈N denote a monotonically increasing ordering of the two sets of eigenvalues.
The spectrum of Tw

mass is covered in the following sense:

Theorem 3.4. Let λn(h) be the n:th eigenvalue, counting multiplicity, of Tw
mass and

let en be the n:th eigenvalue, counting multiplicity, of Tw
0 , viewed as densely defined

operators on L2(R). Then for n fixed and h small, Tw
mass has at least n eigenvalues and

lim
h→0+

λn(h)/h = en.

Note that if µ1 − µ2 /∈ 2ωZ then Tw
0 has only simple eigenvalues and all elements in

(en)n∈N are distinct. If µ1 − µ2 = 2ωN for some 0 ̸= N ∈ Z, then Tw
0 has eigenvalues

both of multiplicity one and two, and (en)n∈N contains both some elements that are
distinct, and some that appear twice. If N = 0 then all eigenvalues have multiplicity
two, and all elements in (en)n∈N appear twice. Theorem 3.4 covers all situations.
However, to avoid cumbersome notation involving N we will assume that (µ1, µ2) =

(−ω, ω) in the sequel. The eigenvalues (en)n∈N of Tw
0 are then given by

e2n+j = e(j)n = (2n+ 1)ω + (−1)jω, n ∈ N0, j = 1, 2. (3.15)

In particular, e1 = 0 is a simple eigenvalue while e2m = e2m+1 for m ≥ 1.

Theorem 3.4 has an analog for scalar self-adjoint Schrödinger operators on the line,
and as mentioned we will adapt a proof by Simon [Sim83, Theorem 1.1] to our situation.
One difference is that we shall use a microlocal cutoff function instead of a local
one which allows applications to operators Pw with bounded symbols (such as the
pseudodifferential Harper model) when the domain of Pw is all of L2, while the domains
of the operators Tw

0 and Rw
0 in the expansion Tw = hTw

0 + h3/2Rw
0 are strictly smaller.

To this end, fix J ∈ C∞
0 (R) with 0 ≤ J ≤ 1 and J(y) = 1 (resp. 0) if |y| ≤ 1

(resp. |y| ≥ 2), and let

J1(y, η;h) = J(h1/10y)J(h1/10η). (3.16)

Lemma 3.5. If R0 ∈ S(⟨(y, η)⟩3) uniformly for 0 < h < 1 then

∥h3/2Jw
1 R

w
0 J

w
1 ∥ = O(h6/5)

in L2(R;C2).
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Proof. Since |y|, |η| ≤ 2h−1/10 on the support of J1 we have

h3/2|∂αy ∂βηR0(y, η)| ≤ h3/2Cαβ(1 + 2h−1/10)3 ≤ C ′
αβh

6/5, 0 < h < 1.

Hence, h3/2Jw
1 R

w
0 J

w
1 : L2(R;C2) → L2(R;C2) is O(h6/5) by the Weyl calculus. □

To shorten notation below we will always understand Gw and Jw
1 to mean non-

semiclassical Weyl quantizations in the variable y (as in, e.g., Gw(y,Dy)), while χw is
understood as the semiclassical Weyl quantization χw(x, hDx) in the variable x.

We begin by establishing an upper bound.

Proposition 3.6. With notation and assumptions as in Theorem 3.4, for n fixed and
h small, Tw

mass has at least n eigenvalues and

lim
h→0+

λn(h)/h ≤ en. (3.17)

Proof. Define

ψ2n+k(y) = Jw
1 (y,D)φn(y)

(
0 1

1 0

)k−1

(1, 0)t, n ∈ N0, k = 1, 2. (3.18)

We claim that
(ψn, ψm) = δnm +Onm(h

∞) (3.19)

where δnm is the Kronecker delta. Clearly (ψ2n, ψ2m+1) = 0 for all n and m, and for
pairings where both indices are either even or odd the claim follows from the definitions
of φn and J1. In fact, for 2n+ k, 2m+ k both even or both odd we get

(ψ2n+k, ψ2m+k) = (φn, φm)− ((1− Jw
1 )φn, φm)− (Jw

1 φn, (1− Jw
1 )φm)

where the first term on the right equals δnm. We have

(1− Jw
1 )φn(y) =

1

2π

∫
ei(y−s)η(1− J1((y + s)/2, η))φn(s) ds dη

where |h1/10η| ≥ 1 if 1 − J1((y + s)/2, η) ̸≡ 0 due to (3.16) and the definition of J .
A standard integration by parts using ih1/10(h1/10η)−1∂se

i(y−s)η = ei(y−s)η then shows
that

|((1− Jw
1 )φn, φm)| ≤ Ckh

k/10∥φn∥Hk(R)∥φm∥L2(R)

for k ≥ 0. Since Jw
1 is bounded on L2 the same arguments show that

|(Jw
1 φn, (1− Jw

1 )φm)| ≤ Ck∥φn∥L2(R)h
k/10∥φm∥Hk(R)

for k ≥ 0 which proves the claim.

We also claim that

h−1(Tw
massψn, ψm) = en(ψn, ψm) +Onm(h

1/5). (3.20)
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We prove this when n,m are both odd (the case when they are both even is similar
and when one is even and one is odd it is trivial). We have

h−1(Twψ2n+1, ψ2m+1) = (Tw
0 J

w
1 (φn, 0)

t, Jw
1 (φm, 0)

t) + h
1
2 (Jw

1 R
w
0 J

w
1 (φn, 0)

t, (φm, 0)
t),

where the second term on the right is O(h1/5) by Lemma 3.5. To analyze the first term
on the right we note that

Tw
0 J

w
1 = Jw

1 T
w
0 + 2[Dy, J

w
1 ]Dy + [Dy, [Dy, J

w
1 ]] + 2ω2[y, Jw

1 ]y + ω2[y, [y, Jw
1 ]].

Since Jw
1 T

w
0 (φn, 0)

t = e1nψ2n+1 = e2n+1ψ2n+1 by (3.15) we find, by using the Weyl
calculus to compute the commutators, that

(Tw
0 J

w
1 (φn, 0)

t, Jw
1 (φm, 0)

t) = e2n+1(ψ2n+1, ψ2m+1)

+ 2((DyJ1)
wDyφn, J

w
1 φm) + ((D2

yJ1)
wφn, J

w
1 φm)

− 2ω2((DηJ1)
wyφn, J

w
1 φm) + ω2((D2

ηJ1)
wφn, J

w
1 φm)

where it is easy to see that the last four terms on the right are Onm(h
∞) since

∂kyJ1(y, η) = 0 when |y| ≤ h−1/10 and ∂kηJ1(y, η) = 0 when |η| ≤ h−1/10 for k ≥ 1.
Hence,

h−1(Twψ2n+1, ψ2m+1) = e2n+1(ψ2n+1, ψ2m+1) +Onm(h
1/5).

By arguments similar to those used to obtain (3.19) we see that we may replace Tw by
Tw
mass = Tw+(1−Gw) idC2×2 by absorbing the term in the remainder, which gives (3.20).

In fact, the symbol 1−G is bounded on R and on supp(1−G) we have |h1/2η| ≥ const.

by (3.14) so an integration by parts using ih
1
2 (h

1
2η)−1∂se

i(y−s)η = ei(y−s)η gives

|((1−Gw)ψn, ψm)| ≤ Ckh
k/2∥ψn∥Hk(R)∥ψm∥ (3.21)

for k ≥ 0. This proves the claim.

As in [Sim83] (see also [CFKS09, Chapter 11]), we conclude from (3.19), (3.20) and
the Rayleigh-Ritz principle proved in Lemma A.1 that Tw

mass has at least n eigenvalues,
and that if λn(h) denotes the n:th eigenvalue counting multiplicity, then (3.17) holds.

□

We now turn to a lower bound, which combined with Proposition 3.6 gives Theorem
3.4.

Proposition 3.7. With notation and assumptions as in Theorem 3.4, we have

lim
h→0+

λn(h)/h ≥ en.

For the proof it will be more convenient to work with the unitarily equivalent
Pw
mass(x, hD) rather than Tw

mass(y,D), where we will use a pseudodifferential version
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of the IMS localization formula (so dubbed by Barry Simon [Sim83] after Ismagilov,
Morgan, Simon and I. M. Sigal). To state it we let

χ1(x, ξ) = J1(h
− 1

2x, h−
1
2 ξ) = J(h−2/5x)J(h−2/5ξ), (3.22)

so that χ1 is supported for |x|, |ξ| ≤ 2h2/5 with χ1 ≡ 1 when |x|, |ξ| ≤ h2/5.1 With
respect to the standard rescaling we have on operator level that

Jw
1 (y,Dy) = (γ−1)∗ ◦ χw

1 (x, hDx) ◦ γ∗.

We observe that χ1 ∈ S0,−∞
2/5 (T ∗R), so χw

1 (x, hD) ∈ Ψ0,−∞
2/5 (R). Next, define χ0 ∈

C∞(T ∗R) by the condition that

(χ0(x, ξ))
2 + (χ1(x, ξ))

2 = 1. (3.23)

By definition we then have

(x, ξ) ∈ suppχ0 =⇒ |x|, |ξ| ≥ h2/5. (3.24)

Lemma 3.8 (IMS). Let χ0 and χ1 be as above. Then there are Xw
0 (x, hD) ∈ Ψ0,0

2/5(R)
and Xw

1 (x, hD) ∈ Ψ0,−∞
2/5 (R) such that Xj = χj modulo S−∞,−∞(T ∗R) and

Pw
mass =

1∑
k=0

Xw
k P

w
massX

w
k +OL2(R)→L2(R)(h

6/5).

As with χw we shall, to shorten notation, always understand Xw
0 and Xw

1 to mean
semiclassical Weyl quantizations in the variable x (as in, e.g., Xw

0 (x, hD)).

Recall from (3.3) and (3.8) that Pw = γ∗ ◦ (hTw
0 + h3/2Rw

0 ) ◦ (γ−1)∗ and let us write
Hw

0 = γ∗ ◦ (hTw
0 ) ◦ (γ−1)∗, so that Hw

0 has a complete set of eigenfunctions {ϕk(h)}∞n=1

given by ϕk(h) = h−
1
4γ∗φ̃n, where

φ̃2n+k(y) = φn(y)σ
k−1
1 (1, 0)t (3.25)

for n ∈ N0 and k = 1, 2. By Lemma 3.8 we then have

Pw
mass = Xw

0 P
w
massX

w
0 +Xw

1 (P
w
mass −Hw

0 )X
w
1 +Xw

1 H
w
0 X

w
1 +O(h6/5). (3.26)

The middle term is O(h6/5), too:

Lemma 3.9. For Xw
1 as in Lemma 3.8 and Hw

0 as above, we have ∥Xw
1 (P

w
mass −

Hw
0 )X

w
1 ∥ = O(h6/5) in L2(R;C2).

We postpone the proofs of Lemmas 3.8 and 3.9 to Appendix A, and recall the
following sharp semiclassical Gårding inequality for systems. This can for example be
obtained from Hörmander’s Weyl calculus [Hör79, Theorem 6.8], as we describe below
for the reader’s convenience.

1The precise value 2/5 of the exponent is not important – what is needed is that χ1 is supported
in a ball or radius ∼ hν for some 1

3 < ν < 1
2 .
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Lemma 3.10. Let p ∈ S(1) and assume that p(x, ξ) is a positive semi-definite matrix
for all (x, ξ). Then

(pw(x, hD)u, u) ≥ −Ch∥u∥2 (3.27)
for some constant C.

Sketch of proof. Use the standard rescaling y = h−1/2x and write pw(x, hDx)u(x) =

pwh (y,Dy)v(y) where ph(y, η) = p(h
1
2y, h

1
2η) and u(x) = v(y). Then ph ∈ S(1) uni-

formly for 0 < h < 1, see the discussion on page 18. Let g be the metric

gx,ξ(dx, dξ) = h|dx|2 + h|dξ|2

and let gσ be the dual metric of g with respect to the symplectic form σ. The Weyl
calculus then gives that sup gx,ξ/g

σ
x,ξ = h2 and it is easy to see that ph belongs to

the Weyl symbol class S(1, g), see [Hör79, Definition 2.3]. Since ph/h ∈ S(1/h, g) is
also positive semi-definite, we can apply [Hör79, Theorem 6.8] to ph/h and obtain a
constant C > 0 such that

(pwh (y,Dy)v, v) ≥ −Ch∥v∥2.

A simple calculation then gives (3.27). □

With these preparations at hand, we are now able to give the proof of the lower
bound on the eigenvalue asymptotics.

Proof of Proposition 3.7. We first assume that n ≥ 2. It then suffices to prove the
proposition when n is even. Indeed, suppose it holds for even n, and recall from (3.15)
that e2m = e2m+1 for m ≥ 1. Then

lim
h→0+

λ2m+1/h ≥ lim
h→0+

λ2m/h ≥ e2m = e2m+1, m ≥ 1,

which proves the claim.

We will prove the statement in the proposition with n replaced by n+1, so suppose
therefore that n is odd, and fix a number en < r < en+1 and let Pn be the projection
onto the eigenvalues below rh for Hw

0 so that Pn has rank n. It is then easy to see that

Xw
1 H

w
0 X

w
1 ≥ Xw

1 (H
w
0 − hr)PnX

w
1 + hr(Xw

1 )
2. (3.28)

Next, note that if P ∈ S(1) then the symbol of Pw
mass is semi-bounded from below

by Ch4/5 + O(h) on suppχ0 by (3.10) and (3.24) for some C > 0. By a standard
pseudodifferential cutoff argument together with the fact that Xw

0 = χw
0 mod Ψ−∞,−∞,

an application of the sharp Gårding inequality for systems (Lemma 3.10) then gives

((Pw
mass − Ch4/5 +O(h))Xw

0 u,X
w
0 u) ≥ −C̃h(Xw

0 u,X
w
0 u).

For small h we thus have
Xw

0 P
w
massX

w
0 ≥ hr(Xw

0 )
2 (3.29)
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when P ∈ S(1). When P ∈ S2(T ∗R) we instead use (3.11) to get

(Pw
massX

w
0 u,X

w
0 u) ≥ ((V + 1− χw)Xw

0 u,X
w
0 u)− C̃h(Xw

0 u,X
w
0 u),

where V + 1 − χ ∈ S(1) satisfies V (x) + 1 − χ(x, ξ) ≥ Ch4/5 for (x, ξ) ∈ suppχ0 by
(3.12) and (3.24) for some C > 0. We may thus apply Lemma 3.10 to conclude that

((V + 1− χw − Ch4/5)Xw
0 u,X

w
0 u) ≥ −C̃h(Xw

0 u,X
w
0 u)

for some new C̃. This implies that (3.29) holds for h small also when P ∈ S2(T ∗R).
Summing up using (3.26) and (Xw

0 )
2 + (Xw

1 )
2 = 1 mod Ψ−∞,−∞ we get

Pw
mass ≥ hr +R + o(h)

where R = Xw
1 (H

w
0 − hr)PnX

w
1 has rank at most n. We can then pick ψ in the span

of the first n+ 1 eigenvectors of Pw
mass with ∥ψ∥ = 1 and ψ ∈ kerR. Then

λn+1 ≥ (Pw
massψ, ψ) ≥ hr + o(h)

and, since r ∈ (en, en+1) was arbitrary, this shows that limh→0+ λn+1/h ≥ en+1.

It remains to consider n = 1. However, inspecting the arguments above we see that
if we fix r < e1 = 0 then (3.28)–(3.29) hold trivially, and R = 0, so λ1 ≥ hr + o(h)

from which the result easily follows. □

By combining the ideas used in the proof of Corollary 1.4 with the method used
to prove Theorem 3.4 it is possible to obtain a stability result for the eigenvalues of
Pw
mass also in the periodic setting when Pw is viewed as a densely defined operator on
L2(T). Since it might be of independent interest we state such a result here but leave
the proof to the interested reader.

Theorem 3.11. Let Λn(h) be the n:th eigenvalue, counting multiplicity, of Pw
mass viewed

as a densely defined operator on L2(T). Let en be the n:th eigenvalue, counting multi-
plicity, of Tw

0 viewed as a densely defined operator on L2(R). Then for n fixed and h
small, Pw

mass has at least n eigenvalues and

lim
h→0+

Λn(h)/h = en.

3.5. Asymptotic series. We now use Theorem 3.4 to prove asymptotic expansions of
eigenvalues and eigenvectors of Tw(y,D) on R. We first consider the massive operator
Tw
mass = Tw(y,D) + 1 − Gw(y,D). We assume that the Weyl symbol T satisfies the

conditions in Proposition 3.1. In particular, writing z = (y, η) we then have

T (z) = h(T0(z) +Qm(z) +Rm(z)),

with matrix norm estimates

∥Qm(z)∥ = O(h1/2⟨z⟩m) and ∥Rm(z)∥ = O((h1/2⟨z⟩)m+1). (3.30)
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Recall that T0(z) = (η2 + ω2y2) id2+ω diag(−1, 1) and let en be the n:th eigenvalue
of Tw

0 on R. Choose ε (depending only on ω) so that for each m, either em = en or
|em − en| ≥ ε. Let

Πn(h) =
1

2πi

∮
∂Bε(en)

(ζ − Tw
mass(y,D)/h)−1dζ (3.31)

be the projection onto the span of all eigenvectors with eigenvalues such that λm(h)/h→
en. (Since e1 is simple while en is double for n ≥ 2, we then have m = n or m = n±1.)
Let ψ2n+k = Jw

1 φnσ
k−1
1 (1, 0)t in accordance with (3.18). We will use a version of

[Sim83, Theorem 2.3] proved in the same way which we state here using our notation.

Lemma 3.12. ∥(1− Πn(h))ψn∥ → 0 as h→ 0.

Let φ̃2n+k = φnσ
k−1
1 (1, 0)t as in (3.25) so that Tw

0 φ̃n = enφ̃n and

φ̃2n+k = ψ2n+k + (1− Jw
1 )φnσ

k−1
1 (1, 0)t

then φ̃n = ψn +O(h∞) in L2 so (1−Πn(h))φ̃n → 0 as h→ 0 by the lemma. It follows
that

(φ̃n,Πn(h)φ̃n) = (φ̃n, φ̃n)− (φ̃n, (1− Πn(h))φ̃n) → 1, h→ 0. (3.32)

Note that under the assumption in (3.15), the only simple eigenvalue of Tw
0 is e1 = 0.

For other values of µ1, µ2 in (3.4) this is of course not necessarily true. The following
statement is written with this more general situation in mind.

Proposition 3.13. Let en be a simple eigenvalue of Tw
0 on R. Let λn(h) and v(n, h)

be the corresponding eigenvalue and eigenvector of Tw
mass on R. Then λn(h) ∼ hen +

h3/2a
(0)
n + h2a

(1)
n + . . . in the sense that

λn(h)− hen −
m∑
i=1

h(i+2)/2a(i)n = O(h(m+3)/2),

and v(n, h) = v0(n) + h
1
2v1(n) + hv2(n) + . . . in the sense that

v(n, h)−
m∑
i=0

hi/2vi(n) = OS (h(m+1)/2),

where v0(n) = φn′,ωσ
k−1
1 (1, 0)t with n′ ∈ N0 and k ∈ {1, 2} determined by n = 2n′ + k.

Moreover, v(n, h) ∈ S and each vi(n, y;h) is a polynomial in y times e−ωy2/2.

Proof. Let φ ∈ L2(R;C2) be the eigenfunction corresponding to the simple eigenvalue
en of Tw

0 on R, i.e., φ := φ̃n in the notation above. Then Bε(en), with ε independent
of h, contains precisely one eigenvalue and

Π(h) =
1

2πi

∮
∂Bε(en)

(ζ − Tw
mass(y,D)/h)−1dζ
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is the projection onto an eigenfunction v(h) = Π(h)φ/
√
⟨φ,Π(h)φ⟩ corresponding to

a single eigenvalue

λ(h) =
⟨h−1Tw

massφ,Π(h)φ⟩
⟨φ,Π(h)φ⟩

of Tw
mass/h for h small enough, see Theorem 3.4. The denominator is non-vanishing

by (3.32). Due to our assumptions on T we clearly have an asymptotic expansion of
Twφ, so in view of the expressions for Π(h), v(h) and λ(h) we see that if we obtain
an asymptotic expansion for (Tw

mass/h − ζ)−1φ which is uniform in ζ then we also get
asymptotic expansions for v(h) and hλ(h). (The contribution of h−1(1−Gw)φ to λ(h)
is negligible by (3.21).)

We then use the standard geometric series

(Tw
mass/h− ζ)−1φ =

m∑
i=0

ψi + rm, (3.33)

where ψi = (−1)i(Tw
0 − ζ)−1((Zw + (1 − Gw)/h)(Tw

0 − ζ)−1)iφ with Z = T/h − T0,
while

rm = (−1)m+1(Tw/h− ζ)−1((Zw + (1−Gw)/h)(Tw
0 − ζ)−1)m+1φ.

As above we find by (3.21) that the terms involving 1 − Gw in ψ1, . . . , ψm and rm all
belong to S by the pseudodifferential calculus and are O(h∞) there uniformly for h
small, i.e., we can redefine ψ1, . . . , ψm and rm so that (3.33) holds with

ψi = (−1)i(Tw
0 − ζ)−1(Zw(Tw

0 − ζ)−1)iφ

and

rm = (−1)m+1(Tw/h− ζ)−1(Zw(Tw
0 − ζ)−1)m+1φ+ r̃m, r̃m = OS (h∞).

Let b ≥ m+ 1, then from (3.30) follows that Zw(⟨z⟩−b)w is bounded on L2(R) with
norm of size

√
h. We then rewrite rm using Zw

k := Zw(⟨z⟩−kb)w as

rm − r̃m = (−1)m+1(Tw/h− ζ)−1Zw
1

[
(⟨z⟩b)w(Tw

0 − ζ)−1Zw
2

]
× · · ·

· · · ×
[
(⟨z⟩mb)w(Tw

0 − ζ)−1Zw
m+1

]
(⟨z⟩(m+1)b)w(Tw

0 − ζ)−1φ

where the last factor (⟨z⟩(m+1)b)w(Tw
0 − ζ)−1φ belongs to S (R) since φ is Schwartz.

Moreover, for 1 ≤ i ≤ m,

(⟨z⟩ib)w(Tw
0 − ζ)−1Zw

i+1 = (⟨z⟩ib)w(Tw
0 − ζ)−1

[
Zw(⟨z⟩−b)w

]
(⟨z⟩−ib)w

is a bounded (even compact) operator on L2(R) by the pseudodifferential calculus,
with norm of size

√
h. Hence, rm = OS (h(m+1)/2). If we then define ψ′

i just like ψi but
with Zw replaced by Qw

m, we get

ψ′
i = (−1)i(Tw

0 − ζ)−1(Qw
m(T

w
0 − ζ)−1)iφ,
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with ∥ψ′
i∥ = O(hi/2). Then, by comparing the difference of ψi and ψ′

i we find by using
Z −Qm = Rm that ψi − ψ′

i is a finite sum of terms of the form

(−1)i(Tw
0 − ζ)−1Aw

1 (T
w
0 − ζ)−1 · · ·Aw

i (T
w
0 − ζ)−1φ

where Aw
k = Rw

m for at least one 1 ≤ k ≤ i. By (3.28), each term above defines
an element in S with L2 norm of size h(m+1)/2 since Rm is order h(m+1)/2. Hence,
∥ψi − ψ′

i∥ = O(h(m+1)/2). By setting

vi(n, y;h) = − 1

2πi

∮
∂Bε(en)

ψ′
i(y; ζ)/h

i/2dζ

we obtain the desired expansions of v(n, h).

It remains to prove that each vi(n, y;h) is a polynomial times e−ωy2/2. To see that,
note that ⟨z⟩w maps a polynomial times e−ωy2/2 onto a polynomial times e−ωy2/2.
The same is true for Qw

m and also for (Tw
0 − ζ)−1. Indeed, if p is a polynomial and

(Tw
0 − ζ)−1(p(y)e−ωy2/2, 0)t = (ψ(y; ζ), 0)t then with p(y)e−ωωy2/2 =

∑N
n=1 anφn,ω(y)

and ψ(y; ζ) =
∑∞

n=1 bn(ζ)φn,ω(y) we get
N∑

n=1

anφn,ω = pe−ωy2 = (Tw
0 − ζ)

∞∑
n=1

bn(ζ)φn,ω =
∞∑
n=1

bn(ζ)((2n+ 1)ω + µ1 − ζ)φn,ω

which, for ζ ∈ ∂Bε(en), is only possible if bn(ζ) ≡ 0 for all n ≥ N ′ with N ′ = N ′(µ1)

independent of ζ. Hence ψ equals e−ωy2/2 times a polynomial of degree bounded
independently of ζ. It follows that each ψ′

i and therefore also each vi(n, y;h) is a
polynomial times e−ωy2/2. □

We now turn to degenerate eigenvalues.

Proposition 3.14. Let en be an eigenvalue of Tw
0 on R of multiplicity 2 with en = en+1

and let λn(h), λn+1(h) be the eigenvalues of Tw
mass on R which, when divided by h, tend

to en. Then for j ∈ {n, n + 1} there exists an asymptotic expansion with coefficients
a
(i)
j of the form

λj(h) ∼ hen + h3/2a
(0)
j + h2a

(1)
j + . . . .

Proof. Let φ̃j be as above so they span the eigenspaces of Tw
0 on R, and let Πn(h) be the

projection (3.31) onto the span of all eigenvectors of Tw
mass/h associated to eigenvalues

approaching en as h → 0. Since en = en+1 we thus have Πn(h) = Πn+1(h). By (3.32)
together with the proof of Proposition 3.13 we see that ∆ij(h) := (φ̃i,Πn(h)φ̃j) =

δij + O(h
1
2 ) for i, j ∈ {n, n + 1}. In particular, Πn(h)φ̃n and Πn(h)φ̃n+1 are linearly

independent for h small. We then let ∆− 1
2 be the square root of the inverse of ∆ =

(∆ij)
2
i,j=1 which exists for h small. Since ∆ij has an asymptotic expansions by the proof

of Proposition 3.13, and since the eigenvalues of a Hermitian matrix have asymptotic
expansions in h1/2 provided that the elements of the matrix do (see [Sim83, Lemma
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5.2]), it follows that ∆− 1
2 also has an asymptotic expansion. (We diagonalize ∆−1 =

UEU∗ with E diagonal consisting of the eigenvalues of ∆−1 which are positive for h
small. Then ∆− 1

2 = U
√
EU∗.)

Write C(h) := ∆− 1
2H∆− 1

2 with H = (Hij)
n+1
i,j=n where Hij = (h−1Tw

massφ̃i,Πn(h)φ̃j)

has an asymptotic expansion by the proof of Proposition 3.13. Hence, C(h) has an
asymptotic expansion, and thus the eigenvalues of C(h) do as well, which we claim are
precisely λn and λn+1.

We consider two cases for h small but fixed:

1) λn(h) = λn+1(h). Then H = λn∆ so C(h) = λn(h) id2 which proves the claim in
this case.

2) λn(h) ̸= λn+1(h). Since Πn(h) has rank 2 we can find orthonormal v(n, h), v(n+

1, h) such that RanΠn = span{v(n), v(n+ 1)} and Tw
massvj = λjvj and thus(

v(n)

v(n+ 1)

)
= D

(
Πn(h)φ̃n

Πn(h)φ̃n+1

)
(3.34)

for some invertible transition matrixD. It is straightforward to check that id2 = D∆D∗

so ∆−1 = D∗D and thus ∆− 1
2 =

√
D∗D. Writing D = (dij)

2
i,j=1 and using that

λi = (Tw
massvi, vi) and (3.34), we get

λn = |d11|2Hnn + 2Re(d11d12Hn(n+1)) + |d12|2H(n+1)(n+1)

λn+1 = |d21|2Hnn + 2Re(d21d22Hn(n+1)) + |d22|2H(n+1)(n+1).

Similarly, using 0 = (Tw
massv(n), v(n+ 1)) = (Tw

massvn+1, vn) and (3.34), we obtain
diag(λn, λn+1) = DHD∗ so

H = D−1 diag(λn, λn+1)(D
−1)∗.

Hence, with U =
√
D∗DD−1 we have since ∆− 1

2 =
√
D∗D is self-adjoint that

C(h) = ∆− 1
2H∆− 1

2 = U diag(λn, λn+1)U
∗. (3.35)

Now observe that

UU∗ =
√
D∗DD−1(D∗)−1

√
D∗D = (D∗D)1/2(D∗D)−1/2(D∗D)−1/2(D∗D)1/2 = id

and also
U∗U = (D∗)−1

√
D∗D

√
D∗DD−1 = (D∗)−1(D∗D)D−1 = id .

So U is unitary and therefore U∗ = U−1, which in view of (3.35) means that C(h) has
eigenvalues λn, λn+1. □

Proposition 3.15. Let en be an eigenvalue of Tw
0 on R of multiplicity 2 with en = en+1

and let λn(h), λn+1(h) be the eigenvalues of Tw
mass on R which, when divided by h,

tend to en. If v(n, h) and v(n + 1, h) are the corresponding eigenvectors of Tw
mass then

v(n), v(n+ 1) ∈ S and have asymptotic series in
√
h to any order, and each term in

the expansions is a polynomial in y times e−ωy2/2.
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Proof. We recall that µ1 − µ2 = −2ω, which, since en = en+1, means that n is even so
n = 2n′+2 for some integer n′. With φ̃n = φ̃2n′+2 = φn′(0, 1)t and φ̃n+1 = φ̃2(n′+1)+1 =

φn′+1(1, 0)
t we then have Tw

0 φ̃n+j = en+jφ̃n+j, j = 0, 1, so {φ̃n, φ̃n+1} is an orthonormal
basis for the eigenspace of Tw

0 associated to the double eigenvalue en. If Πn is given
by (3.31) then Πn = Πn+1 and as above we have that Πnφ̃n and Πnφ̃n+1 are linearly
independent for h small.

We consider two cases:

1) The asymptotic series for λn(h) and λn+1(h) provided by Proposition 3.14 are
not identical. We can then define spectral projections Pn and Pn+1 of rank 1 onto
the span of v(n, h) and v(n + 1, h), respectively. Since Πn is the projection onto the
span of {v(n, h), v(n + 1, h)} and Πnφ̃n and Πnφ̃n+1 are linearly independent for h
small, we must have Pnφ̃i ̸= 0 and Pn+1φ̃j ̸= 0 for some i, j ∈ {n, n + 1}. Indeed, if
for example Pnφ̃n = Pnφ̃n+1 = 0 then Πnφ̃n = Pn+1φ̃n and Πnφ̃n+1 = Pn+1φ̃n+1 are
linearly dependent, a contradiction. For the same reason we cannot have Pn+1φ̃n =

Pn+1φ̃n+1 = 0. Hence, for j = n, n + 1 we have vj ∈ span{Pjφj} for some eigenvector
φj ∈ {φ̃n, φ̃n+1} of Tw

0 . We now obtain an asymptotic expansion of Pjφj by arguments
similar to those in the proof of Proposition 3.13, which gives the desired expansion of
vj.

2) The asymptotic series for λn(h) and λn+1(h) are identical. In this case any vector
in RanΠn is an approximate eigenvector of both λn(h) and λn+1(h) to any order. Since
Πnφ̃n and Πnφ̃n+1 is a basis for RanΠn for h small, and both Πnφ̃n and Πnφ̃n+1 have
asymptotic expansions by the proof of Proposition 3.13 we obtain the expansion in
this case as well.

Finally we note by the above that the eigenvectors are spectral projections of φ̃j, so
as in the proof of Proposition 3.13 we find that vj ∈ S and each term in the expansion
is a polynomial times e−ωy2/2. □

We can now give

Proof of Theorem 1.3. As before we assume that µj = (−1)jω for notational simplicity.
For n ∈ N0 and j ∈ {1, 2} let e2n+j = ejn be the eigenvalues of Tw

0 arranged as in
(3.15), with e1 simple and en double for n ≥ 2. Let λ1(h) be the eigenvalue of Tw

mass

tending, after division by h, to e1 as h → 0, and let v1 ∈ S be the corresponding
eigenvector. Also let λ2n, λ2n+1 be the eigenvalues of Tw

mass tending, after division by
h, to e2n = e2n+1 as h → 0, and let v2n, v2n+1 ∈ S be the corresponding eigenvectors.
Now, using integration by parts as in the proof of (3.21) we find that Tw

massv2n+j =

Twv2n+j +OS (h∞) since v2n+j ∈ S . Hence,

(Tw − λ2n+j)v2n+j = OS (h∞),
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and since Tw = hTw
0 +h3/2Rw

0 contains a factor h we then find by Propositions 3.13–3.15
that

λ2n+jv
(j)(n) = Tw

2ℓ∑
i=0

hi/2v
(j)
i (n) +OS (hℓ+3/2)

where v(j)i (n) is a polynomials times e−ωy2/2, and

λ2n+jv
(j)(n) =

2ℓ∑
i=0

h(i+2)/2λ
(j)
i (n)

2ℓ∑
i′=0

hi
′/2v

(j)
i′ (n) +OS (hℓ+3/2)

with λ(j)0 (n) and v(j)0 (n) having leading asymptotics as in the statement. Hence,

Tw

2ℓ∑
i=0

hi/2v
(j)
i = λ(j)(n)

2ℓ∑
i=0

hi/2v
(j)
i (n) +OS (hℓ+3/2)

where λ(j)(n) =
∑2ℓ

i=0 h
(i+2)/2λ

(j)
i (n) mod O(hℓ+3/2), and the result follows. □

4. Wells in chiral strained moiré lattices

Here we shall apply Corollary 1.4 to the low-energy model Hw
c (kx) in (1.13) and the

pseudodifferential operator HΨDO in (1.11). To do so we must first show that each
model can be written in the appropriate normal form, which we will do by verifying
the assumptions in Proposition 3.1.

4.1. Wells for the chiral low-energy Hamiltonian. Let us start with Hw
c (kx). In

the chiral limit w0 = 0 we get

Hw
c (kx) =


0 hD + kx − ik⊥ 0 w1U

−(x)

hD + kx + ik⊥ 0 w1U
+(x) 0

0 w1U
+(x) 0 hD + kx − ik⊥

w1U
−(x) 0 hD + kx + ik⊥ 0

 (4.1)

with H(kx) understood to be a densely defined operator on L2(T).

Lemma 4.1. Consider the chiral limit w = (0, w1). Then Hw
c (kx) in (4.1) is unitarily

equivalent to the system

Lc =

(
0 Dc

D∗
c 0

)
, Dc =

1

2

(
i 1

−i 1

)(
hD + k w1U

+(x)

w1U
−(x) hD + k

)(
−i i

1 1

)
(4.2)

where k = kx + ik⊥. Then L 2
c = diag(DcD

∗
c , D

∗
cDc) and if DcD

∗
cu = λu then Lcv =

±
√
λv for v = (v1, v2)

t with v1 = u and v2 = ±λ−1/2D∗
cu.

Proof. Let

U =

(
0 U

U 0

)
, U =

1√
2

(
i 1

−i 1

)
.
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Then UU∗ = U∗U = id2 and U U ∗ = U ∗U = id4. By first conjugating by
diag(1, σ1, 1) and then conjugating by U we see that H is equivalent to Lc in (4.2).
If DcD

∗
cu = λu then with v = (v1, v2)

t = (u,±λ−1/2D∗
cu)

t we get

Lcv =

(
0 Dc

D∗
c 0

)(
u

±λ−1/2D∗
cu

)
=

(
±λ1/2u
D∗

cu

)
= ±

√
λv,

as claimed. □

If λ is an eigenvalue of Lc then clearly λ2 is an eigenvalue of (L 2
c )11. In view of

the converse correspondence between eigenvalues of (L 2
c )11 and Lc given by Lemma

4.1 we can therefore study the spectrum of (L 2
c )11 in place of Lc. We then use the

following description of the Weyl symbol of L 2
c .

Lemma 4.2. Let Lc be given by (4.2). Then the square L 2
c is the Weyl quantization

of the symbol σ(L 2
c ) = σ0(L 2

c ) + hσ1(L 2
c ) + h2σ2(L 2

c ) where the principal symbol
σ0(L 2

c ) has block-diagonal form

σ0(L
2
c ) =

(
P11 0

0 P22

)
+ k2⊥ idC4×4 +2k⊥g diag(1,−1, 1,−1)

with

P11(x, ξ) =

(
ξ2 + f 2 + g2 2iξf − 2fg

−2iξf − 2fg ξ2 + f 2 + g2

)
, P22(x, ξ) =

(
ξ2 + f 2 + g2 2iξf + 2fg

−2iξf + 2fg ξ2 + f 2 + g2

)
where f(x) = w1(1− cos(2πx)) and g(x) = w1

√
3 sin(2πx), and with lower order terms

σ1(L
2
c )(x, ξ) = 2ξ(kx/h) id4−g′(x) diag(σ3,−σ3)− 2f(x)(kx/h) diag(σ2, σ2)

and σ2(L 2
c ) = (kx/h)

2 id4.

Proof. Writing k = kx + ik⊥ we find by (4.2) that L 2
c = diag(DcD

∗
c , D

∗
cDc) where

DcD
∗
c =

(
hD + k+ ig if

−if hD + k− ig

)(
hD + k̄− ig if

−if hD + k̄+ ig

)
=

(
(hD + kx)

2 + f 2 + (g + k⊥)
2 Qw − 2fg

−Qw − 2fg (hD + kx)
2 + f 2 + (g − k⊥)

2

)
+ [ig, hD]σ3

and

Qw(x, hD)u = i((hD + kx)(fu) + f(hD + kx)u). (4.3)

By using the Weyl calculus and noting that kx = O(h) by (1.14) it is now straight-
forward to check that L 2

c is an operator having Weyl symbol as described in the
statement. □
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Figure 6. Contour plot of the logarithm of the determinant of
σ0(L 2

c )11(x, ξ) over one period in the x direction, showing the zero set
consisting of the origin together with a closed curve in T ∗T. Here, k⊥ = 0

and w1 = 2/5 (left) and w1 = 1 (right).

We shall now study the existence of degenerate wells for L 2
c in the sense of Definition

1.2. It is easy to see that the eigenvalues of σ0(L 2
c )jj(x, ξ) for j = 1, 2 are given by

λ±(x, ξ) = (ξ2 + f 2 + g2 + k2⊥)± 2
√
ξ2f 2 + g2(f 2 + k2⊥),

where f(x) = w1(1 − cos(2πx)) and g(x) = w1

√
3 sin(2πx). The eigenvalues coalesce

(i.e., λ+ = λ−) at (1
2
, 0) and (0, ξ) for all ξ ∈ R. If k⊥ ̸= 0 then λ+ never vanishes. If

k⊥ = 0 then λ+ vanishes only at (0, 0) ∈ T ∗T, and the zero set of λ− is

{(x, ξ) : ξ = ±
√
f(x)2 − g(x)2, f 2 − g2 ≥ 0} (4.4)

which has two connected components: the origin and a closed curve in T ∗T connecting
(1
3
, 0) with (−1

3
, 0) which scales with w1, see Figure 6. Since

f(x)2 − g(x)2 = −12w2
1π

2x2 +O(x4) (4.5)

the point (0, 0) is an isolated zero of λ−. In particular, if k⊥ ̸= 0 then the eigenvalues
are distinct near all points in the characteristic set of λ−, and if k⊥ = 0 then the
eigenvalues are distinct near all points in the characteristic set of λ− except at the
isolated zero (0, 0).

Hence, for quasimomenta k⊥ ̸= 0 there are no degenerate wells, so we shall now
restrict our attention to k⊥ = 0 in which case there is a degenerate well at (0, 0):

Proposition 4.3. Let L 2
c be as in Lemma 4.2 with k⊥ = 0. Then σ(L 2

c )11(x, ξ) =∑2
j=0 h

jPj(x, ξ) with Pj ∈ S2−j(T ∗T). Moreover, P0 has a degenerate well at (0, 0)

with
P0(x, ξ) = (ξ2 + 12π2w2

1x
2) id2+O(|(x, ξ)|3)

and P1(0, 0) = −2π
√
3w1 diag(1,−1).
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Proof. That the symbol of (L 2
c )11 has the stated expansion follows from Lemma 4.2.

It is also clear that at (0, 0) the subprincipal symbol has the stated diagonal from, so
we only need to show that the principal symbol P11 has a degenerate well at (0, 0),
where P11 is as in Lemma 4.2. It is straightforward to check that P11(x, ξ) is positive
semi-definite for all (x, ξ) ∈ T ∗T, and by Taylor’s formula we have, with f(x) =

w1(1− cos(2πx)) and g(x) = w1

√
3 sin(2πx), that

f(x)2 + g(x)2 =
∑
j≥1

αjx
2j with α1 = (2π

√
3w1)

2,

−2f(x)g(x) =
∑
j≥1

βjx
2j+1 with β1 = −8

√
3π3w2

1

and 2iξf(x) =
∑

j≥1
2iw1(2π)2j(−1)j+1

(2j)!
ξx2j. This gives the result. □

We also record that the chiral Hamiltonian satisfies (1.4), where we use the obser-
vation in Remark 2 on page 16 to momentarily view (L 2

c )11 as an operator on R.

Lemma 4.4. If k⊥ = 0 then

((L 2
c )11u, u) ≥ ((g2 − 2fgσ1)u, u)− Ch(u, u)

where f(x) = w1(1 − cos(2πx)) and g(x) = w1

√
3 sin(2πx), and g2 idC2×2 −2fgσ1 =

12w2
1π

2x2 idC2×2 +O(x3).

Proof. Let u = (u1, u2)
t ∈ L2(R). By (4.2) we have (for k⊥ = 0) that ((L 2

c )11u, u) =

(DcD
∗
cu, u) where

DcD
∗
c =

(
hD + kx + ig if

−if hD + kx − ig

)(
hD + kx − ig if

−if hD + kx + ig

)
= ((hD + kx)

2 + f 2 + g2) idC2×2 −2fgσ1 +Qwiσ2 − [hD, ig]σ3

with Qw given by (4.3). Here, [hD, ig] = hg′ = 2hπ
√
3 cos(2πx) so (−[hD, ig]σ3u, u) ≥

−Ch(u, u). Noting that

(Qwiσ2u, u) = (((hD + kx)if + if(hD + kx))iσ2u, u)

= −2Re(f(hD + kx)σ2u, u) ≥ −((hD + kx)
2u+ f 2u, u)

we conclude that

(DcD
∗
cu, u) ≥ ((g2 − 2fgσ1)u, u)− Ch(u, u).

We have fg = O(x3) and g2 = 12w2
1π

2x2 +O(x4) which gives the result. □

We can now show that Corollary 1.4 implies existence of quasimodes for the chiral
low-energy model.
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Proof of Theorem 1.6. By Proposition 4.3 and Lemma 4.4 we find that σ(L 2
c ) satisfies

the assumptions of Proposition 3.1 with ξ0 = 0 and µj = (−1)jω, j = 1, 2, and ω =

2π
√
3w1. We then apply Corollary 1.4 to (L 2

c )11 and obtain approximate eigenvalues
λj(n) and quasimodes uj(n) as stated, such that ((L 2

c )11 − λj(n))uj(n) = O(hℓ+
3
2 ) in

L2(T) for any ℓ ∈ N0.

Fix j ∈ {1, 2} and n ∈ N0 and omit them from the notation. In the notation of
Lemma 4.1 with ψ = (ψ1, ψ2)

t = (u,±λ− 1
2D∗

cu)
t we then have DcD

∗
c = (L 2

c )11 and the
correspondence

Lcψ =

(
0 Dc

D∗
c 0

)(
u

±λ−1/2D∗
cu

)
=

(
±λ−1/2(L 2

c )11u

±
√
λψ2

)
= ±

√
λψ +OL2(T)(h

ℓ+1),

where the last identity follows from (L 2
c )11u = λu+OL2(T)(h

ℓ+ 3
2 ) and λ−1/2 = O(h−1/2).

Since ∥ψ∥L2(T;C4) ≥ ∥ψ1∥L2(T;C2) = 1 +O(h1/2) we still have Lcψ = ±
√
λψ +O(hℓ+1)

after normalizing and renaming ψ/∥ψ∥L2(T) to ψ. Also, since WFh(u) = {(0, 0)} we
have WFh(ψ) = {(0, 0)} by the microlocal property of pseudodifferential operators. By
Lemma 4.1, Hw

c (kx) is unitarily equivalent to Lc, which gives approximate eigenvalues
and quasimodes of Hw

c (kx) as in the statement of the theorem.

To prove the last part, let Hw
c (kx) be given by (4.1) with k⊥ = 0. Since kx ∈ [0, 2πh)

we may write kx = hξ0 with ξ0 ∈ [0, 2π). If we make the symplectic change of variables
(x, ζ) = (x, ξ + kx) = (x, ξ + hξ0) then the proof of Proposition 3.1 shows that

Hw
c (kx) = e−ixξ0qw(x, hD)eixξ0 ,

where
q(x, ζ) = σ(Hw

c (kx))(x, ξ) = σ(Hw
c (kx = 0))(x, ζ).

This shows that the approximate eigenvalues of Hw
c (kx) obtained in the first part of

the proof are independent of kx. Hence, the last statement of the theorem follows from
(1.14). Note also that multiplying by eixξ0 does not affect the wavefront set of the
associated quasimodes, since WFh(e

ixξ0) = Rn × {0}, see [Zwo12, Section 8.4]. □

4.2. Wells for the chiral Harper model. We now establish the existence of de-
generate wells for the operator HΨDO = aw(x, hD) in (1.11). To increase similarity
with the presentation in the previous subsection we introduce the auxiliary operator
bw(x, hD), where

b(x, ξ) = 2t(k⊥) cos(2πξ) + t0 + Vw(x). (4.6)

Observe that a(x, ξ) = b(ξ,−x). As operators on R (cf. Remark 2 on page 16) we then
have aw(x, hD) = F−1

h bw(x, hD)Fh where Fh is the semiclassical Fourier transform,
see [Zwo12, Theorem 4.9]. We shall then use the following result, analogous to Lemma
4.1 and with identical proof.
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Lemma 4.5. In the chiral limit, bw(x, hD) is unitarily equivalent to a Hamiltonian on
off-diagonal block form,

Hc =

(
0 Dc

D∗
c 0

)
,

where the symbol of Dc is given by

Dc(x, ξ) =
1

2

(
i 1

−i 1

)(
2 cos(2πξ)e2πik⊥ + 1 w1U

+(x)

w1U
−(x) 2 cos(2πξ)e2πik⊥ + 1

)(
−i i

1 1

)
.

Then H 2
c = diag(DcD

∗
c , D

∗
cDc) and if DcD

∗
cu = λu then Hcv = ±

√
λv for v = (v1, v2)

t

with v1 = u and v2 = ±λ−1/2D∗
cu.

Let Hc be as in Lemma 4.5. Using the lemma it is easy to see that

det(Dc)(x, ξ) = (2 cos(2πξ)e2πik⊥ + 1)2 − w2
1U

+(x)U−(x)

= (2 cos(2πξ) cos(2πk⊥) + 1)2 − 4 cos2(2πξ) sin2(2πk⊥)− w2
1U

+(x)U−(x)

+ 4i cos(2πξ) sin(2πk⊥).

Thus in case that k⊥ /∈ 1
2
Z, then for the imaginary part to vanish we require ξ ∈ 1

2
Z+ 1

4
.

For then the real part to vanish as well, we require 1 = w2
1U

+U−(x), which, since the
range of U+U− is [−2, 4], admits a solution once w1 ≥ 1/2.

Conversely, for k⊥ ∈ Z there is the special solution x = 0, ξ = ±1
3
+ Z which exists

independent of w1, together with the level set

{(x, ξ) : (2 cos(2πξ) + 1)2 = w2
1U

+(x)U−(x)}. (4.7)

For k⊥ = 1
2
+Z there is the special solution x = 0, ξ = ±1

6
+Z together with the level

set

{(x, ξ) : (2 cos(2πξ)− 1)2 = w2
1U

+(x)U−(x)}. (4.8)

As we shall see, there are no degenerate wells unless k⊥ ≡ 0 or k⊥ ≡ 1
2

mod Z in which
case there are degenerate wells precisely at these special solutions.

Lemma 4.6. Let Hc be as in Lemma 4.5. Then H 2
c = σ(H 2

c )
w(x, hD) where

σ0(H 2
c ) = diag(P11, P22) + 2g Im(Υk⊥) diag(1,−1, 1,−1) with

P11(x, ξ) =

(
|Υk⊥|2 + f 2 + g2 2(iReΥk⊥ − g)f

2(−iReΥk⊥ − g)f |Υk⊥ |2 + f 2 + g2

)
, P22(x, ξ) = σ2P11(x, ξ)σ2,

where f(x) = w1(1−cos(2πx)), g(x) = w1

√
3 sin(2πx), and Υk⊥(ξ) = 2 cos(2πξ)e2πik⊥+

1.
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Proof. We have H 2
c = diag(DcD

∗
c , D

∗
cDc) where

DcD
∗
c =

(
Υw
k⊥
Υw
−k⊥

+ f 2 + g2 i(Υw
k⊥
f + fΥw

−k⊥
)− 2fg

−i(Υw
k⊥
f + fΥw

−k⊥
)− 2fg Υw

−k⊥
Υw
k⊥

+ f 2 + g2

)
+ diag(Q−k⊥ ,−Q−k⊥),

D∗
cDc =

(
Υw
−k⊥

Υw
k⊥

+ f 2 + g2 i(Υw
−k⊥

f + fΥw
k⊥
) + 2fg

−i(Υw
−k⊥

f + fΥw
k⊥
) + 2fg Υw

−k⊥
Υw
k⊥

+ f 2 + g2

)
+ diag(−Qk⊥ , Qk⊥),

where Qk⊥ = i(gΥw
k⊥

−Υw
−k⊥

g), and f , g and Υk⊥ are as in the statement. Since Υ−k⊥(ξ)

is the complex conjugate of Υk⊥(ξ), the Weyl calculus now gives that σ0(DcD
∗
c) =

P11 + 2g Im(Υk⊥) diag(1,−1). Similarly, σ0(D∗
cDc) = P22 + 2g Im(Υk⊥) diag(1,−1). □

By Lemma 4.6 we have

det(σ0(H
2
c )jj − λ) = (λ− |Υk⊥|2 + f 2 + g2)2 − 4g2(Im(Υyk))

2 − 4f 2(g2 + (Re(Υk⊥))
2)

so the eigenvalues of σ0(H 2
c )jj for j = 1, 2 are given by

λ±(x, ξ) = |Υk⊥ |2 + f 2 + g2 ± 2
√
f 2g2 + f 2(Re(Υk⊥))

2 + g2(Im(Υyk))
2.

If k⊥ /∈ 1
2
Z then

Υk⊥(ξ) = 2 cos(2πξ) cos(2πk⊥) + 1 + 2i cos(2πξ) sin(2πk⊥)

has vanishing imaginary part only when ξ = 1
4
+ 1

2
Z in which case Υk⊥(ξ) ≡ 1 for

all ξ. Thus, λ+(x, ξ) never vanishes when k⊥ /∈ 1
2
Z. If k⊥ ∈ Z then λ+(x, ξ) = 0

precisely when x = 0 and ξ = ±1
3

mod Z. By the analysis preceding the lemma, the
characteristic set of λ− is the level set (4.7). Since w2

1U
+U− = f 2 − g2 we find in

view of (4.5) that this level set has several connected components in R2/Z2: the points
(0,±1

3
) and one or two closed curves depending on w1, see Figure 7.

If k⊥ = 1
2
+ Z then λ+(x, ξ) = 0 precisely when x = 0 and ξ = ±1

6
mod Z. In this

case the characteristic set of λ− is the level set (4.8) which again has three connected
components in R2/Z2. In particular, when k⊥ ∈ 1

2
Z the eigenvalues are distinct near

all points in the characteristic set of λ− except at a set of discrete points.

We now restrict to the case k⊥ ≡ 0 mod 1
2
Z. Since we then have Υk⊥ = Υ−k⊥ the

result of Lemma 4.6 takes on a simpler form. We first compute the full symbol of H 2
c

where we include a restatement of Lemma 4.6 for convenience.

Lemma 4.7. Let Hc be as in Lemma 4.5 and k⊥ = 0 or k⊥ = 1
2
. Then H 2

c =

σ(H 2
c )

w(x, hD) where σ0(H 2
c ) = diag(P11, P22) with

P11(x, ξ) =

(
Υ 2 + f 2 + g2 2(iΥ − g)f

2(−iΥ − g)f Υ 2 + f 2 + g2

)
, P22(x, ξ) =

(
Υ 2 + f 2 + g2 2(iΥ + g)f

2(−iΥ + g)f Υ 2 + f 2 + g2

)
where f(x) = w1(1−cos(2πx)), g(x) = w1

√
3 sin(2πx), and Υ (ξ) = 2 cos(2πξ)(−1)2k⊥+

1, and with lower order terms

σ(H 2
c )− σ0(H

2
c ) = σ([ig, Υw(hD)]) diag(1,−1,−1, 1)− a diag(σ2, σ2)
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Figure 7. Contour plot of the logarithm of the determinant of
σ0(H 2

c )11(x, ξ) over one period in the x and ξ directions, showing the
zero set consisting of the points (0,±1

3
) and one or two closed curves in

T ∗T mod Z2. Here, k⊥ = 0 and the top panels show the zero set for
w1 = 2/5 (left), w1 = 1 (middle) and w1 = 2 (right), while the bottom
panels show the special values w1 = 1/2 (left) and w1 = 3/2 (right)
where the number of closed curves in the zero set switches between one
and two.

where a(x, ξ) = σ(Υwf + fΥw)(x, ξ)− 2Υ (ξ)f(x).

Proof. The result follows by inspecting the proof of Lemma 4.6 and using Υk⊥ = Υ−k⊥

together with properties of the Weyl calculus. □

Consider k⊥ ∈ Z and perform a symplectic change of variables ξ = ζ ± 1/3. Then

Υ (ξ) = 2 cos(2πζ ± 2π/3) + 1 = 1− cos(2πζ)∓
√
3 sin(2πζ) = U∓(ζ)/w1,

so (Υ (ξ))2 = (Υ (ζ±1/3))2 = 12π2ζ2+O(ζ3). When k⊥ = 1
2
+Z the symplectic change

of variables ξ = ζ ± 1/6 gives

Υ (ξ) = −2 cos(2πζ ± π/3) + 1 = 1− cos(2πζ)±
√
3 sin(2πζ) = U±(ζ)/w1,

so again (Υ (ξ))2 = 12π2ζ2+O(ζ3). The operator H 2
c in Lemma 4.7 therefore has wells

at (0,±1
3
) mod Z2, or at (0,±1

6
) mod Z2, depending on if k⊥ = 0 or if k⊥ = 1

2
mod Z,

and these wells are degenerate since the eigenvalues of σ0(H w
c )jj coalesce there. Before

turning to quasimodes concentrated near each corresponding well we first compute the
lower order terms of the symbol.
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Lemma 4.8. Assume that k⊥ = 0 or k⊥ = 1
2
. Let g(x) = w1

√
3 sin(2πx), Υ (ξ) =

2 cos(2πξ)(−1)2k⊥ + 1 and a(x, ξ) = σ(Υwf + fΥw)(x, ξ)− 2Υ (ξ)f(x). Then for N =

0, 1, . . . , we have

σ([ig, Υw(hD)])(x, ξ) = (−1)2k⊥4
√
3w1 cos(2πx) sin(2πξ)

N∑
n=0

h2n+1

(2n+ 1)!
(2π2)2n+1(−1)n

modulo an error in OS(1)(h
2N+3) as h→ 0, and

a(x, ξ) = −(−1)2k⊥4w1 cos(2πx) cos(2πξ)
N∑

n=1

h2n

(2n)!
(2π2)2n(−1)n +OS(1)(h

2N+2)

as h→ 0.

Proof. We have [ig, Υw] = i(g#Υ − Υ#g)w where

g#Υ (x, ξ) =
K∑
k=0

ikhk2−k

k!
(DξDy −DxDη)

k(g(x)Υ (η))

∣∣∣∣
η=ξ

+OS(1)(h
K+1)

for K = 0, 1, . . . , see [Zwo12, Theorem 4.12] and [Zwo12, Theorem 4.18]. Thus, in the
difference g#Υ − Υ#g all the terms for even k cancel, which gives

i(g#Υ − Υ#g) = −2i
N∑

n=0

h2n+12−(2n+1)

(2n+ 1)!
∂2n+1
x g(x)D2n+1

ξ Υ (ξ) +OS(1)(h
2N+3).

Computing the derivatives shows that the symbol of [ig, Υw] has the stated form.

Since a = Υ#f + f#Υ − 2Υf , similar computations also show that

a(x, ξ) = 2
N∑

n=1

h2n2−2n

(2n)!
∂2nx f(x)D2n

ξ Υ (ξ) +OS(1)(h
2N+2)

so after computing the derivatives we obtain the result. □

Proposition 4.9. Let H 2
c = H 2

c (x, hD) be as in Lemma 4.7 with k⊥ = 0 or k⊥ = 1
2
.

Then σ(H 2
c )11(x, ξ) ∼

∑
j≥0 h

jPj(x, ξ) with Pj ∈ S(1). Moreover, for each ξ0 =

±1
3
(1
2
)2k⊥ mod 1, P0 has a degenerate well at (0, ξ0) with

P0(x, ξ) = 12π2((ξ − ξ0)
2 + w2

1x
2) id2+O(|(x, ξ)− (0, ξ0)|3)

and P1(0, ξ0) = 12π2w1c(ξ0) diag(1,−1), where c(±1
3
(1
2
)2k⊥) = ±(−1)2k⊥.

Proof. The asymptotic expansion of σ(H 2
c ) follows from Lemmas 4.7 and 4.8, and by

the discussion preceding Lemma 4.8 we see that P0 has the stated form. Next, with
ξ0 = ±1

3
(1
2
)2k⊥ we note that

sin(2π(ζ + ξ0)) = ±
√
3

2
cos(2πζ)− (−1)2k⊥

1

2
sin(2πζ)
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so with c(±1
3
(1
2
)2k⊥) = ±(−1)2k⊥ it follows from Lemma 4.8 that a = σ(Υwf + fΥw)−

2Υf = OS(1)(h
2) and

σ([ig, Υw(hD)])(0, ξ0) = c(ξ0)12π
2w1h+O(h3)

which in view of Lemma 4.7 shows that P1 also has the stated form. □

We can now prove existence of quasimodes for the chiral Harper model.

Proof of Theorem 1.5. For each ξ0 = ±1
3
(1
2
)2k⊥ + n0, n0 ∈ Z, we find by Proposition

4.9 that (12π2)−1σ(H 2
c )(x, ξ) satisfies the assumptions of Proposition 3.1 with µj =

±(−1)2k⊥+j−1ω, j = 1, 2, and ω = w1. Let Uv(x) = h−
1
4v(h−

1
2x) so that (1.5) reads

Pw(x, hD) = UT U∗ with U unitary. We then apply Theorem 1.3 to Pw(x, hD) =

(H 2
c )11 and obtain approximate eigenvalues λ(j)(n) (independent of the integer n0 in

the definition of ξ0) such that for any ℓ ∈ N0, λ(j)(n) = h
∑2ℓ

i=0 h
i/2λ

(j)
i (n) +O(hℓ+3/2)

with
h
(j)
0 (n) = ((2n+ 1)± (−1)2k⊥+j−1)w1,

together with quasimodes v(j)(n, y) such that, with u(j)(n, x) = Uv(j)(n, x), we have

((12π2)−1H 2
c − λj(n))u(j)(n) = OS (hℓ+

3
2 ),

where ∥u(j)(n)∥L2(R) = 1 +O(h
1
2 ) and WFh(u

(j)(n)) = {(0, ξ0)}, n ∈ N0. Multiplying
λ(j)(n) by 12π2 and renaming the λi we get approximate eigenvalues of (H 2

c )11 of the
stated form. By Lemma 4.5, Hc is unitarily equivalent to Fha

w(x, hD)F−1
h with a

given by (2.3), so by repeating the second part of the proof of Theorem 1.6 we find
that aw(x, hD)F−1

h w
(j)
± (n) = ±

√
λ(j)(n)F−1

h w
(j)
± (n) + OS (hℓ+1) for some w

(j)
± (n) ∈

S (R;C4) with ∥w(j)
± (n)∥L2(R) = 1 + O(h

1
2 ) and WFh(w

(j)
± (n)) = {(0, ξ0)}, n ∈ N0.

Clearly, ∥F−1
h w

(j)
± (n)∥L2(R) = 1+O(h

1
2 ) and WFh(F−1

h w
(j)
± (n)) = {(ξ0, 0)}, so to obtain

the stated quasimodes ψ(j)
± (n) ∈ L2(T;C4) for HΨDO(0, w1) = aw(x, hD) : L2(T) →

L2(T) we now simply repeat the arguments used to prove Corollary 1.4. We omit the
details. □

Appendix A. Auxiliary results

Here we provide some results used in the main text, starting with a Rayleigh-Ritz
principle stated for the massive (non-semiclassical) Weyl operator Tw

mass(y,D).

Lemma A.1 (Rayleigh-Ritz principle). Let Tw(y,D;h) be a self-adjoint operator semi-
bounded from below, Tw ≥ −Ch, and let G(y, η;h) ∈ C∞

0 (T ∗R) with 0 ≤ G ≤ 1. Set

Tw
mass = Tw + (1−Gw) idC2×2

and assume that there exists a set {ψn}n∈N of functions satisfying (3.19) and (3.20).
Then, as a densely defined operator on L2(R), Tw

mass has at least n eigenvalues λ1(h) ≤
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. . . ≤ λn(h) counting multiplicity and limh→0+ λn(h)/h ≤ en, with en being the number
appearing in (3.20).

Proof. Let
µn(h) = sup

ζ1,...,ζn−1

Q(ζ1, . . . , ζn−1;h),

where

Q(ζ1, . . . , ζn−1;h) = inf{(Tw
massψ, ψ) : ψ ∈ D(Tw

mass), ∥ψ∥ = 1, ψ ∈ [ζ1, . . . , ζn−1]
⊥}.

Step 1: Since Tw
mass is self-adjoint and semi-bounded from below, the min-max

principle (see [RS78, Theorem XIII.1]) implies that Tw
mass has at least n eigenvalues

λ1(h), . . . , λn(h) counting multiplicity and either µn(h) = λn(h) or µn(h) = inf σess(T
w
mass).

Step 2: Let ε > 0 be fixed but arbitrary, and for each h, choose ζh1 , . . . , ζhn−1 so that

µn(h) ≤ Q(ζh1 , . . . , ζ
h
n−1;h) + ε. (A.1)

From (3.19) it follows that for h small, ψ1, . . . , ψn span an n-dimensional space, so
for sufficiently small h we can find a linear combination ψ of ψ1, . . . , ψn such that
ψ ∈ [ζh1 , . . . , ζ

h
n−1]

⊥. By (3.20) we then get

Q(ζh1 , . . . , ζ
h
n−1;h) ≤ hen +O(h6/5).

From (A.1) and the fact that ε was arbitrary we find that

µn(h) ≤ hen +O(h6/5). (A.2)

Step 3: Fix another 0 < ε < 1 and let Ωε ⊂ C be an ε-neighborhood of the negative
half-line R− = {x ∈ R : x < 0}. Let z ∈ Ωε. Since Tw ≥ −Ch it follows that
Tw + 1− z is invertible for z ∈ Ωε and h small, and by the pseudodifferential calculus
Gw is compact, see [Zwo12, Theorem 4.28]. We then have

Tw
mass − z = (Tw + 1− z)(1−K(z)),

where K(z) = (Tw+1−z)−1Gw is compact. Also, since 0 ≤ G ≤ 1 we have ∥K(z0)∥ ≤
∥(Tw + 1 − z0)

−1∥ < 1 for z0 ∈ Ωε with Re z0 ≪ −1, so 1 − K(z0) is invertible. By
analytic Fredholm theory it then follows that the resolvent (Tw

mass−z)−1 is meromorphic
in Ωε (see e.g., [Zwo12, Theorem D.4]) which implies that Tw

mass − z is Fredholm for
z ∈ Ωε, see e.g., [Tay66, Theorem 9.6]. By definition we then have σess(Tw

mass)
⋂

Ωε = ∅.
Step 4: By step 3 we have inf σess(T

w
mass) ≥ ε > 0 so (A.2) implies that

µn(h) ≤ hen +O(h6/5) < ε ≤ σess(T
w
mass)

for h small, so µn(h) ̸= σess(T
w
mass). From step 1 we conclude that µn(h) = λn(h),

where λn(h) is the n:th eigenvalue of Tw
mass counting multiplicity. By (A.2) we then get

λn(h)/h = µn(h)/h ≤ en +O(h1/5) =⇒ lim
h→0+

λn(h)/h ≤ en,



SEMICLASSICAL QUANTIZATION CONDITIONS IN STRAINED MOIRÉ LATTICES 49

which completes the proof. □

Next, we shall provide proofs of the IMS formula (Lemma 3.8) and Lemma 3.9. For
this we shall use a pseudodifferential partition of unity. Let J be as in Section 3, that
is, J ∈ C∞

0 (R) with 0 ≤ J ≤ 1 and J(y) = 1 (resp. 0) if |y| ≤ 1 (resp. |y| ≥ 2). Let χ1

be given by (3.22), that is,

χ1(x, ξ) = J(h−2/5x)J(h−2/5ξ).

Recall also from (3.23) that (χ0(x, ξ))
2 + (χ1(x, ξ))

2 = 1.

Lemma A.2. Let χ0 and χ1 be as above. Then there are Xw
0 ∈ Ψ0,0

2/5(R) and Xw
1 ∈

Ψ0,−∞
2/5 (R) such that Xj = χj modulo S−∞,−∞(T ∗R) and

(Xw
0 )

2 + (Xw
1 )

2 = id+R, R ∈ Ψ−∞,−∞(R), (Xw
j )

∗ = Xw
j .

Proof. We adapt the proof of [SZ07, Lemma 3.2] to symbols in Sm,k
δ . Using the Weyl

calculus we can write

(χw
0 )

2 + (χw
1 )

2 = id+rw1 , r1 ∈ S
−2/5,−∞
2/5 (T ∗R)

where we have taken advantage of (3.23) and the fact that the Poisson bracket {χj, χj}
vanishes, so the symbol of (χw

j )
2 is χ2

j modulo S−2/5,−∞
2/5 (T ∗R). For h small we set

X1
j = (1 + rw1 )

−1/4χw
j (1 + rw1 )

−1/4.

Then X1
0 ∈ Ψ0,0

2/5 and X1
1 ∈ Ψ0,−∞

2/5 and since r1 ∈ S
−2/5,−∞
2/5 we have σ(X1

j ) = χj modulo
S
−2/5,−∞
2/5 . It is also easy to see that

(X1
0 )

2 + (X1
1 )

2 = id+rw2 , r2 ∈ S
−3/5,−∞
2/5 (T ∗R), (X1

j )
∗ = X1

j ,

by using the fact that [(1+ rw1 )
− 1

2 , χw
j ] ∈ Ψ

−3/5,−∞
2/5 and [(1+ rw1 )

− 1
4 , (χw

j )
2] ∈ Ψ

−3/5,−∞
2/5 .

The result therefore follows by iterating this procedure. □

Recall that the massive term 1 − χw in (3.9) is defined by a cutoff function χ ∈
C∞

0 (T ∗R) independent of h. For h small we then have

supp ∂χk

⋂
supp(1− χ) = ∅, k = 0, 1,

where ∂χk is shorthand for the first order derivatives of χk. In view of Lemma A.2 we
get

Xw
k (1− χw) ∈ Ψ−∞,−∞(R), k = 0, 1, (A.3)

by the Weyl calculus.
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Proof of Lemma 3.8. We have

(Xw
k )

2Pw
mass + Pw

mass(X
w
k )

2 − 2Xw
k P

w
massX

w
k = [Xw

k , [X
w
k , P

w
mass]]

so if we show that [Xw
k , [X

w
k , P

w
mass]] = O(h6/5) on L2(R), then the result follows by

summing over k since (Xw
0 )

2+(Xw
1 )

2 = 1 mod Ψ−∞,−∞ by Lemma A.2. When proving
the estimate we may replace Pw

mass by Pw since Xw
k (1− χw) = O(h∞) in L2 by (A.3).

By Lemma A.2 we have ∂Xk ∈ S
2/5,−∞
2/5 , where ∂Xk is shorthand for the first order

derivatives of Xk. By assumption we have P ∈ S0,k(T ∗R), k ≥ 0. Hence, Xk#P −
P#Xk ∈ S

−3/5,−∞
2/5 ⊂ h3/5S2/5(1) by the symbol calculus, the main point being that it

is bounded. In fact, inspecting [Zwo12, Theorem 4.12] and [Zwo12, Theorem 4.18] we
see that

σ([Xw
k , P

w]) = Xk#P − P#Xk = −ih{Xk, P}+OS2/5(1)(h
3(1−2/5)).

Since ∂P0 = O(h2/5) on the support of ∂Xk by Definition 1.2 we find that σ([Xw
k , P

w]) =

OS2/5(1)(h). By [Zwo12, Theorem 4.18] we then get

σ([Xw
k , [X

w
k , P

w]]) = −ih{Xk, σ([X
w
k , P

w])}+ hOS2/5(1)(h
3(1−4/5)) = OS2/5(1)(h

6/5),

which implies that [Xw
k , [X

w
k , P

w]] = O(h6/5) on L2(R), see [Zwo12, Theorem 4.23]. □

Proof of Lemma 3.9. As in the proof of Lemma 3.8 we may replace Pw
mass by Pw without

changing the estimate. SinceXw
1 (P

w−Hw
0 )X

w
1 = γ∗◦(h3/2Jw

1 R
w
0 J

w
1 )◦(γ−1)∗ is unitarily

equivalent to h3/2Jw
1 R

w
0 J

w
1 the result then follows from Lemma 3.5. □

Appendix B. Degenerate wells in the anti-chiral limit

Here we give a brief presentation of degenerate potential wells for the pseudodiffer-
ential Harper model in the anti-chiral limit. The anti-chiral model allows for various
quasimodes at potential wells located at different energy levels, but not necessarily at
zero. To see this, we use the following simple lemma which reduces the analysis to
scalar pseudodifferential operators.

Lemma B.1. Let HΨDO(w) be given by (1.11) in the anti-chiral limit w = (w0, 0),
with k⊥ ∈ Z/2. Then HΨDO(w0, 0) is unitarily equivalent to a Hamiltonian of diagonal
form with symbol, with + for k⊥ ∈ Z and − for k⊥ ∈ Z+ 1/2,

Hac(x, ξ) = diag(−(1± 2 cos(2πξ))− w0U(x),−(1± 2 cos(2πξ)) + w0U(x),

(1± 2 cos(2πξ))− w0U(x), (1± 2 cos(2πξ)) + w0U(x)).
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Proof. Let b(x, ξ) be given by (4.6) with w = (w0, 0) and k⊥ ∈ Z/2, so that bw(x, hD) =

HΨDO(w0, 0). Conjugating with

U =
1

2


1 −1 −1 1

−1 1 −1 1

−1 −1 1 1

1 1 1 1

 , (B.1)

we find that Hac(x, ξ) := U ∗b(x, ξ)U has the stated form. □

It is now easy to see from the diagonal form, since both the position and momentum
variable appears in terms of a cosine

cos(2πt) = ±1∓ 2π2(t− t0)
2 +O((t− t0)

4)

with + in case of t0 ∈ Z and − for t0 ∈ Z + 1/2, that the Hamiltonian Hac(x, ξ)

admits quasimodes at various energy levels by the scalar Bohr-Sommerfeld rule given
by Theorem 1.1. (Observe however that the spectral gap condition (1.2) is not satisfied
since the eigenvalues of Hac(x, ξ) coalesce at x = ±1

3
, ξ = ±1

3
(1
2
)2k⊥ mod Z2.) We state

an example of one such result here.2

Theorem B.2. Let HΨDO(w) be given by (1.11) in the anti-chiral limit w = (w0, 0),
with k⊥ ∈ Z/2. Then for j = 1, 2, 3, 4 there are functions F (j)(τ, h) ∼

∑∞
n=0 h

nF
(j)
n (τ)

with
F

(j)
0 (τ) ≡ F0(τ) =

τ

8π2w0

+O(τ 2), F
(j)
1 = 1

2
, j = 1, 2, 3, 4,

with λ(j)k (h) such that F (j)(λ
(j)
k (h), h) = kh, together with quasimodes u(j) ∈ L2(T;C4)

which are nontrivial only in component j, such that (HΨDO(w0, 0) − zj(k, h))u
(j) =

OL2(h∞), where zj(k, h) = cj + λ
(j)
k (h) +O(h∞) for k ∈ N, and

c1 = −3− 3w0, c2 = −3− w0, c3 = −1− 3w0, c4 = −1− w0. (B.2)

In particular, HΨDO(w0, 0) has approximate eigenvalues zj(k, h) = cj+8π2w0(k+
1
2
)h+

O(h2) with k ∈ N0 for j = 1, 2, 3, 4.

Sketch of proof. Due to the diagonal form of Hac it suffices to study scalar operators
by choosing quasimodes u ∈ L2(T;C4) that are zero in all but one component. By
Taylor’s formula

(Hac(x, ξ))jj = cj + 4π2((ξ − ξj)
2 + w0(x− xj)

2) +O(|(x, ξ)− (xj, ξj)|4)

where cj are as in (B.2), and where x1 = x3 = 0, x2 = x4 =
1
2

mod Z, and ξ1 = ξ2 = 0,
ξ3 = ξ4 =

1
2

mod Z if k⊥ ∈ Z, while ξ3 = ξ4 = 0, ξ1 = ξ2 =
1
2

mod Z if k⊥ ∈ Z+ 1
2
.

2One can also get, similarly to this result, wells with opposite sign for the anti-chiral Hamiltonian.
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Consider k⊥ ∈ Z and j = 1, and view H w
ac temporarily as an operator on R. We

then add a massive term so that we can apply Theorem 1.1: Choose χ ∈ C∞
0 (T ∗R)

with 0 ≤ χ ≤ 1 and suppχ contained in a small neighborhood of (0, 0) so that

p(x, ξ) := 3(1 + w0) + (Hac(x, ξ))11 + (1− χ(x, ξ)) ≥ 0

with equality only at (x1, ξ1) = (0, 0). Make the symplectic change of variables (x̃, ξ̃) =
(w

−1/4
0 x,w

1/4
0 ξ) and set p̃(x, ξ) = p(x̃, ξ̃). Then

p̃(x, ξ) =
8π2w0

2
(ξ2 + x2) +O(|(x, ξ)|4)

so by Theorem 1.1 there is a function F (τ, h) ∼
∑∞

n=0 h
nFn(τ) with F0(τ) = τ(8π2w0)

−1

and F1 = 1/2 (since there are no lower order terms in h in Hac(x, ξ); in particular, the
subprincipal symbol of H w

ac is zero at (x1, ξ1)), such that for all δ > 0, the eigenvalues
of p̃w(x, hD) in (−∞, hδ) are given as in Theorem 1.1 with k ∈ N. If λ ∈ (−∞, hδ) is
an eigenvalue of p̃w(x, hD) with eigenvector u ∈ L2(R), and we write ũ(x) = u(w

1/4
0 x),

it is easy to check that

λũ(x) = λu(w
1/4
0 x) = p̃wu(w

1/4
0 x) = pwũ(x)

so λ is also an eigenvalue of pw(x, hD). By [DS99, Lemma 14.10] the eigenvector u of p̃w

is microlocalized to (0, 0), so (1−χw)u = O(h∞). It follows that (H w
ac )11, as an operator

on R, has eigenvalues near −3(1+w0) of the form z(k, h) = −3(1+w0)+λ
(1)
k (h)+O(h∞).

The same is true for (H w
ac )11 as an operator on T, which can be seen by using a

periodization argument similar to the one used in the proof of Corollary 1.4. Since
translation is a symplectic change of variables, the same arguments can be applied to
the other components of H w

ac , both when k⊥ ∈ Z and when k⊥ ∈ Z+ 1
2
. □

Remark B.3. In contrast to the pseudodifferential Harper model discussed in Theo-
rem B.2, there are no wells in the anti-chiral low-energy model. Indeed, let Hw

ac(kx) be
given by (1.13) with w = (w0, 0) and k⊥ = 0. Conjugating by U in (B.1) shows that
Hw

ac(kx) is unitarily equivalent to the semiclassical operator L w
ac(x, hD) with symbol

Lac(x, ξ) = diag(−ξ − w0U(x),−ξ + w0U(x), ξ − w0U(x), ξ + w0U(x))

+ kx diag(−1,−1, 1, 1)

where kx = O(h). Each component of the principal symbol is a scalar symbol of
real principal type so there are no point-localized states near zero energy, see [Zwo12,
Theorem 12.4].
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