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We consider a condensate of ultra cold bosonic atoms in a linear optical cavity illuminated by a
two-pump configuration where each pump is making different angles with the direction of the cavity
axis. We show such configuration allows a smooth transition from a one-dimensional quantum
optical lattice configuration to a two-dimensional quantum optical lattice configuration induced by
the cavity-atom interaction. Using a Holstein-Primakoff transformation, we find out the atomic
density profile of such self-organised ground state in the super-radiant phase as a function of the
angular orientations of the pump in such dynamical quantum optical lattice, and, also provide an
analysis of their structures in coordinate and momentum space. In the later part of the paper, we
show how the corresponding results can also be qualitatively understood in terms of an Extended
Bose-Hubbard model in such quantum optical lattice potential.

PACS numbers:

I. INTRODUCTION

The pioneering work of Dicke [1] that predicts the ex-
citation of a super-radiant phase [2–4] by a radiation
pulse obtained its convincing experimental demonstra-
tion in the system of ultra cold atoms inside a cavity
by the Esslinger group [5], which observed a normal to
super-radiant phase transition in ultra cold atomic Bose-
Einstein condensate through self-organisation [6]. This
observation was preceded by the experimental observa-
tion of super-radiant Rayleigh scattering from ultra cold
atoms in free-space [7] and ring cavities [8]. It opened
up a new direction in the study of exotic quantum many-
body phases [9–12] with ultra cold atomic condensate
trapped in optical lattice potentials.

Initial study of such quantum many-body phases of
ultra-cold atomic systems involve free space optical lat-
tice potentials that are not affected by the atomic density
distribution [13, 14] and hence the optical-lattice poten-
tial acts as a classical external potential on the ultra cold
atoms [15, 16] and does not have their dynamics. As
compared to that, atomic condensates trapped in cavity-
generated dynamical quantum optical lattice potential
[17–20] have a significant impact on the structure and
strength of the lattice potential [11]. Particularly, when
these trapped atoms are directly illuminated by a trans-
verse pump beam, then the excited atoms scatter the
pump photons, which finally populate the cavity mode.
The position-dependent atom-photon coupling gives rise
to a position-dependent scattered-field amplitude. It can
generate novel self-organised quantum-many body phases
of the atoms through the cavity-mediated long-range in-
teractions [21] such as a lattice super-solid phase through
Dicke type of transition [5], or a more ideal super-solid
phase [22–25] where a continuous gauge symmetry and a
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continuous translational symmetry is spontaneously bro-
ken [26] leading to the simultaneous existence of an off-
diagonal long-range order (a property of superfluid) and
a diagonal long-range order (property of a solid) [27–45].

The existence of competing short-range and cavity-
induced long-range interaction in the bosonic lattice
model provides a host of novel quantum phases, such
as superfluid, supersolid, Mott insulator, and charge
density wave [46, 47], their novel collective excitations
[48], metastability and avalanche dynamics in Mott-
insulator and density-wave phases [49]. The transi-
tion from a coherent superfluid phase to an incoherent
Mott-insulator, both lying in a super-radiant regime,
was also studied by combining Bose-Hubbard Model
with the Dicke model [50] and also by using multi-
configuration time-dependent Hartree method for indis-
tinguishable particles[51]. The quantum properties of
light also get significantly modified due to the interplay
of the cavity-mediated long-range interactions and the
short-range processes of the atom [52]. They can be de-
signed and optimised to create new types of quantum
simulators [53] both for a single and a multi-mode cavity.
Other significant works in this direction explored quan-
tum magnetism by simulating quantum spin Hamiltonian
with multi-component ultra cold atoms in a linear cav-
ity pumped by external lasers [54], p-band induced self-
organisation and dynamics in an optical cavity [55], spin-
entanglement and magnetic competition in spinor quan-
tum optical lattices in a cavity [56], creation of various
topologically non-trivial phases in a cavity atom system
[57, 58], parametric instabilities in a driven-dissipative
Bose-Einstein condensate (BEC) in a cavity [59], dissipa-
tion engineered family of dark states in cavity-atom sys-
tems [60], role of the atomic correlations in the dynamical
instability generated in a cavity-BEC system [61], possi-
bility of the existence of intertwined and vestigial order
in a crossed-cavity-multimode BEC system [62], super-
radiant scattering and dynamical instability in a system
of a linear cavity illuminated by a single pump[63], recent
observation of a time crystal stabilised by dissipation in a
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driven open cavity-BEC system [64] etc. Cavity-like pe-
riodic patterns in the atomic density have also been ob-
served in free-space systems under certain conditions [65]
and Dicke superradiance was also studied in fermionic
gases [66].

Most of the works mentioned above considered single
pump laser in a linear cavity [5, 6, 9, 17–21, 46–61, 63–66],
ring cavity [8], or crossed cavity [22–24, 62] set-up. This
does not change the dimensionality of the self-organised
super-radiant phases and their corresponding quantum
optical lattice potential for a given set-up. It may be
noted that in the simulation of various quantum, many-
body phases that have a breadth-taking spread from hard
condensed matter problems to the systems studied in
high energy physics ( for a review, see, e.g. [67]) with
table-top ultra cold atomic systems in a classical optical
lattice, the dimensionality of the classical optical lattice
plays a significant role [68] in determining the nature of
the simulated quantum system. The variety of the quan-
tum systems that can be simulated by ultra cold atoms
can be significantly enhanced if the dynamical quantum
optical lattice potential created inside an optical cavity
can also be made into different dimensions and that too
in an interchangeable way. By considering an ultra cold
Bose-Einstein condensate (BEC) placed inside a linear
cavity illuminated by two pump beams making angles
θ1 and θ2 with the cavity axis, in the current work, we
proposed a simple way of achieving this by varying the
relative angle between these classical pumps.

The existence of two tuning parameters θ1 and θ2 of-
fers the possibility of realisation of a large number of
self-organised phases. We demonstrate that by changing
these angles in the super-radiant regime, one can contin-
uously transform from a one-dimensional self-organised
(SO) lattice-supersolid phase to a two-dimensional SO
lattice supersolid phase. The dimensionality was clearly
identified by identifying the atomic density maxima and
minima in coordinate space and analysing them in the
momentum space. These findings form one of the main
results of our paper. Using a Holstein-Primakoff (HP)
transformation [69, 70], we determine the dynamically
generated quantum optical lattice potential in these SO
phases, corresponding atomic density distribution that
shows the change in dimensionality as the angles made
by two pumps with the cavity axis are varied in the range
(θ1, θ2) ∈ [0, π/2]. We additionally show how such SO
phases evolve as a function of the increasing intra-cavity
photon number. Our proposed set-up enjoys the possi-
bility of experimental realisation since this is an interme-
diate between the already realised experimental set-up of
a single cavity illuminated by a single transverse pump
[5] and the crossed-cavity [23, 24] illuminated by a single
pump [22, 25]. It can also be generalised to other cavity
set-ups in addition to the linear one we have considered
here.

To consolidate our theoretical analysis further, in the
later part of this work using the tight-binding approxima-
tion in the dynamical quantum optical lattice potential,

we derive an extended Bose-Hubbard model (EBHM)
model Hamiltonian for our system (for a detailed review
of various Hubbard models in ultra cold atomic systems,
see [71]) in certain ranges of the cavity parameters in
terms of the atomic-field operators only from the mi-
croscopic many-body Hamiltonian for such atom-photon
system. The EBHM written in this form makes it eas-
ier to capture the cavity-mediated long-range interaction,
which is responsible for the various self-organized lat-
tice supersolid phases that we observed. We pointed out
when such EBHM is relatively more useful as compared
to HP approximation to describe the super-radiant phase
inside a cavity. Consequently, this allows us to compare
our approach to study such SO phases with the EBHM
derived for ultra cold atomic systems’ classical optical lat-
tice potential [72–75] that also predicts a transition from
density wave to supersolid phase. We also evaluate the
quantum optical lattice potential using this EBHM and
compare it with the same obtained under HP transfor-
mation and the balanced pump condition ( to be defined
later).

Accordingly, we organise the rest of the paper in the
following way. In Section II, we introduce the model
microscopic Hamiltonian for our system and discuss the
scattering states of the atoms. In Section III, we intro-
duce the HP approximation to calculate the properties of
the super-radiant phases and show the method of calcu-
lation within this approach in detail. In Section IV, we
discuss the main results of this paper under HP approxi-
mation. In IV A, we provide the results for the dynamical
optical lattices and in IV B, we provide the results for the
ground state atomic density in the self-organised phases.
In Section V, we classify the self-organised phases, and
identify their dimensionality by evaluating the maxima
and minima points of the atomic density. We also pro-
vide an analysis of the momentum spectrum of such self-
organised phases in Section V A that can be related with
the time of flight images of the condensate in the related
experiments. In Section VI, we construct the EBHM for
this system and discuss its connection with the HP for-
malism in the earlier section. Finally, in the conclusion
section, we summarise the significance of our analysis.
Appendices contain some details that are linked to vari-
ous portions of the main text.

II. MODEL SYSTEM AND THE HAMILTONIAN

We consider a linear cavity with a single cavity mode
characterised by frequency ωc and wave-vector kc, illumi-
nated by two pump beams at frequency ωp making an an-
gle, θ1 and θ2, with the cavity axis. The cavity is loaded
with a Bose-Einstein condensate, with N = 1.05 × 105

87Rb atoms in the |F,mF 〉 = |1,−1〉 state, where F and
mF are the total angular momentum and the correspond-
ing magnetic quantum number. The cavity is detuned
from the pump laser frequency by ∆c = ωp − ωc. â(â†)
is the annihilation (creation ) operator which annihilates
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FIG. 1: (color online) (a) Schematic for the single cavity - two pump system. The atomic condensate is trapped at the
intersection of the two pump beams. Pump 1 makes an angle θ1 and pump 2 makes an angle θ2 with the cavity axis. Wave-
vectors k1,2,c and Ωp are explained in the text.(b) The momentum diagram shows the 9 momentum states in terms of θ1 and θ2 -
|0, 0〉, A1 = |−~k sin θ1, ~k(1−cos θ1)〉, A2 = |~k sin θ1, ~k(1+cos θ1)〉, A3 = |~k sin θ1, ~k(−1+cos θ1)〉, A4 = |−~k sin θ1, ~k(−1−
cos θ1)〉, B1 = |~k(− sin θ1− sin(θ2− θ1)), ~k(− cos θ1 + cos(θ2− θ1))〉, B2 = |~k(sin θ1− sin(θ2− θ1)), ~k(cos θ1 + cos(θ2− θ1))〉,
B3 = |~k(sin θ1 + sin(θ2− θ1)), ~k(cos θ1− cos(θ2− θ1))〉 and B4 = |~k(− sin θ1 + sin(θ2− θ1)), ~k(− cos θ1− cos(θ2− θ1))〉. The

annotations of the color, dotted and dashed lines is explained in the text in Section(II)

(creates) a photon in the cavity mode with wave vector,
kc. We have taken pump 1 to be along the y− direction
and this choice gives

kc = k sin(θ1)x̂+ k cos(θ1)ŷ. (1)

k1 = kŷ, k2 = −k sin(θ2 − θ1)x̂+ k cos(θ2 − θ1)ŷ(2)

where k = 2π
λp

with λp being the pump wavelength.

The microscopic many-body Hamiltonian for the sys-
tem is written as-

ĤMB =
(
−~∆câ

†â
)

+

∫ ∫
A

Ψ̂†(x, y)

(
p̂2
x + p̂2

y

2Ma
+ V̂ (r) +

g2D

2
|Ψ̂(x, y)|2 − µ0

)
Ψ̂(x, y)dxdy (3)

where

V̂ (r) = ~η cos(k1 · r) cos(kc · r)(â† + â) + ~η cos(k2 · r) cos(kc · r)(â† + â) + ~U0 cos2(kc · r)â†â

+ ~Up cos2(k1 · r) + ~Up cos2(k2 · r) + ~Up cos(k1 · r) cos(k2 · r), (4)

and Ψ̂(x, y) (Ψ†(x, y)) is the atomic field operator which
annihilates(creates) a particle at position (x, y). The

number operator is N̂ =
∫
d~rΨ̂†(~r)Ψ̂(~r). Up = Ω2

p/∆a

is the potential depth of the transverse pump poten-
tials formed by the two pumps where Ωp is the maxi-
mum pump Rabi frequency. g0 is the maximum atom-
photon coupling strength and U0 = g2

0/∆a is the depth

of the potential formed by the cavity field. U0 denotes
the maximum shift in the resonance frequency for a sin-
gle intracavity photon. η = Ωpg0/∆a is the two-photon
Rabi frequency for the cavity and signifies the strength
of the interaction between the pumps and the cavity
field. g2D = 4πas~2AN/maV is the strength of the
short-range s-wave collisions with scattering length as.
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FIG. 2: (color online) We provide the momentum diagrams for the two pump-cavity system for few specific values of
the two pump angles θ1 and θ2 which are indicated in each figure. In (3), three momentum states with same |kx, ky〉
coincide at the origin where as in (4) all the four blue and red momentum states coincide. The annotations of the

color, dotted and dashed lines are same as in Fig. 1(b).

V = 4πrxryrz/3, A is the area of the unit cell formed by
the interference pattern between the cavity and the two
pump modes, and rx, ry and rz are the Thomas-Fermi
radii along the x, y and z directions. µ0 is the chemical
potential.

The schematic for the system is given in Fig.1(a). The
pump modes are far red-detuned (∆a = ωp − ωa �
0, |∆a| >> g0,∆c) from the atomic transition frequency
ωa and hence, atomic transition of the atoms to the inter-
nal excited state is suppressed. This allows us to adiabat-
ically eliminate the excited state and the atoms initially
prepared in their internal ground state, mostly evolve in
the ground state. This gives rise to the atom-cavity inter-
action which can be seen as a dynamical (quantum) op-

tical lattice potential V̂ (r) given in Eq.(4) with its depth
depending on the cavity field amplitudes.

The cavity does not contain any photons initially. The
transverse pump beams are closely detuned with the cav-
ity resonance. The excited atoms coherently scatter the
pump photons into the cavity mode via off-resonant Ra-
man scattering processes [17, 21]. These processes cou-

ple the BEC zero momentum mode |0, 0〉 to the eight
momentum modes, | ± ~kc ± ~k1〉 and | ± ~kc ± ~k2〉
where kc and k1,2 are defined in Eq. (1) and (2). The
explicit tabulation of these momentum states are given
in the caption of Fig. 1 (b).

To gain more insight about effect of orientation of the
two pumps, we additionally provide the momentum di-
agrams for few angles in Fig.(2). The red arrow in the
central circle in Fig.(2) shows the angle of pump 1 (θ1)
and the blue arrow shows the angle of pump 2 (θ2) with
the cavity axis. We keep θ1 constant and vary θ2. The
details of the figure are explained in the captions. We
start with case (1), θ1 = π/6, θ2 = π/4 where we show
the eight separate momentum states along with the zero
momentum state (appears in grey colour at co-ordinate
|kx, ky〉 = |0, 0〉) as shown in Fig. 1(b). Then as θ2

increases to π
2 in case (2), we see that the blue momen-

tum states are rotating by the same amount as there is a
change in the value of θ2, therefore, transferring the rota-
tion in real space to that in the reciprocal space. In case
(3), θ1 = π/6, θ2 = π, two blue momentum states coin-



5

cide with zero-momentum state. We define this coinci-
dence as the degeneracy in the momentum space. As ex-
pected these momentum states only depend on the angle
between the two pumps, namely (0 < θ2 − θ1 < π/2). In
subsequent discussion, using a Holstein-Primakoff (HP)
transformation, we shall see the effect of these angular
change on the self-organised phases inside the cavity.

III. HOLSTEIN-PRIMAKOFF APPROACH

We expand the atomic field operator in the momen-
tum modes, resulting from the scattering processes. The
expression for the atomic field operator is -

Ψ̂(x, y) = ψ0ĉ0 + ψ1−ĉ1− + ψ1+ĉ1+ + ψ2−ĉ2− + ψ2+ĉ2+

(5)

where ψ0 =
√

1/A represents the BEC zero-momentum

mode, ψ1± =
√

2/A cos[(kc ± k1) · r] and ψ2± =√
2/A cos[(kc ± k2) · r] represent the atomic modes with

momenta kc ± k1 and kc ± k2 respectively. ĉ†0, ĉ†1± and

ĉ†2± respectively creates an atom at |0, 0〉, an excitation
with energy ~ω1± and an excitation with energy ~ω2±.
We substitute the expansion of the atomic field opera-
tor in Eq.(3) to obtain the following effective many-body
Hamiltonian -

ĤMB = −~∆̄câ
†â+

∑
i=±1,±2

~ωiĉ†i ĉi

+
~λ√
N

(
â† + â

) ∑
i=±1,±2

(
ĉ†i ĉ0 + ĉ†0ĉi

)
(6)

where ωrec is the frequency associated with the re-
coil energy, Erec = ~ωrec. ωrec = ~k2/2Ma, ω1+ =
2(1 + cos θ1)ωrec, ω1− = 2(1 − cos θ1)ωrec, ω2+ =
2(1 + cos(θ2))ωrec, ω2− = 2(1 − cos(θ2))ωrec and ∆̄c =

ωp − ωc − U0N
2 . λ = η

√
N

2
√

2
is the coupling parameter be-

tween the atom and the two pump modes. The atomic
momentum states in Fig.(1b) and Fig.(2) describe the
scattering of a photon with momentum ~k from pump 1
(red) and pump 2 (blue) into the cavity mode. There
are two ways to reach the excited momentum states
| ± ~kc ± ~k1,2〉 from the BEC zero-momentum state
|0, 0〉. The dotted red (blue) lines show the absorption
of pump 1 (pump 2) photon accompanied by emission of
a photon into the cavity and is identified by the opera-

tor â†ĉ†1+ĉ0(â†ĉ†2+ĉ0). The solid red (blue) lines show the
absorption of a cavity photon accompanied by emission
of the photon into pump 1 (pump 2) and is identified by

the operator âĉ†1+ĉ0(âĉ†2+ĉ0). The reverse processes are
not shown in the diagram. These processes correspond

to the operators â†ĉ†0ĉ1+(â†ĉ†0ĉ2+) and âĉ†0ĉ1+(âĉ†0ĉ2+).

To underscore the similarity of the Hamiltonian (6)
with the proto-type Dicke model, we use the generalized

Holstein-Primakoff transformation [70] -

ĉ†pĉq = b̂†pb̂q,

ĉ†pĉ0 = b̂†pΘ̂0(N),

ĉ†0ĉq = Θ̂0(N)b̂q,

ĉ†0ĉ0 = Θ̂0(N)2


, p, q 6= 0 (7)

with

Θ̂0(N) =

√
N −

∑
p 6=0

b̂†pb̂p (8)

Here, 0 is the reference state and p, q = ±1,±2 are the

non-zero momentum states of the system. b̂p are the
new HP bosonic operators and satisfy the commutation

relation - [b̂p, b̂
†
q] = δp,q. The expectation value for these

bosonic modes is 〈b̂†pb̂p〉 ≤ N for p 6= m. However, all
of them are macroscopic in the limit N → ∞ in order
to make the HP approximation valid. Substituting these
expressions in the Hamiltonian (6) , we get -

ĤMB = −~∆̄câ
†â+

∑
p=±1,±2

~ωpb̂†pb̂p

+
~λ√
N

(
â† + â

) ∑
p=±1,±2

(
b̂†pΘ̂0(N) + Θ̂0(N)b̂p

)
(9)

It may be noted that if the number of excited states
p is one, in that case we can directly use a pseudospin -
1
2 representation of these bosonic operators and the last
term of the Hamiltonian indicates the coupling of a sin-
gle bosonic mode with a large single spin S. And that is
the prototype Dicke Hamiltonian [2, 3] which has been
experimentally verified to show a super-radiant quantum
phase transition above a critical cavity-pump detuning
[5]. Here, we present a generalisation of the HP approxi-
mation because of the existence of more than one excited
state. In the subsequent discussion, we shall directly use
the Hamiltonian (6).

It may be pointed out that an optical cavity is charac-
terised by the Purcell factor β and the intra-cavity field
decay rate κ. For β > 1, the scattering into modes not
supported by the cavity is practically eliminated. The
typical experimental situation that motivates our theo-
retical proposal ( such as [5]) is carried out in the regime
β > 1 and κ� ωrec. This criterion allows the kinetic en-
ergy transfer for the backscattering of two photons into
different momentum modes that are supported by the
cavity. As a result, in this case Holstein-Primakoff ap-
proach works. Alternative regime where κ < ωrec was
also explored in experiments [76].

The Dicke Hamiltonian can be exactly diagonalized in
the thermodynamic limit (N →∞) using the HP approx-
imation [69, 70]. It shows a continuous transition from a
normal to a super-radiant phase in this limit as a function
of the critical value of the atom-pump coupling λ defined
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in (18). Given the fact that our system contains a finite
but large number of particles, application of this HP ap-
proximation provides a reasonable value at which such
transition occurs as established by recent experiments
[5, 22]. The HP approximation, however, breaks down
when there is a superfluid to insulator type of transition
and one needs different method to study such a system
[50]. We shall discuss this issue in more detail in a later
Section VI.

We now expand the atomic and cavity field operators
using the Holstein-Primakoff transformation [69, 70]-

â =
√
Nα+ δâ (10a)

ĉ1± =
√
NΨ1± + δĉ1± (10b)

ĉ2± =
√
NΨ2± + δĉ2± (10c)

ĉ0 =

√
N − ĉ†1−ĉ1− − ĉ

†
1+ĉ1+ − ĉ†2−ĉ2− − ĉ

†
2+ĉ2+

(10d)

where the first term in each expansion represents the
ground state expectation value and the second term is the
fluctuation. It may be pointed out that ψ0,1±,2± are the
wave functions for the momentum modes |0,kc ± k1,2〉
whereas Ψ0,1±,2± are the mean field values of ĉ0,1±,2±.
Inserting expressions (10a) - (10d) in Eq.(6), the many-
body Hamiltonian can be split into three parts and is
written as

ĤMB = Nĥ
(0)
m=0 +

√
Nĥ

(1)
m=0 + ĥ

(2)
m=0 (11)

with each part scaling as N (2−n)/2. In the expression
(11)

ĥ
(0)
m=0 = −~∆̄cα

2 + ~ω1+Ψ2
1+ + ~ω2+Ψ2

2+

+ ~ω1−Ψ2
1− + ~ω2−Ψ2

2−

+ 4~λαΨ0(Ψ1+ + Ψ1− + Ψ2+ + Ψ2−)(12)

and ĥ
(1)
m=0 and ĥ

(2)
m=0 are respectively linear and quadratic

in fluctuations.

A. Ground state properties

The ground state energy is obtained from
∂ĥ

(0)
m=0

∂α = 0,
∂ĥ

(0)
m=0

∂Ψ1±
= 0 and

∂ĥ
(0)
m=0

∂Ψ2±
= 0.

For α, we obtain -

α =
2λ

∆̄c
Ψ0(Ψ1+ + Ψ1− + Ψ2+ + Ψ2−) (13)

Substituting the value of α in ĥ
(0)
m=0 gives -

ĥ
(0)
m=0 = ~ω1+Ψ2

1+ + ~ω1−Ψ2
1− + ~ω2+Ψ2

2+ + ~ω2−Ψ2
2−

+
4~λ2

∆̄c
Ψ2

0(Ψ1+ + Ψ1−)2 +
4~λ2

∆̄c
Ψ2

0(Ψ2+ + Ψ2−)2

+
8~λ2

∆̄c
Ψ2

0(Ψ1+ + Ψ1−)(Ψ2+ + Ψ2−) (14)

The expression (14) is now extremized with respect to
Ψ1+, Ψ1−,Ψ2+ and Ψ2− which yields four Eqs. (A1a),
(A1b), (A1c), (A1d) ( for details see Appendix A) . These
are solved simultaneously subject to the conditions

Ψ2
1+ + Ψ2

1− + Ψ2
2+ + Ψ2

2− + Ψ2
0 = 1; (15)

0 < Ψ1± < 1; 0 < Ψ2± < 1, (16)

to obtain the solutions for Ψ1+, Ψ1−, Ψ2+ and Ψ2−.
Then these values are substituted in Eq.(13) to obtain
α as a function of ∆̄c. The critical detuning is given as (
for detailed derivation see Appendix B) -

∆̄cr = −4λ2

ω̄1
− 4λ2

ω̄2
(17)

where ω̄−1
1 = ω−1

1+ + ω−1
1− and ω̄−1

2 = ω−1
2+ + ω−1

2− . In pres-
ence of atom-atom interactions and considering cavity
decay rate, κ, the critical detuning is modified as

∆̄cr = −2λ2

ω10
−

√
−4λ4

ω2
10

− κ2 − 2λ2

ω20
−

√
−4λ4

ω2
20

− κ2 (18)

where ω10 =
(
g2D|Ψ0|2

2~ + ω̄1

)
and ω20 =

(
g2D|Ψ0|2

2~ + ω̄2

)
.

In Fig.3(b), we provide a plot of α values as a func-
tion of ∆̄c for different values of θ1 and θ2. As can be
seen from Fig.3(a) that for θ1 = θ2, the critical detun-
ing, ∆̄cr is maximum and then it decreases symmetri-
cally from the maximum value as |θ1 − θ2| increases.
For fixed value of θ1(θ2), the critical detuning increases
upto θ2(θ1) = π/2 and then decreases symmetrically

upto θ2(θ1) = π. This happens because as θ2 increases,
ω̄2 increases which results in a decrease in |∆̄cr| (see
Eq.(17,18)). Below ∆̄cr, the system is in the normal
phase and Ψ1+ = Ψ2+ = Ψ1− = Ψ2− = 0, therefore,
Ψ0 = 1 and α = 0, which represents uniform atomic den-
sity. At ∆̄c = ∆̄cr, the system enters a self-organized
supersolid phase, and Ψ1+ = Ψ2+ = Ψ1− = Ψ2− 6= 0,
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FIG. 3: (color online) (a) The values of the critical detuning as function of θ1 and θ2. (b) α as a function of ∆̄c

for constant θ1 and different values of θ2. The notations imply that θ1 and θ2 are interchangeable. ∆̄cr, ∆̄m, ∆̄s are
explained in the text. (c) EBHM parameters ( for θ1, θ2 = π

6 ,
π
2 ) Ẽx,y ( tunneling parameters), the on-site energy Us

and the strength of the long-range interaction Ulx,ly,lxy in units of Erec in Hamiltonian (28) as a function of ∆̄c. We

have rescaled Ẽx,y by a factor of 10 to plot them in the same graph as Us, Ulx, Uly, Ulxy.

which results in Ψ0 6= 1 and α 6= 0. As |∆̄c| decreases,
α increases. From Eq.(A1a,A1b,A1c,A1d), we can see
that Ψ1± and Ψ2± depend on ω1± and ω2±, respectively.
We observe that ω2+(π ± θ2) = ω2−(θ2). This results in
Ψ2+ ↔ Ψ2−. But this interchange in Ψ2+ and Ψ2− does
not affect the value of α in Eq.(13) because it depends
on the total sum Ψ1+ + Ψ1− + Ψ2+ + Ψ2−. Therefore,
for angles π ± θ2, we obtain same values of α as pointed
out in Fig.3(b).

Following Eq.(13), at resonance α diverges as ∆̄c → 0.
Accordingly, all the plots in Fig.3(b) for different θ1,2

asymptotically approach the same curves when ∆̄c ap-
proaches 0. To ascertain the behaviour of the self-
organised phases close to this resonance value, we have
chosen arbitrarily a value of ∆̄c close to zero where cor-
responding values of α for various θ1,2 is practically same
within the numerical precision for our computation. We
call this as ∆̄s. ∆̄m is intermediate value of the detuning
that lies between ∆̄cr for various θ1,2 and ∆̄s. In the sub-
sequent section, we shall discuss the self-organised atomic
phases for these different values of the detuning ∆̄c.

IV. RESULTS AND DISCUSSION

Using the solutions of Eqs. (A1a), (A1b), (A1b), (A1b)
along with Eq.(13) and Eq.(5), we can now evaluate the
dynamical quantum optical lattice and the corresponding
atomic density in the self-organised super-radiant phases
for different values of θ1 and θ2 and a set of ∆̄c

A. Quantum Optical Lattice Potential in
super-radiant phases:

To calculate the dynamical optical lattice potential, we
replace â(â†) in Eq.(4) by this α(α∗) and plot V (r) as a
function of x and y. The resulting expression becomes

V (r) = ~η cos(k1 · r) cos(kc · r)(α+ α∗)

+ ~η cos(k2 · r) cos(kc · r)(α+ α∗)

+ ~U0 cos2(kc · r)|α|2

+ ~Up cos2(k1 · r) + ~Up cos2(k2 · r)

+ ~Up cos(k1 · r) cos(k2 · r) (19)

The optical lattice potentials are thus determined by the
mean-field value of the photon creation and annihilation
operators, which are determined from the coupled atom-
photon dynamics inside the cavity. We define ∆̄cr+ as a
value just above ∆̄cr. Under HP approximation α = α∗,
which we determine numerically from Eq.(13) and sub-
stitute in the expression (19) at this detuning ∆̄cr+, and
provide a few representative plots for fixed θ1 = π/6 and
varying θ2 in Fig.4. In Fig.4(a) θ2 = θ1 = π/6, and
we obtain stripes of maxima(yellow) and minima(blue)
forming a one-dimensional potential along the y− direc-
tion. It may be noted that for θ1 = θ2 = π/6, we get
Ψ1+ = Ψ2+ and Ψ1− = Ψ2−, which is the solution of
an effective single pump-single cavity arrangement which
has an intensity 2Up [77]. .

As we change θ2 = π/4 in Fig.4(b), the minima posi-
tions start changing and they gradually start forming a
two-dimensional structure. We can understand this by
following the top row of the dotted ellipse in these fig-
ures. For θ2 = π/4, the minima sites of the top row shift
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FIG. 4: (color online) (a)-(f) Dynamical optical lattice potential for fixed value of θ1 and varying θ2 according to the

expression (19). Angles are mentioned on the top of each figure. x-axis is same in either row. ~P and ~Q are defined
in the text.

towards left and form a rectangular potential with lattice

vectors ~P and ~Q. They are given as -

~P = −λp
sin(θ2 − θ1)

1 + cos(θ2 − θ1)
x̂+

λp
2
ŷ

~Q = λp
sin(θ2 − θ1)

1 + cos(θ2 − θ1)
x̂+

λp
2
ŷ

As we increase θ2 from π
2 to 2π

3 in Fig. 4 (e), the minima
sites form a rhombic lattice structure. For θ2 = π

3 and
at θ2 = π in Fig. 4 (c) and (f) one gets parallelogramic
lattices tilted in mutually opposite orientation. Exactly
same lattice is obtained when θ2 is increased in multiples
ofπ which shows that there is a symmetry in the struc-
ture of the potential about the pump 1 (y)-axis. In case
of photon numbers, this symmetry exists about the axis
perpendicular to the cavity axis. This is because for any

change ±∆θ from this axis, we obtain the same cavity
field amplitude.

In Fig.(5), we plot the optical lattice potential that
we actually use in the calculation of atomic density in
the self-organised phases under HP approximation. The
corresponding expression is just the α dependent part in
the expression (19) and hence gives us the dynamic part
of the potential.

V (r) = ~η cos(k1 · r) cos(kc · r)(α+ α∗)

+ ~η cos(k2 · r) cos(kc · r)(α+ α∗)

+ ~U0 cos2(kc · r)|α|2 (20)

The dotted lines in Fig.(5)(a)-(i) show the minima sites
of the potential and will correspond to the maxima of
the atomic density. For each θ2 we plot the optical lat-
tice potentials from top to bottom in increasing order of
∆̄c. As expected the potential is deepest ( see the colour
bar) in the lowest row, namely in Fig.(5)(g)-(i). From
left to right in each row with increasing θ2,the quantum
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FIG. 5: (color online) (a) -(i) Dynamical optical lattice potential for fixed value of θ1 and varying θ2 (indicated on the
top of each figure) for different values of ∆̄c (indicated on the left) according to expression (20). As ∆̄c increases, the
depth of the potential increases but the structure of the potential remains the same. The dashed black line indicated

the locations of potential minima. See details in Section(IV A)

optical lattice shows a transition from one dimensional
form to a two dimensional form. The corresponding den-
sity patterns will be discussed in more details in the next
sub-section IV B.

B. Self-organised atomic density

As compared to the normal phase the condensate,
where the atoms only populate the zero-momentum state
in the super-radiant phase, other momentum states de-
picted in Fig.(2) gets populated at different values of
the pump angles θ1,2 leading to a phase transition. To
plot the atomic densities in these new phases, we substi-
tute the numerical solutions of Eq.(A1a,A1b,A1c,A1d),
in Eq.(5). Then A|Ψ|2 is plotted as a function of x and
y, for fixed θ1 = π/6 and variable θ2 in Fig.(6) (a)-
(i). It may be noted that for ∆̄c < ∆̄cr, α = 0. For
θ1 = π/6 = θ2, α becomes non-zero for ∆̄c = ∆̄cr, which

results in the localization of atoms (Fig.(6) (a),(d),(g)) at
the minima sites of the optical lattice potential showing a
one-dimensional variation given in Fig.(5)(a),(d),(g). For
∆̄c = ∆̄m and ∆̄c = ∆̄s, this one dimensional localiza-
tion gets stronger due to increase in α. As we increase
θ2, the arrangement of the minima sites start deviating
from this perfect one-dimensionality. Consequently the
atoms start relocating them according to the new-pattern
of potential minima and form periodic pattern that is in-
termediate between a one dimensional and two dimen-
sional pattern. This can be seen in (Fig.(6) (b),(e),(h)).
For θ2 = 2π

3 , increasingly two-dimensional arrangement
of potential minima are available for occupation ( see
Fig.(5)(c),(f),(i)) and this gives rise to a prominent two-
dimensional variation of the atomic density in Fig.(6)
(c),(f),(i)) where the unit cell is identified inside each fig-
ure. Vertically downward in this column the atomic den-
sity increases as α increases with increasing ∆̄c, making
the two dimensional structure more prominent. Appear-
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FIG. 6: (color online) (a)-(i)The atomic density (plotted along the color axis) using the Holstein-Primakoff approxi-
mation as a function of x and y for ∆̄cr, ∆̄m and ∆̄s. The sequence of these figures as well as other details are same
as the one in Fig.5. The red circles in (i) plot indicate the location secondary density maxima in the two-dimensional
lattice-supersolid structure and due to the presence of more than one non-zero component of momentum k in the

superfluid density.

ance of such self-organised periodic modulation of the
superfluid density above the critical detuning ∆̄c in a fi-
nite system is a hallmark of the lattice-supersolid phase
[22]. These figures thus show a clear dimensional cross-
over in self organized lattice supersolid phases in the
superradiant regime and represent the central result of
this work. Because of the presence of several momen-
tum components in the expression (5), there are also sec-
ondary atomic density minima some of which are marked
with red circle (see Fig.6 (i)). This self-organisation is
an outcome of the cavity-mediated long-range interac-
tion between the atoms. The explicit form of this long-
range interaction appears clearly in an Extended Bose-
Hubbard model (EBHM) derived under self-consistent

tight-binding approximation in this quantum optical lat-
tice potential. In the next section, we will derive this
EBHM for this system and relate the BH parameters with
the obtained α values and the dynamical optical lattice
potential obtained under Holstein-Primakoff transforma-
tion.

V. CLASSIFICATION OF THE
SUPER-RADIANT PHASES

The solutions of Eqs.(A1a), (A1b), (A1b), (A1b) yield
for ∆̄c < ∆̄cr, Ψ1± = Ψ2± = 0, which gives, Ψ0 = 1 and
the atomic density |Ψ(x, y)|2 = 1/A. This characterises
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a homogenous superfluid phase (HSF) in the normal re-
gion. In this phase, the cavity photon number is zero as
shown in Fig.3(b). For ∆̄c > ∆̄cr,

Ψ1+ = Ψ2+ = Ψ1− = Ψ2− 6= 0,

which gives, Ψ0 6= 1 and the system enters a super-
radiant phase with the appearance of output cavity pho-

tons making α 6= 0.

The atomic density can be obtained by substituting the
mean field part of each operator from Eqs. (10a) -(10d)
in the expression of the atomic operator (5), namely

|Ψ|2 = |ψ0Ψ0 + ψ1+Ψ1+ + ψ1−Ψ1− + ψ2+Ψ2+ + ψ2−Ψ2−|2

= |ψ0Ψ0|2 + |ψ1−(x, y)Ψ1−|2 + |ψ1+(x, y)Ψ1+|2 + |ψ2−(x, y)Ψ2−|2 + |ψ2+(x, y)Ψ2+|2

+ 2ψ∗0ψ1−Ψ∗0Ψ1− + 2ψ∗1−ψ1+Ψ∗1−Ψ1+ + 2ψ∗1+ψ2−Ψ∗1+Ψ2− + 2ψ∗2+ψ2−Ψ∗2+Ψ2−

+ 2ψ∗0ψ2+Ψ∗0Ψ2+ + 2ψ∗0ψ1+Ψ∗0Ψ1+ + 2ψ∗0ψ2−Ψ∗0Ψ2− + 2ψ∗2−ψ1−Ψ∗2−Ψ1− (21)

The first five terms of the resulting expression are propor-
tional to the single-mode density |Ψi±|2 with i = 0, 1, 2.
We refer them as the self terms. The other terms con-
tain the overlap of such single mode superfluid order pa-
rameter at a specific k, and are proportional to Ψi±Ψj±
with i 6= j and i, j = 0, 1, 2. We refer such terms as
cross terms. Our calculation shows that the either type
of terms significantly contribute towards the formation
of a self-organised lattice structure in the super-radiant
regime. We provide explicitly the contribution of the self
atomic density in Fig.7 for ∆̄cr+, ∆̄m and ∆̄s, for the
same representative combination of pump angles θ1,2 as
the ones considered in Fig.6.

We use the maxima and minima points of these atomic
density plot to identify the resulting self-organised lattice
structures in the super-radiant regime. To that purpose
we first set F (x, y) = |Ψ(x, y)|2 The extrema points of
the atomic density can be obtained from the conditions

Fx =
∂F

∂x
= 0

Fy =
∂F

∂y
= 0

. This gives us two equations in two unknown variables, x
and y, and their solution will give us the extrema points
of the atomic density. Maxima and minima of F (x, y)
can be determined from

Fxx =
∂2|Ψ(x, y)|2

∂x2
, Fyy =

∂2|Ψ(x, y)|2

∂y2
, Fxy =

∂2|Ψ(x, y)|2

∂x∂y
.

For FxxFyy − Fxy > 0, the solution F (x, y) can be
a maximum or a minimum point. Then, if Fxx < 0
and Fyy < 0, then (x, y) is a maximum point and if
Fxx > 0 and Fyy > 0, then (x, y) is a minimum point.
If FxxFyy − Fxy < 0, then (x, y) is a saddle point. In
general such points have to be obtained through numer-
ical computation. But for some specific combination of
angles we can determine the maxima and minima points

from an analytically solvable equations. For example for
θ1 = θ2, where the two-pump condition degenerates into
a single pump case The x and y co-ordinates for maxima
and minima points are -

xmax =
λp((n+m)− (n−m) cos θ1)

2 sin θ1

ymax =
(n−m)λp

2

xmin =
λp((n+m+ 1)− (n−m) cos θ1)

2 sin θ1

ymin =
(n−m)λp

2

where n = 0,±1,±2,±3, ... Details of these calculations
are provided in the Appendix C.

A. Momentum diagram from the atomic density

Self-organisation in super-radiant regime is manifested
by the sudden-build up of the cavity field accompanied
by the formation of the momentum peaks in the absorp-
tion image of the atomic cloud after its sudden release [5].
An idea about these momentum peaks can be obtained
by taking the Fourier transform (FT) of the atomic den-
sity that was analysed in section V. We take the Fourier
transform of Eq.(21),

F(kx, ky) =

∫ ∞
−∞

∫ ∞
−∞

e2πik·r|Ψ(x, y)|2dr (22)

For the self terms in the expansion (21) it gives∫ ∞
−∞

∫ ∞
−∞

e2πk·r|ψj±Ψj±|2dr = δ(kx−Kxj±)δ(ky−Kyj±)

(23)

where j = 0,±1,±2, Kxj± is the x-component of ~kc±~kj
and Kyj± is the y-component of ~kc ±~kj . Similar expres-
sions can also be obtained by the cross-terms.



12

FIG. 7: (color online) We plot the self -interference terms and cross-interference terms of the atomic density for
different cavity-pump detunings, ∆̄cr+, ∆̄m and ∆̄s as given in the expression (21). The atomic density (plotted along
the color axis) is calculated using the Holstein-Primakoff approximation as a function of x and y. The red dots show
the maxima points and the white dots show the minima points of the atomic density. The pump angles corresponding

to each figure is shown on the top of each figure.

In Fig.(8), we show these FT of the atomic densities
in the kx and ky plane for representative values of θ1

and θ2 along with the corresponding momentum scat-
tering diagram and the real space lattice structure of the
super-radiant phases. The top row, namely Fig.8(a), (b),
(c) plots the momentum-scattering diagram, whereas the
bottom row Fig.8(g), (h), (i) shows the FT of the atomic

density and their peaks. The middle row, thatis Fig.8(d),
(e), (f) depicts the maxima point in the real space den-
sity by which one can identify the self-organised lattice
structure. The central peak in the momentum distribu-
tion at kx0 = ky0 = 0, is scaled by a factor of 30 to show
it alongside the rest of the momentum peaks which ap-
pear due to the interference of other momenta values and
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are not captured in Fig.8(a),(b),(c).
The peak locations in the kx, ky plane corresponding

to the self-terms for all three combinations of θ1, θ2, are
presented in a tabular form in Table I. These momen-
tum peaks are linked with lattice spacing in the 1D and
2D lattices obtained in Fig.6 and Fig.7 by the formula
k = 2π/λp. To show that, we find out the lattice spacing
of the 1D lattice in Fig.6(a). The lattice spacing for this

case is -
λp

2 cos
θ1
2

which corresponds to a momentum wave

vector ≈ 2k. It can now be checked that the correspond-
ing spacing between the momentum peaks in Table 1 for
(kx, ky)1+ and (kx, ky)1− is 2k. Similarly, the spacing be-
tween the peaks at (kx, ky)2+ and (kx, ky)2− is also 2k.
This demonstrates the relation between the real space
lattice and the momentum space diagram. However in
general the presence of multiple momentum peaks lead
to a more complex lattice structure whose shape has to
be obtained numerically.

As can be seen in Fig.(8)(d) for θ1 = π/6, θ2 = π/6,
the density maxima points all having same height are
very closely spaced along y-axis whereas they are well-
separated along the x-axis. We call such parallel tube
like high density regions as one-dimensional lattice super-
solid. In Fig.(8)(e) for θ1 = π/6, θ2 = π/3, some of the
maxima peaks shifted from the one-dimensional structure
and shows the intermediate stage of a one-dimensional
to two-dimensional transition in the structure of the lat-

tice supersolids. In Fig.(8)(f) for θ1 = π/6, θ2 = 2π/3,
the atomic density maxima are separated almost equally
along x and y axis giving a two-dimensional supersolid.
As can be seen from the lower panel that the correspond-
ing momentum peaks also change.

VI. BOSE-HUBBARD MODEL FOR
TWO-PUMP SYSTEM

Since a dynamical optical lattice is formed inside
the cavity, following standard procedure we expand the
atomic field operator using the site-localized Wannier
functions [13, 78, 79] as

Ψ̂(x, y) =
∑
p,q

b̂p,qwp,q(x, y) (24)

where b̂p,q(b̂
†
p,q) annihilates(creates) an atom at site (p, q)

of the cavity, and wp,q(x, y) is the corresponding maxi-
mally localized wave-function. It may be noted that these
Wannier functions themselves are dynamic since they de-
pend on α [80–83].

Using the properties of these Wannier function fol-
lowing standard procedure an effective Bose-Hubbard
Hamiltonian for the system can be derived as

ĤBH =
[
ExB̂x + EyB̂y − ~(∆c − U0J0N̂ − U0δ̂)â

†â+ ~η(â† + â)
(

(J̃x1 + J̃x2)B̂x + (J̃y1 + J̃y2)B̂y + (J̃01 + J̃02)N̂
)

+
Us
2

∑
p,q

n̂p,q(n̂p,q − 1)− µ̄0N̂

]
(25)

It may be noted that the hopping amplitudes along
the x and y direction Ex, Ey and the onsite en-
ergies E0 whose expressions are given in Appendix
E, are directly due to the transverse pumping
The other set of hopping and on-site interactions
(Jx, Jy, J0, J̃01, J̃02, J̃x1, J̃x2, J̃y1, J̃y2) are due to the pho-
tons scattered by the atoms and are respectively given
in Appendix E and Us = g2D

∫ ∫
dxdy|wp,q(x, y)|4 is the

on-site interaction strength between the atoms. B̂x =∑
p,q(b̂

†
p,q b̂p+1,q + b̂†p+1,q b̂p,q) B̂y =

∑
p,q(b̂

†
p,q b̂p,q+1 +

b̂†p,q+1b̂p,q) represents long-range hopping along x, y di-

rection. Here (p + 1, q) refers to a site along the x-
direction and (p, q + 1) refers to a site along the y-
direction.

δ̂ = JxB̂x + JyB̂y

n̂p,q = b̂†p,q b̂p,q, N̂ =
∑
p,q

n̂p,q

µ̄0 = µ0 − E0

For the parameters considered in this work, κ >> ωrec,
which refers to the bad cavity limit. In this limit, the
cavity decay rate, κ is the fastest time scale. κ = 1/τ ,
where τ is the photon storage time or the total time the
photon spends in the cavity. For large values of κ, τ
is small and as a result, the photons don’t stay inside
the cavity for long times [84]. Therefore, the cavity field
reaches a steady state well before the atoms. This allows
us to adiabatically eliminate the cavity field dynamics by
setting i~∂â∂t = 0 and obtain the extended Bose-Hubbard
Hamiltonian in terms of the atomic operators only. The
corresponding expression of â is [21] -
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θ1 = π/6 (kx, ky)1+ (kx, ky)1− (kx, ky)2+ (kx, ky)2−

θ2 = π/6 (k/2, (1 +
√

3/2)k) (k/2, (−1 +
√

3/2)k) (k/2, (1 +
√

3/2)k) (k/2, (−1 +
√

3/2)k)

θ2 = π/3 (k/2, (1 +
√

3/2)k) (k/2, (−1 +
√

3/2)k) (0k,
√

3k) (1k, 0k)

θ2 = 2π/3 (k/2, (1 +
√

3/2)k) (k/2, (−1 +
√

3/2)k) (−k/2,
√

3k/2) (3k/2,
√

3k/2)

TABLE I: The position of the prominent peaks ( other than the central peak at kx = ky = 0), which appear due to the
self-terms in the momentum diagram for three combinations of angle θ1, θ2 as given in Fig. 7 ( a subset of the cases presented

in Fig. 6) .

FIG. 8: (color online) (a)-(c) The momentum scattering diagrams for three (θ1, θ2) combinations. (d)-(f) The waterfall
plot of the atomic density is shown which clearly shows the transition of a 1D lattice supersolid at θ1 = π/6, θ2 = π/6
to a 2D lattice supersolid at θ1 = π/6, θ2 = 2π/3. The maxima density points (shown by purple dots) are well
separated along the x-direction. The separation between the successive secondary maxima along the y-direction is
negligible as compared to the separation of the local minima along the x-direction. This forms 1D tubes of atoms
extending along the y-direction. As we change the value of pump-angle θ2 to π/3, we can see a separation of the
maxima points along the y-direction as well. The peak value of the maxima atomic density also shows a variation
as compared to the 1D case where all the maxima points have the same peak value. This indicates the onset of the
transition of the 1D lattice supersolid to a 2D supersolid. For θ2 = 2π/3, the maxima atomic density points have equal
heights and a comparable separation along the x- and the y-directions. Therefore, this arrangement can be identified
as a 2D lattice supersolid. (g)-(i) We plot the Fourier transform of the atomic density for ∆̄cr+. The additional peaks
in these plots are due to the presence of secondary density maxima points (shown in Fig.(6)) which are a result of the

cross-interference terms shown in Fig.(7).
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â =
η(J̃x1 + J̃x2)B̂x + η(J̃y1 + J̃y2)B̂y + η(J̃01 + J̃02)N̂

∆c − U0J0N̂ − U0δ̂ + iκ
(26)

For a fixed number of atoms, N = 〈N̂〉, we expand â in tunnelling matrix elements, Jx and Jy as follows

â =
η(J̃x1 + ηJ̃x2)B̂x + η(J̃y1 + J̃y2)B̂y + η(J̃01 + J̃02)N

∆̄c − U0δ̂ + iκ

=
η(J̃x1 + J̃x2)B̂x + η(J̃y1 + J̃y2)B̂y + η(J̃01 + J̃02)N(

∆̄c + iκ
) (

1 +
U0(JxB̂x + JyB̂y)

∆̄c + iκ
+ ...

)
(27)

and retain only upto the first order terms in the expansion.

This truncated steady state solution of Eq.(27) is substi-
tuted in Eq.(25) and we retain terms of second order in

B̂x and B̂y to get the effective EBHM Hamiltonian as

ĤBH =
Us
2

∑
p,q

n̂p,q(n̂p,q − 1)− µ̄0N̂ + ẼxB̂x + ẼyB̂y + UlxB̂
2
x + UlyB̂

2
y + UlxyB̂xB̂y +O(3) (28)

We provide a comparison of the above obtained EBHM
with other EBHM models studied in [21, 46, 48, 80] in
Appendix D. The detailed expressions of the parameters
that appear in the EBHM Hamiltonian in (28) are given
in Appendix E. It is possible to determine the quan-
tum phases (ground state) associated with such effective
EBHM Hamiltonian using sophisticated numerical tech-
niques such as dynamical mean-field theory and for a
single pump system such work has been done to obtain
strongly correlated lattice super-solid phases in such sys-
tems [83]. Extending such exercise for the current EBHM
Hamiltonian (28) in our two-pump model is computa-
tionally demanding and is out of scope for the current
work. Hopefully this can be explored in future investiga-
tions. Before discussing the EBHM further, in the follow-
ing paragraphs, we shall provide a brief discussion about
when and why such Bose-Hubbard approximation is use-
ful to describe such cavity based ultra cold system as
compared to HP approximation described in Section III.
It is well known that Bose-Hubbard (BH) Hamiltonian
was successfully used to describe the superfluid to Mott
insulator transition in ultra cold atomic system [13] in
classical optical lattice. In such systems, the phase fluc-
tuations, (∆φ), and the number fluctuations, ∆N , follow
the uncertainty relation [85, 86] -

∆N∆φ = 1 (29)

The tunnelling amplitude J and the on-site interaction
strength Uint can be given by the following well known
analytical formula valid for a classical optical lattice po-
tential with depth V0 much greater than the recoil energy

Erec (V0 >> Erec) [87] -

J =
4√
π
Erec

(
V0

Erec

)3/4

exp

(
−2

√
V0

Erec

)

Uint =

√
8

π
kasErec

(
V0

Erec

)3/4

. (30)

With the increase in V0, the tunnelling of atoms between
the minima sites of the optical lattice decreases. This in
turn decreases the particle number fluctuations which re-
sult in an increase in the phase fluctuations as seen in the
uncertainty relation (29). This leads to the loss of phase
coherence and the eventual emergence of a phase- inco-
herent Mott insulator phase in place of a phase-coherent
superfluid phase.

In the system under consideration, instead of a clas-
sical optical lattice, a dynamic quantum optical lattice
is formed inside a cavity. Nevertheless, in Fig.(9)(a),
we have used the expressions defined in (30) to evalu-
ate the analog quantities of BH parameters for such dy-
namic quantum optical lattice potential. To that pur-
pose, we consider the V0 to be the depth of the optical
lattice potential in Eq.(19), and have used later expres-
sions α(α∗) obtained from (31). For the system under
consideration in this work Erec is defined in Section III
below Eq. (6). Using this value, we see a crossing of
J and Uint at ∆̄p = −3.35 MHz. Beyond this cavity-
pump detuning, the analogue of on-site interactions in
prototype BH model, calculated with the help of quan-
tities defined for the current cavity-atom system, start
dominating the corresponding tunnelling between adja-
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FIG. 9: (color online) (a) Plot of tunnelling amplitude J and on-site interaction strength Uint (in the unit of Erec) evaluated

with the help expression (30) as a function of the detuning parameter. (b) Ẽx,y and Us (in units of Erec), namely the parameters
for the EBHM hamiltonian defined in (28) plotted as a function of the detuning parameter. The crossings are marked in both

plots. It may be noted that in Fig.(3)(c), the parameters Ẽx,y were scaled by a factor of 10 to show them in the same plot
along with the other EBHM parameters. Here in plot(b) we have plotted these parameters as it is.

cent wells.

These results, plotted in Fig.(9)(a), are now compared
with the similar quantities that appear in the EBHM
Hamiltonian (28) derived for the current system under
consideration. These quantities are plotted in Fig.(9)(b).
In the system under consideration, the dynamical quan-
tum optical lattice potential gets deeper with increase
in the output photon number |α|2. For the EBHM ob-
tained in Eq.(28), the equivalent of J defined for pro-
totype BH model in (30) are the tunnelling strengths
(Ēx, Ēy) and are defined in eqs. (E1) and (E2) in the Ap-
pendix E. They become comparable to the correspond-
ing Us near ∆̄c ∼ ∆̄p1,p2 = −3.37(−3.25) MHz and
beyond this point, Us starts dominating the tunnelling
strengths, (Ēx, Ēy), and eventually the tunnelling will
be completely prohibited near ∆̄c = ∆̄s.

It may be pointed out that the relation (30) is not rig-
orously valid for the EBHM defined in Eq.(28). Never-
theless, the good agreement between the values of the de-
tuning parameter, ∆̄p and ∆̄p1,p2 evaluated in these two
different ways does a consistency check on the EBHM pa-
rameters derived for the two pump cavity-atom system
under consideration. We, therefore, can conclude from
the above discussion, that the phase coherence between
two neighbouring wells in the dynamical quantum opti-
cal lattice potential is lost when the on-site interaction
strength becomes comparable to the tunnelling strength
[85, 86], approximately at ∆̄c ∼ ∆̄p1,p2 = −3.37(3.25)
MHz, and the calculation from the HP approximation
is less reliable beyond this point. The EBHM model on
the other-hand can describe such phase-incoherent Mott-
insulator phase in the system, even though we are not
demonstrating the same in the current work.

In Fig.3(c), we have plotted all the relevant Bose-
Hubbard parameters as a function of ∆̄c. These parame-
ters naturally become non-zero for ∆̄c = ∆̄cr. As ∆̄c in-
creases, α increases resulting in an increase in the depth
of the dynamical optical lattice potential. We already
pointed out that this leads to increase in on-site energy
Us and the simultaneous decrease in the tunneling pa-
rameters Ẽx,y as happened in prototype Bose-Hubbard
model in a classical optical lattice potential [13]. The
coefficient of the cavity mediated long range interaction
term in the EBHM Hamiltonian (28), Ulx,ly,lxy namely

that appears before B̂2
x, B̂

2
y and B̂xB̂y respectively in-

creases in absolute magnitude with increasing α imply-
ing stronger cavity mediated long-range interaction with
more scattered photons, but these coefficients carry a
negative sign as opposed to the positive sign of the onsite
interaction Us. The presence of competing interaction
terms in the EBHM Hamiltonian (28) with different signs
explain the emergence of the lattice super-solid phase in
such system. This EBHM based description, therefore,
allows us to compare and contrast these systems with
cavity mediated long-range interactions with a number of
other continuum systems with competing long and short-
range interactions that were simultaneously investigated
for such supersolid phases, such as Rydberg atomic con-
densates [88, 89], dipolar bosonic quantum gases [90–92].

A. Quantum optical lattice potential from
Bose-Hubbard formalism

In the Holstein-Primakoff approach discussed in Sec-
tion III, the atomic field operator Ψ̂(x, y) is expanded in
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FIG. 10: (color online) (a)-(c) correspond to optical lattice potential as a function of x and y for balanced pump condition
defined in section IV A. (d)-(l) corresponds to the evaluation of the dynamical optical lattice potential using EBHM and the
method is detailed in section VI A. For these figures the detuning and α increases in each column downward. In each row from

left to right θ2 increases. x-axis remains same for all rows. Details are discussed in the text.

five different modes in Eq. (5). Whereas in the tight-
binding approach that was used to derive the EBHM
Hamiltonian (28), the atomic operator is expanded in
terms of tightly bound Wannier orbitals in (24), each of
which is a superposition of Bloch waves of all allowed mo-
mentum values. Thus these two approaches use different
Hilbert spaces for the expansion of the atomic field op-
erators and a rigorous quantitative comparison between
the results obtained from these two approaches is diffi-
cult to provide. In some limiting cases we can however
make some conclusions based on the quantum optical lat-
tice potentials evaluated using both these approaches and
comparing them with the one evaluated under balanced
pump condition. We shall do this with the help of Fig.
(10). To evaluate the quantum optical lattice potential

from the EBHM we note that since Jx, Jy, J̃x1, J̃y1, J̃x2

and J̃y2 are small as compared to J̃01,02, from Eq.(27)

α = 〈â〉 can be well approximated by -

α =
η(J̃01 + J̃02)N

∆̄c + iκ

α+ α∗ =
2∆̄cη(J̃01 + J̃02)N

∆̄2
c + κ2

(31)

In the first row, namely in Fig.(10)(a),(b),(c) we provide
some representative plots of the optical lattice under the
balanced pump condition, where α is not determined dy-
namically. Ideally, the balance pump condition is ob-
tained when α→∞. Under such balanced pump condi-
tion, we set U0|α|2 = Up and substitute this in the expres-
sion (19). In the subsequent plots in Fig.(10), namely,
Fig. 10(d)-(l), we substitute |α|2 and α + α∗ calculated
with Eq. 31 in the expression (19) to obtain the quantum
optical lattice potentials in EBHM.

A comparison of Fig.(10(a,b,c)) with the quantum op-
tical lattice potential of Fig.(10(j,k,l)) corresponding to
eBHM, shows that the later potentials are approaching
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the balance pump condition as ∆̄c is increasing, namely
when it approaches the cavity-pump resonance condition.
The values of α obtained in the EBHM consider only the
leading order terms and neglects the long range interac-
tions but still it gives a significant agreement with the po-
tential obtained using the balance pump condition. How-
ever, for other values of ∆̄c in the super-radiant regime,
the profiles of the dynamical optical lattice potential ob-
tained from HP approximation and plotted in Fig. 5(a)-
(f) is considerably different from the one obtained under
similar condition using BH approximation and plotted in
Fig.(10). It may be pointed out here that in the system
considered, the super-radiance phenomenon is defined as
the collective emission of light field by a group ofN atoms
when they interact with a common light field [1] and emit
light with an intensity proportional to N2 [69]. The ex-
pression for α in (31) and the presence of α2 term in the
expression of the dynamical optical potential (19) shows
rigorously why the phases considered here beyond the
critical detuning are called super-radiant phases.

VII. CONCLUSIONS

We have theoretically demonstrated a dimensional
crossover in the self-organised lattice supersolid phases
formed inside a linear cavity as a function of the relative
angles between two classical pumps within a Holstein-
Primakoff approach. We provided detailed classification
of these self-organised phases by analysing their struc-
tures in co-ordinate and momentum spaces. The corre-

sponding quantum optical potential that is responsible
for such super-radiant phases due to self organisation are
plotted along with the corresponding atomic density and
the relation between these plots are explained. In the
later part of this work, we derived an effective Extended
Bose-Hubbard Hamiltonian from the same microscopic
Hamiltonian and with the help of the Bose-Hubbard pa-
rameters explain how cavity mediated long-range inter-
action is responsible for such super-solid phases. We
also evaluated the dynamical optical lattice potential us-
ing the EBHM and compared it with the one obtained
through the Holstein -Primakoff transformation and the
one under balanced pump condition. Our proposal of
observing such dimensional cross-over in a single set-up
will hopefully augment further studies in this direction.
The collective excitations accompanying such studies are
another associated problem that can be looked into in
future [93].
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Appendix A: Equations for mean field values Ψ1±,2±

in Section(III)

ω1+Ψ1+ −
2λ2

∆̄c

(
Ψ1+ (Ψ1+ + Ψ1−)−Ψ2

0

)
(Ψ1+ + Ψ1−)− 2λ2

∆̄c
Ψ1+ (Ψ2+ + Ψ2−)

2

− 2λ2

∆̄c

(
2Ψ1+(Ψ1+ + Ψ1−)−Ψ2

0

)
(Ψ2+ + Ψ2−) = 0 (A1a)

ω2+Ψ2+ −
2λ2

∆̄c

(
Ψ2+ (Ψ2+ + Ψ2−)−Ψ2

0

)
(Ψ2+ + Ψ2−)− 2λ2

∆̄c
Ψ2+ (Ψ1+ + Ψ1−)

2

− 2λ2

∆̄c

(
2Ψ2+(Ψ2+ + Ψ2−)−Ψ2

0

)
(Ψ1+ + Ψ1−) = 0 (A1b)

ω1−Ψ1− −
2λ2

∆̄c

(
Ψ1− (Ψ1+ + Ψ1−)−Ψ2

0

)
(Ψ1+ + Ψ1−)− 2λ2

∆̄c
Ψ1− (Ψ2+ + Ψ2−)

2

− 2λ2

∆̄c

(
2Ψ1−(Ψ1+ + Ψ1−)−Ψ2

0

)
(Ψ2+ + Ψ2−) = 0 (A1c)

ω2−Ψ2− −
2λ2

∆̄c

(
Ψ2− (Ψ2+ + Ψ2−)−Ψ2

0

)
(Ψ2+ + Ψ2−)− 2λ2

∆̄c
Ψ2− (Ψ1+ + Ψ1−)

2

− 2λ2

∆̄c

(
2Ψ2−(Ψ2+ + Ψ2−)−Ψ2

0

)
(Ψ1+ + Ψ1−) = 0 (A1d)

Appendix B: Derivation for critical detuning in
Section(III)

In this section we provide a derivation for Eq.(17) and
Eq.(18). We first find out the Hessian matrix for the

Hamiltonian in Eq.(14) which is given as [70].
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∂2h
(0)
m=0

∂Ψ2
1+

∂2h
(0)
m=0

∂Ψ1+Ψ1−

∂2h
(0)
m=0

∂Ψ1+Ψ2+

∂2h
(0)
m=0

∂Ψ1+Ψ2−

∂2h
(0)
m=0

∂Ψ1−Ψ1+

∂2h
(0)
m=0

∂Ψ2
1−

∂2h
(0)
m=0

∂Ψ1−Ψ2+

∂2h
(0)
m=0

∂Ψ1−Ψ2−

∂2h
(0)
m=0

∂Ψ2+Ψ1+

∂2h
(0)
m=0

∂Ψ2+Ψ1−

∂2h
(0)
m=0

∂Ψ2
2+

∂2h
(0)
m=0

∂Ψ2+Ψ2−

∂2h
(0)
m=0

∂Ψ2−Ψ1+

∂2h
(0)
m=0

∂Ψ2−Ψ1−

∂2h
(0)
m=0

∂Ψ2−Ψ2+

∂2h
(0)
m=0

∂Ψ2
2−


In normal phase Ψ1+ = Ψ2+ = Ψ1− = Ψ2− = 0, there-
fore, Ψ0 = 1. The Hessian takes the following form -

2~ω1+ + 8~λ2

∆̄c

8~λ2

∆̄c

8~λ2

∆c

8~λ2

∆̄c
8~λ2

∆̄c
2~ω1− + 8~λ2

∆̄c

8~λ2

∆̄c

8~λ2

∆̄c
8~λ2

∆̄c

8~λ2

∆̄c
2~ω2+ + 8~λ2

∆̄c

8~λ2

∆̄c
8~λ2

∆̄c

8~λ2

∆̄c

8~λ2

∆̄c
2~ω2− + 8~λ2

∆̄c


At critical detuning, ∆̄cr, Ψ1+ = Ψ2+ = Ψ1− = Ψ2− 6= 0,
therefore, Ψ0 6= 1. Therefore, at this point, the determi-
nant of the Hessian gives us the critical detuning -

∆̄cr = − 4

ω̄1
λ2 − 4

ω̄2
λ2 (B1)

where

ω̄1+ =
ω1+ω1−

ω1+ + ω1−

ω̄2+ =
ω2+ω2−

ω2+ + ω2−

In presence of atom-atom interactions, g2D and cavity
decay rate, κ, the critical detuning gets modified and is
given as -

∆̄cr = −2λ2

ω10
−

√
−4λ4

ω2
10

− κ2 − 2λ2

ω20
−

√
−4λ4

ω2
20

− κ2

Appendix C: Derivation of the maxima and minima
points in the atomic density in Section (V)

In this section we shall describe the analytical technique of obtaining the maxima and minima points of the atomic
density for special combination of angles θ1 and θ2. In general such maxima and minima has to be obtained numerically.

∂|Ψ(x, y)|2

∂x
= 0

⇒ Ψ1+ sin(kx sin θ1 + ky(1 + cos θ1)) sin θ1

+Ψ2+ sin(kx(sin θ1 − sin(θ2 − θ1)) + ky(cos θ1 + cos(θ2 − θ1)))(sin θ1 − sin(θ2 − θ1))

+Ψ1− sin(kx sin θ1 + ky(−1 + cos θ1)) sin θ1

+Ψ2− sin(kx(sin θ1 + sin(θ2 − θ1)) + ky(cos θ1 − cos(θ2 − θ1)))(sin θ1 + sin(θ2 − θ1)) = 0 (C1)

∂|Ψ(x, y)|2

∂y
= 0

⇒ Ψ1+ sin(kx sin θ1 + ky(1 + cos θ1))(1 + cos θ1)

+Ψ2+ sin(kx(sin θ1 − sin(θ2 − θ1)) + ky(cos θ1 + cos(θ2 − θ1)))(cos θ1 + cos(θ2 − θ1))

+Ψ1− sin(kx sin θ1 + ky(−1 + cos θ1))(−1 + cos θ1)

+Ψ2− sin(kx(sin θ1 + sin(θ2 − θ1)) + ky(cos θ1 − cos(θ2 − θ1)))(cos θ1 − cos(θ2 − θ1)) = 0 (C2)

For θ2 − θ1 = 0, the corresponding maxima and minima
points in the atomic density plot can be obtained ana-

lytically. To demonstrate that we substitute θ1 = θ2 in
Eqs. C1 and C2 to get

∂x|Ψ(x, y)|2 = Ψ1+ sin(kx sin θ1 + ky + ky cos θ1) sin θ1

+Ψ2+ sin(kx sin θ1 + ky + ky cos θ1) sin θ1

+Ψ1− sin(kx sin θ1 − ky + ky cos θ1) sin θ1

+Ψ2− sin(kx sin θ1 + ky cos θ1 − ky) sin θ1

⇒ ∂x|Ψ(x, y)|2 = 0 (C3)
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∂y|Ψ(x, y)|2 = Ψ1+ sin(kx sin θ1 + ky + ky cos θ1)(1 + cos θ1)

+Ψ2+ sin(kx sin θ1 + ky + ky cos θ1)(1 + cos θ1)

+Ψ1− sin(kx sin θ1 − ky + ky cos θ1)(−1 + cos θ1)

+Ψ2− sin(kx sin θ1 + ky cos θ1 − ky)(−1 + cos θ1)

⇒ ∂y|Ψ(x, y)|2 = 0 (C4)

Since Ψ1± and Ψ2± are independent non-zero momen-
tum component of the superfluid order parameter, the
solutions of the above equation can be obtained from

kx sin θ1 + ky + ky cos θ1 = nπ, n ∈ I
kx sin θ1 − ky + ky cos θ1 = mπn ∈ I

whose solution gives us the co-ordinates of x and y where
the densities are extremum, namely

x =
λp((n+m)− (n−m) cos θ1)

4 sin θ1

y =
(n−m)λp

4

To find out the maxima and minima points we need to
evaluate the Fxx and Fyy at these points and obtain that
Fxx < 0 and Fyy < 0 when n and m are even integers
and Fxx > 0 and Fyy > 0 when n and m are odd integers.

Appendix D: Relation between our model and other
BH models

A comparison of our BH model in Eq.(28) with the
models considered in [21, 46, 48, 80], also reveals that

the long-range interaction terms of our model are pro-
portional to B̂2

x,y which is different from the models in
[21, 46, 48, 80], where the global-range interactions favour
particle imbalance between odd and even sites. The dif-
ference in the origin of the infinite range interactions in
the two models is a consequence of the lattice geometry.
The optical lattice potential in [21, 46, 48, 80] has equal
depths along the x− and the y− directions which gives
rise to a square lattice while in our case we have different
lattice depths along the x− and the y− direction and we
get a distorted square lattice for ∆̄c > ∆̄m.

Appendix E: Expressions for Bose-Hubbard model
in Section(VI)

The hopping amplitudes along the x and y direction
and on-site energy are given by

Ex =
1

2

∫ ∫
dxdy w∗p,q(x, y)

(
− ~2

2Ma
∇2 + ~Up cos2(k1 · r) + ~Up cos2(k2 · r) + ~Up cos(k1 · r) cos(k2 · r)

)
wp+1,q(x, y)

Ey =
1

2

∫ ∫
dxdy w∗p,q(x, y)

(
− ~2

2Ma
∇2 + ~Up cos2(k1 · r) + ~Up cos2(k2 · r) + ~Up cos(k1 · r) cos(k2 · r)

)
wp,q+1(x, y)

E0 =

∫ ∫
dxdy w∗p,q(x, y)

(
− ~2

2Ma
∇2 + ~Up cos2(k1 · r) + ~Up cos2(k2 · r) + ~Up cos(k1 · r) cos(k2 · r)

)
wp,q(x, y)

The hopping and onsite interactions due to the photons scattered by the atoms are given as
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Jx =
1

2

∫ ∫
dxdy w∗p,q(x, y) cos2(kc · r)wp+1,q(x, y)

Jy =
1

2

∫ ∫
dxdy w∗p,q(x, y) cos2(kc · r)wp,q+1(x, y)

J0 =

∫ ∫
dxdy |wp,q(x, y)|2 cos2(kc · r)

J̃01 =

∫ ∫
dxdy |wp,q(x, y)|2 cos(kc · r) cos(k1 · r)

J̃02 =

∫ ∫
dxdy |wp,q(x, y)|2 cos(kc · r) cos(k2 · r)

J̃x1 =
1

2

∫ ∫
dxdy w∗p,q(x, y) cos(kc · r) cos(k1 · r)wp+1,q(x, y)

J̃x2 =
1

2

∫ ∫
dxdy w∗p,q(x, y) cos(kc · r) cos(k2 · r)wp+1,q(x, y)

J̃y1 =
1

2

∫ ∫
dxdy w∗p,q(x, y) cos(kc · r) cos(k1 · r)wp,q+1(x, y)

J̃y2 =
1

2

∫ ∫
dxdy w∗p,q(x, y) cos(kc · r) cos(k2 · r)wp,q+1(x, y)

The detailed expression of the Bose-Hubbard parameters
that appear in the Hamiltonian (28) are listed below

Ẽx = Ex +
2~∆̄cη

2(J̃x1 + J̃x2)(J̃01 + J̃02)N

∆̄2
c + κ2

+
2~η2N2U0Jx(∆̄2

c − κ2)(J̃01 + J̃02)2

(∆̄2
c + κ2)2

(E1)

Ẽy = Ey +
2~∆̄cη

2(J̃y1 + J̃y2)(J̃01 + J̃02)N

∆̄2
c + κ2

+
2~η2N2U0Jy(∆̄2

c − κ2)(J̃01 + J̃02)2

(∆̄2
c + κ2)2

(E2)

Ulx =
~∆̄cη

2(J̃x1 + J̃x2)2

∆̄2
c + κ2

+
2~η2NU0Jx(∆̄2

c − 2κ2)(J̃01 + J̃02)(J̃x1 + J̃x2)

(∆̄2
c + κ2)2

Uly =
~∆̄cη

2(J̃y1 + J̃y2)2

∆̄2
c + κ2

+
2~η2NU0Jy(∆̄2

c − 2κ2)(J̃01 + J̃02)(J̃y1 + J̃y2)

(∆̄2
c + κ2)2
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