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Quantum directed transport can be realized in non-interacting, deterministic, chaotic systems by
appropriately breaking the spatio-temporal symmetries in the potential. In this work, the focus is on
the class of interacting quantum systems whose classical limit is chaotic. In this limit, one subsystem
effectively acts as a source of “noise” to the other leading to temporal symmetry breaking. Thus, the
quantum directed currents can be generated with two ingredients – broken spatial symmetry in the
potential and presence of interactions. This is demonstrated in two-body interacting kicked rotor
and kicked Harper models. Unlike earlier schemes employed for single-particle ratchet currents, this
work provides a minimal framework for realizing quantum directed transport in interacting systems.
This can be generalized to many-body quantum chaotic systems.

Basic physics teaches us that a particle can display
directed motion only if it is acted upon by a net force
F 6= 0. Ratchet effect is a counter-intuitive phenomenon
that arises as an exception to this general rule [1–4]. A
diffusing particle, maintained away from equilibrium, can
exhibit directed motion or ratchet effect even if the suit-
ably averaged net force acting on it is zero, provided
certain spatio-temporal symmetries are broken. This
amounts to extracting useful work out of thermal fluctu-
ations in non-equilibrium systems and is not prohibited
by the second law of thermodynamics. Apart from clari-
fying the foundational principles of thermodynamics [2],
the ratchet mechanisms are the drivers of many biolog-
ical processes, for instance, the intracelluar transport of
molecules such as kinesin along microtubules, muscular
contractions and movement of bacteria in a suspension
fluid [5]. These natural processes have inspired a plethora
of ratchet models and experiments [3, 6–16] in all the ar-
eas of physical sciences. This includes a general class of
dissipative ratchets [3, 4, 17], electron ratchets [18, 19],
and recent applications for enhancing the efficiency of
photovoltaic cells [20–22].

These developments have largely focussed on exploit-
ing thermal noise for extracting useful work. In principle,
clean and noise-free ratchets can be created using Hamil-
tonian systems if they display chaotic dynamics. In these
models, the inherent classical chaos formally plays the
role of thermal noise within the framework of determin-
istic dynamics. This has led to explorations of classical
and quantum ratchets using chaotic Hamiltonian mod-
els such as the kicked rotor. In general, two distinct
types of Hamiltonian models can generate directed cur-
rents. One approach requires bounded classical phase
space and a co-existence of regular and chaotic dynamics
[23–26]. These are subject to a semi-classical sum rule
and directed momentum current arises due to the net
difference between the currents carried by regular and
chaotic phase space regions. In the ~ → 0 limit, this
carries over to the quantum regime as well. The second
approach accommodates nearly complete chaotic phase

space and requires manipulating the kick sequences to
break the temporal symmetry [27, 28]. This mechanism
supports quantum ratchet currents if dynamical local-
ization occurs, the quantum kicked rotor being a prime
example. Another variant is the ratchet accelerators in
which directed currents increase linearly with time under
conditions of quantum resonance [29–31].

In the last two decades, the classical and quantum
dynamics of single particle chaotic Hamiltonian ratch-
ets were extensively studied [23, 26, 29, 30, 32]. In
contrast, despite the exploding interest in interacting
quantum many-body systems, their ratchet dynamics
largely remains unexplored. Theoretical proposals based
on periodically kicking the condensates indicate that
the mean-field interactions can induce directed current
[33, 34]. Quantum directed current was also experimen-
tally observed in a driven Bose-Einstein condensate in
a toroidal trap when spatio-temporal symmetries were
broken [35]. Recently, it was shown that in the ratchet
regime quantum-classical correspondence differs from the
generically expected delocalization of states and maxi-
mal entanglement applicable for a many-body quantum
chaotic system [36, 37]. In all these examples, the dynam-
ics of condensates in the mean-field limit is governed by
a nonlinear Schrödinger equation. Ironically, within the
scope of linear quantum dynamics, not much is known
about the interplay between the interactions and classi-
cal chaos in generating quantum ratchet currents.

Hence, we consider a simple prototype of two inde-
pendent particles represented as chaotic systems coupled
by an interaction potential, whose quantum dynamics
is described by the linear Schrödinger equation. In the
chaotic limit, any one of the particles can play the role
of “environment” to the other [38]. Thus, an interact-
ing system effectively includes its own “environment”,
implying that breaking only the spatial symmetries can
induce ratchet currents. This is because, as we analyt-
ically show in this paper, the temporal symmetries in
the subsystem are inherently broken by the inter-particle
interactions. Remarkably, the interacting models pro-
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vide a novel paradigm for generating directed currents
in quantum systems whose classical counterparts display
complete chaos. It discards the requirement of mixed
classical phase space or manipulation of kick sequences
or parameters set for quantum resonances. To empha-
size its generic nature, we demonstrate ratchet currents
in two distinct interacting potentials, one which obeys
the assumption of the Kolmogorov-Arnold-Moser (KAM)
theorem [39] while the other violates an assumption of
KAM theorem [40–43].

We thus propose interacting models as natural candi-
dates for realizing directed quantum currents. A general
two-particle Hamiltonian of the form

H = H1(q1, p1, t) +H2(q2, p2, t) + ε Vint(q1, q2) f(t) (1)

is considered, where Hi(qi, pi, t) with i = 1, 2 represents
a single-particle periodically kicked chaotic sub-system
labeled 1 and 2, and f(t) =

∑∞
n=−∞ δ(t − n). The in-

teraction potential Vint(q1, q2) of strength ε is such that
if ε = 0 the system reduces to two independent chaotic
systems. Quantum dynamics can be conveniently gen-
erated by the unitary period-1 time-evolution operator
U = (U1 ⊗ U2)Uint, where Ui = e−iHi/~s with i = 1, 2
represents the evolution operator for particle 1 and 2 re-

spectively, while Uint = e−iε
Vint
~s arises from the interac-

tion and ~s is the scaled Planck constant which is set to
1 throughout this paper. In this paper, we show that if
Vint(q1, q2) is chosen to break the spatial symmetry, then
directed current emerges as a result of interactions with-
out requiring an explicit temporal symmetry breaking.

This is demonstrated in two chaotic systems – coupled
kicked rotor (CKR) and kicked Harper (CKH) models
defined in a cylindrical phase space. Their Hamiltonians,
respectively, are given by

HKR
i (qi, pi, t) = p2

i /2 +Kr
i cos qi

∑

n

δ(t− n) , and (2)

HKH
i (qi, pi, t) = Lhi cos pi +Kh

i cos qi
∑

n

δ(t− n) , (3)

with i = 1, 2. Kicked rotor is a well-studied model of
Hamiltonian chaos [44–46] and corresponds to a parti-
cle receiving periodic kicks. In the quantum regime, a
generic feature is the emergence of dynamical localiza-
tion that suppresses classical diffusive dynamics for kick
strengths Kr � 1. This is analogous to the Anderson lo-
calization observed in disordered lattices [47]. The kicked
Harper model is a chaotic system and is physically re-
lated to the electronic motion in 2D crystal with an ex-
ternal magnetic field [48, 49]. Its quantum version can
display localization or delocalization effects depending on
the choice of Kh and Lh[49]. To avoid any permutation

symmetries in the system, we choose Kr,h
1 6= Kr,h

2 and
Lh1 6= Lh2 . In this work, we fix the kick strengths of CKR
as Kr

1 = 1.5, Kr
2 = 0.8, and the parameters for the CKH

(a) (b) (c)

(d) (e)

(f) (g)

FIG. 1. (a-c) Color maps of the effective potential Veff =
Kr

1 cos q1 +Kr
2 cos q2 + εVint(q1, q2) for three cases with ε = 5

; (a) Vint = 0, (b) Vint = cos(q1 − q2), and (c) Vint =
sin(q1 − q2). Note that (c) lacks spatial symmetry. (d) Mean
current 〈p1〉 for the same three cases is shown for Vint = 0
(black line), Vint = cos(q1 − q2) (red), and Vint = sin(q1 − q2)
(blue). Average is taken over 200 different quasi-momenta
β taken randomly from an interval [−0.1, 0.1]. Momentum
distribution f(p1) scaled by its peak value is shown for (f)
coupled kicked rotor, and (g) coupled Harper model. Ver-
tical blue line at p1 = 0 is a guide to the eye. Left panel
corresponds to coupled kicked rotor and right panel to cou-
pled Harper model. Parameters for coupled kicked rotor are
Kr

1 = 1.5, and Kr
2 = 0.8 while that for coupled Harper are

Kh
1 = 2,Kh

2 = 2.1, Lh1 = 4, and Lh2 = 4.2.

model are Lh1 = 4, Lh2 = 4.2, Kh
1 = 2, and Kh

2 = 2.1, to
remain in chaotic regime.

For both systems, the initial state is chosen to be a
direct-product state |ψ(0)〉 = |φ1(0)〉 ⊗ |φ2(0)〉, where
|φi(0)〉 = 1/

√
2π, (i = 1, 2) being the zero momentum

state. The time evolved state is |ψ(n)〉 = Un|ψ(0)〉.
The evolution operator takes the form Ui = U free

i (pi +
βi)U

kick
i , where βi is the corresponding quasi-momentum

for particle labeled i = 1, 2. In this, U free
i is the free evo-

lution operator while Ukick
i corresponds to the kicking

part. We focus on the mean quantum current generated
in subsystem-1 : 〈p1〉 = 〈ψ(n) |p1|ψ(n)〉. This is nu-
merically computed and is averaged over several quasi-
momenta.

Figure 1 (a,b,c), displays the color map of the effec-
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tive potential, namely, Veff = Ks
1 cos q1 + Ks

2 cos q2 +
εVint(q1, q2) of Eq. 1, where s = h or r. For the given
kicking potentials in Eqs. 2-3, three different cases are
considered : (i) no interactions, ε = 0, and spatial sym-
metry is maintained (Fig. 1(a)), (ii) cosine interaction,
ε 6= 0 and Vint(q1, q2) = cos(q1 − q2), spatial symmetry
survives (Fig. 1(b)), and (iii) sine interaction, ε 6= 0 and
Vint(q1, q2) = sin(q1 − q2), spatial symmetry is broken
(Fig. 1(c)). For these three cases, Fig. 1(d,e) displays
〈p1〉 for the coupled kicked rotor and coupled Harper sys-
tems. Notice that, in both systems, directed current
is realized, i.e., 〈p1〉 6= 0 only in the case of sine in-
teractions with broken spatial symmetry. Surprisingly,
this did not require explicit temporal symmetry break-
ing. Notice that the directed current is absent for the co-
sine interaction since the spatial symmetry is preserved.
Furthermore, directed current is also absent if Vint = 0
(blue curve) indicating that spatial-symmetry breaking
interactions are crucial for generating directed currents.

In Fig. 1(f,g), the time evolution of momentum distri-
butions f(p1) with Vint(q1, q2) = sin(q1 − q2), are shown
for CKR and CKH systems. It reveals that the mo-
mentum distributions are asymmetric about p1 = 0 or
for that matter about any p1. In CKR, the asymmetry
freezes quickly leading to a saturated directed current
as seen in fig. 1(d). In contrast, in the CKH model, the
asymmetry continues to grow and leads to a directed cur-
rent with acceleration as shown in fig. 1(e). This is due
to the ballistic energy growth (not shown here) observed
for the parameters used in this work [49]. The sign of the
generated current – negative in these cases in Fig. 1(d,e)
– depends on the choice of parameters.

From these discussions, it is clear that the breaking of
spatial symmetry alone can produce directed currents in
an interacting system. Then, a natural question arises
about the enabling role of chaos in generating the cur-
rents. In fact, chaos is a necessary ingredient for making
one subsystem effectively act as an noisy environment for
the other. This, in turn, breaks the temporal symmetry
of the individual subsystems. To argue that one subsys-
tem is a source of noisy environment to the other, we
expand Vint = sin(q1 − q2) and rearrange the terms to
identify an effective kicking strength for the individual
subsystem as Keff

i = Ki + (1 − 2Θ(i − j))ε sin qj where
i 6= j and Θ(.) is a Heaviside step function. The numer-
ical simulations in Fig. 2(a,b), show that if the system
is chaotic, then κn = 〈ψ(n)|ε sin qj |ψ(n)〉 has the char-
acteristics of a “noisy” process. In particular, its auto-
correlation function is Cm = 〈κnκn+m〉 ∼ A δ(m) (A is
a constant), representing an uncorrelated process. Thus,
Keff
i experienced by a subsystem is driven by the noisy

dynamics of the other subsystem implying that one sub-
system effectively acts as an “environment” for the other.

Next, we analytically show that the interaction breaks
the temporal symmetry of the individual subsystems. Let
us consider an initial state at time n = 0 to be a di-
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FIG. 2. (a,b) Effective kick strength κn = 〈ψ(n)|ε sin qj |ψ(n)〉
as a function of time. The insets show the numerically com-
puted autocorrelation function Cm = 〈κnκn+m〉. (c,d) Qτ (n)
with no interaction ε = 0 (black symbols), with interactions
Vint = cos(q1 − q2) (red), and Vint = sin(q1 − q2) (blue). The
vertical magenta line indicates n = τ about which time rever-
sal symmetry is expected. (e,f) Sτ (n) indicating the existence
or absence of time-reversal symmetry about n = τ . Note that
temporal symmetry is preserved if ε = 0, and it is broken for
ε 6= 0. Other parameters are the same as in Fig. 1 .

rect product state of the form |ψ(0)〉 = |φ1(0)〉⊗ |φ2(0)〉,
where |φi(0)〉, (i = 1, 2) are the initial states in subsys-
tems H1 and H2 respectively. To demonstrate that the
interactions induce breaking of time-reversal symmetry,
the following sequence of operations are performed : the
initial state is evolved forward for duration τ > 0 under
the action of H in Eq. 1. Next, particle-1 is evolved back-
ward in time for duration −τ , while particle-2 is evolved
forward for duration τ . This sequence of operations can
be represented as

|ψ(τ ′)〉 = [(U−τ1 ⊗Uτ2 )Uτint] [(U1 ⊗U2)Uint]
τ |ψ(0)〉 . (4)

In this, τ ′ indicates successive time duration of (τ,−τ)
for particle-1, and (τ, τ) for particle-2. Let ρ(τ ′) =
|ψ(τ ′)〉〈ψ(τ ′)| be the associated density matrix, and
the reduced density matrix for particle-1 is ρ1(τ ′) =
Tr2 ρ(τ ′). Due to unitary evolution, we might expect
particle-1 to retrace its path to the initial state. As shown
exactly in the supplementary information, this expecta-
tion is true in the absence of interactions (ε = 0). Us-
ing the definition Qτ (n) = 〈φ1(0)|ρ1(n)|φ1(0)〉, we have
that Qτ ′ = 1. In this case, existence of temporal sym-
metry about n = τ implies precise time-reversal, i.e.,
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FIG. 3. Quantum current 〈p1〉 generated at fixed time n =
200 by the coupled kicked rotor and kicked Harper system as
a function of coupling strength ε. Other parameters are the
same as in Fig. 1 .

Qτ (n) = Qτ (2τ − n), n = 1, 2 . . . τ . If the interaction is
present for ε 6= 0, it can be exactly shown (see supple-
mentary material) that

0 < Qτ (n = τ ′) = 〈φ1(0)|ρ1(τ ′)|φ1(0)〉 < 1 . (5)

Indeed, Qτ (n) 6= Qτ (2τ − n). These results confirm that
interactions induce the breaking of time-reversal symme-
try. This is a general feature of interacting systems and
not specific to kicked models alone.

Based on the computed Qτ (n) shown in Fig. 2(a,b),
it is clear that the temporal symmetry is absent if ε 6= 0.
The simulations in Fig. 2(c,d) with τ = 50 show Q50(n)
for n = 1, 2 . . . 2τ iterations. With ε = 0 (black circles),
under time-reversal, the state of subsystem-1 retraces its
path to the initial state. In particular, for both CKR
and CKH, notice that the time-evolution is symmetric
about τ = 50 (marked as magenta line). In contrast, if
ε 6= 0, Q50(100) < 1 (red and blue symbols in Fig. 1(d-
e), corresponding to cosine and sine interaction terms)
and a lack of temporal symmetry is clearly evident. Fig-
ure 2(e,f), for CKR and CKH, shows a diagonostic mea-
sure Sτ (n) = Qτ (n)−Qτ (2τ − n), n = 1, 2 . . . τ to reveal
the existence or absence of temporal symmetry. Clearly,
Sτ (n) = 0 if temporal symmetry about n = τ is present,
while Sτ (n) 6= 0 if this symmetry is absent. As seen in
Fig. 2(e,f), Sτ (n) = 0 for ε = 0, and Sτ (n) 6= 0 for
ε 6= 0. With appropriate choice of symmetry-broken in-
teraction Vint(q1, q2), generically, directed current will be
generated. This is confirmed by the simulations shown
in Fig. 1(d,e).

To obtain a global perspective, Fig. 3 shows mean
current after n = 200 iterations as a function of coupling
strength ε for both the models. In both cases, interac-
tion potential Vint = sin(q1 − q2) is so chosen to break
the spatial symmetry. It is clear that for any ε > 0 di-
rected currents are generated in both the models. The
interaction-induced currents are robust though they do
not reveal any obvious systematic relation with ε.

In contrast to the interacting spin models, the system
in Eq. 1 has the advantage that it has an unambiguous
classical limit that allows for a comparison with quantum
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FIG. 4. Mean quantum current 〈p1〉 shown as a function of
time for the interaction potential Vint = −2ε|q1||q2| in the
system represented by Eq. 1 . Other parameters are the same
as in Fig. 1 .

regime. The classical dynamics of Eq. 1 can be reduced
to a stroboscopic map on a cylinder (see supplementary
material). For sufficiently large kick strengths, the classi-
cal dynamics of kicked rotor and Harper model is strongly
chaotic [46, 49]. Further, chaos dominates even for small
kick strengths if ε >> 1 [50]. In this regime, the clas-
sical mean energy of either subsystem displays diffusive
growth, i.e., 〈E〉 ∼ Dcln, where Dcl is the classical dif-
fusion coefficient. Though interactions induce directed
current by breaking temporal symmetries in the quan-
tum regime (see Fig. 1), in the corresponding classical
regime the nearly complete chaos and absence of tem-
poral symmetry breaking precludes any possibility of di-
rected currents. Thus, directed classical current is absent
(see supplementary material) implying that the observed
currents in Fig. 1 have a quantum origin. Thus, the
interactions can be chosen to provide a minimal frame-
work – requiring only broken spatial symmetry – to real-
ize quantum ratchet currents in coupled systems. Taken
together, these results lead to the following proposition:
two ingredients are necessary to realize quantum directed
currents, namely, the system H in Eq. 1 must be chaotic
and the effective interaction potential must break spatial
symmetry.

Finally, it must be emphasized that the results pre-
sented here are general and not specific to the choice
of effective potential Veff , the only requirement being
that Veff must break the spatial symmetry. To under-
score this point, Fig. 4 displays quantum currents ob-
tained for Veff(q1, q2) = Ks

1 sin q1 +Ks
2 sin q2 +Vint, where

Vint = −2ε|q1||q2| and s = r or h. This interaction poten-
tial is non-analytic and violates one of the assumptions
of the KAM theorem and hence it is a non-KAM system
[41–43]. The classical limit of this system is chaotic, and
the interaction breaks the spatial symmetry of the po-
tential. As shown in Fig. 4, quantum directed currents
are generated in this case as well. Throughout this work,
we have demonstrated quantum currents generated by
subsystem-1, though similar results would be obtained
had subsystem-2 been chosen. It might be feasible to
realize the coupled kicked rotors in experiments by sub-
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jecting atomic matter waves to flashing incommensurate
optical lattices, the interactions arise during the free evo-
lution when the lattices are off [51].

Summary : Directed currents can be usually generated
if the relevant spatio-temporal symmetries in the poten-
tial are broken. We have shown analytically that if two
quantum systems with a chaotic classical limit are cou-
pled together, then the time-reversal symmetry breaking
is induced by the interaction potential acting between the
two subsystems. Effectively, one part of the system acts
as the “environment” to the other part. Directed quan-
tum currents can be generated by explicitly breaking only
the spatial symmetry of the interaction potential. This
has been demonstrated in two different coupled chaotic
systems – namely, the coupled kicked rotor and the cou-
pled Harper model – in a regime of pre-dominant classi-
cal chaos. Thus, chaos in the subsystems and presence of
interactions among them leads to directed quantum cur-
rents, even if the classical currents average to zero. This
interaction induced mechanism is sufficiently general and
would also be applicable to other many-body interacting
quantum systems even if they may not have a definite
classical limit.
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This Supplemental Material provides additional details for the results stated in the main text. In Sec. I, the
interaction-induced time-reversal symmetry breaking in subsystems is discussed. Section II provides details of the
stroboscopic map of the coupled kicked rotor in Eq. (2), and the coupled kicked Harper model in Eq. (3) of the main
paper. The behaviour of the classical current in correspondence to that of the quantum current shown in Fig. 1 of
the main paper is discussed in Sec. III.

I. TIME-REVERSAL SYMMETRY BREAKING

Let us consider a coupled system consisting of two sub-systems which are interacting with one another. In this
section, we analytically show the effect of interaction in breaking the time-reversal symmetry of a subsystem in the
presence of the other. The formalism introduced is general, not limited to the models considered in the main paper,
and can be extended to many-body systems as well. To begin with, let us first understand the situation in the absence
of interaction and then discuss the role of interaction in time-reversal symmetry breaking. The subsequent subsections
discuss both situations.

A. Without interaction

Here, we discuss the time-reversal symmetry of the individual subsystems in the absence of interactions. To this
end, we consider the initial state |ψ(0)〉 of the interacting system at time t = 0 to be a product state of the subsystems

|ψ(0)〉 = |φ1(0)〉 ⊗ |φ2(0)〉 =
∑

i

ai|i〉1 ⊗
∑

j

bj |j〉2 , (S.1)

where |i〉1 (|j〉2) represents the basis of subsystem-1 (subsystem-2). The coefficients ai (bj) satisfies the normalization
condition

∑
i |ai|2 = 1 (

∑
j |bj |2 = 1).

In the case of an uncoupled system, the time evolution operator of the entire system U can be written as the tensor
product of the individual unitary time evolution operators U1 and U2 at all times

U = U1 ⊗ U2 . (S.2)

The time evolved state of the composite system at time τ > 0 is given by

|ψ(τ)〉 = Uτ |ψ(0)〉 = Uτ1 |φ1(0)〉 ⊗ Uτ2 |φ2(0)〉 . (S.3)

Now to examine the time-reversal symmetry of the subsystem in the presence of the other, we evolve subsystem-1
backward in time for the duration -τ , while the subsystem-2 is evolved forward for duration τ , the state obtained is

|ψ(τ ′)〉 = (U−τ1 ⊗ Uτ2 )|ψ(τ)〉
= (U−τ1 ⊗ Uτ2 )Uτ1 |φ1(0)〉 ⊗ Uτ2 |φ2(0)〉
= U−τ1 Uτ1 |φ1(0)〉 ⊗ Uτ2 Uτ2 |φ2(0)〉
= |φ1(0)〉 ⊗ |φ2(2τ)〉 .

(S.4)

The density matrix of the composite system at τ ′ can be estimated using the time evolved state obtained in Eq. (S.4)
( where τ ′ indicates successive time duration of (τ,−τ) for subsystem-1, and (τ, τ) for subsystem-2) and is expressed
as

ρ(τ ′) = |ψ(τ ′)〉〈ψ(τ ′)| = |φ1(0)〉〈φ1(0)| ⊗ |φ2(2τ)〉〈φ2(2τ)| . (S.5)
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The reduced density matrix of the subsystem-1 can be obtained from ρ(τ ′) by tracing out the subsystem-2 at τ ′

and is given by

ρ1(τ ′) = Tr2[ρ(τ ′)]

=
∑

j

2〈j|φ1(0)〉〈φ1(0)| ⊗ |φ2(2τ)〉〈φ2(2τ)|j〉2

= |φ1(0)〉〈φ1(0)| ⊗
∑

j

2〈j|
∑

j′,j′′

bj′(2τ)b∗
j′′ (2τ)|j′〉2 2〈j

′′ |j〉2

= |φ1(0)〉〈φ1(0)|
∑

j

|bj(2τ)|2

= |φ1(0)〉〈φ1(0)| ,

(S.6)

where bj = 〈j|φ2(2τ)〉 and
∑
j |bj(2τ)|2 = 1. Now to investigate the time reversal symmetry, we calculate the

expectation value of ρ1(τ ′) with respect to the initial state of the subsystem-1. In this paper, we call this quantity
Qτ (n) = 〈φ1(0)|ρ1(n)|φ1(0)〉. Evaluating Qτ (n = τ ′) leads to

〈φ1(0)|ρ1(τ ′)|φ1(0)〉 = 〈φ1(0)|φ1(0)〉〈φ1(0)|φ1(0)〉 = 1 . (S.7)

Qτ (n = τ ′) = 1 implies that subsystem-1 retraces its path to the initial state after time τ ′. Thus, we see that the time-
reversal symmetry is preserved in subsystem-1 in the presence of subsystem-2. This is an expected result as there is no
interaction between the subsystems and is also a property of unitary evolution. Using a similar formalism discussed
above, it can be shown that time-reversal symmetry is preserved in subsystem-2 in the presence of subsystem-1.

B. With interaction

In this subsection, we show that the interaction between two subsystems breaks the time-reversal symmetry of the
individual subsystems. For that, consider the initial state at time t = 0 of the interacting system to be a product
state,

|ψ(0)〉 = |φ1(0)〉 ⊗ |φ2(0)〉 =
∑

i

ai|i〉1 ⊗
∑

j

bj |j〉2 =
∑

i,j

cij(0)|i, j〉 , (S.8)

where ai, |i〉1, bj , and |j〉2 have the same meaning as in Eq. (S.1).
The time evolution operator for interacting system of two subsystems can be written as

U = (U1 ⊗ U2)UI , (S.9)

where U1, U2 are the time evolution operators for subsystem-1 and subsystem-2, respectively, and UI is the unitary
time evolution operator corresponding to the interaction between the subsystems. The time evolved state at τ is given
by

|ψ(τ)〉 = Uτ |ψ(0)〉 = [(U1 ⊗ U2)UI ]
τ
∑

i,j

cij(0)|i, j〉

=
∑

i,j

dij(τ)|i, j〉 .
(S.10)

Now, to investigate if the time-reversal symmetry of the subsystem-1 in the presence of subsystem-2 is broken or not,
we evolve subsystem-1 backward in time, i.e. −τ , while subsystem-2 and the interaction term move forward for the
same time τ . The evolved state thus obtained is

|ψ(τ ′)〉 = (U−τ1 ⊗ Uτ2 )UτI |ψ(τ)〉
= [(U−τ1 ⊗ Uτ2 )UτI ][(U1 ⊗ U2)UI ]

τ
∑

i,j

cij(0)|i, j〉

= [U0
1 ⊗ U2τ

2 ]U2τ
I

∑

i,j

cij(0)|i, j〉

=
∑

i,j

dij(τ
′)|i, j〉 .

(S.11)
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The density matrix of the total system at τ is given by

ρ(τ ′) = |ψ(τ ′)〉〈ψ(τ ′)| =
∑

i,j,i′,j′

dij(τ
′)d∗i′j′(τ

′)|i, j〉〈i′, j′| . (S.12)

The reduced density matrix of subsystem-1 obtained by tracing out subsystem-2 from the total density matrix ρ(τ ′)
in Eq. (S.12) is

ρ1(τ ′) = Tr2[ρ(τ ′)]

=
∑

j′′
2〈j

′′ |
∑

i,j,i′,j′

dij(τ
′)d∗i′j′(τ

′)|i, j〉〈i′, j′|j′′〉2

=
∑

i,i′
1|i〉〈i′|1

∑

j

dij(τ
′)d∗i′j(τ

′) .

(S.13)

Now to understand if the time reversal symmetry is preserved or not, we evaluate Qτ (τ ′) = 〈φ1(0)|ρ1(τ ′)|φ1(0)〉,
which is

Qτ (τ ′) =
∑

i′′

a∗
i′′ (0) 1〈i

′′ |
∑

i,i′

|i〉1 1〈i′|
∑

j

dij(τ
′)d∗i′j(τ

′)
∑

i′′′

ai′′′ (0)|i′′′〉1

=
∑

i′′ ,i,i′,i′′′

a∗
i′′ (0)ai′′′ (0) 1〈i

′′ |i〉1〈i′|i
′′′〉1

∑

j

dij(τ
′)d∗i′j(τ

′)

=
∑

i,i′

a∗i (0)ai′(0)
∑

j

dij(τ
′)d∗i′j(τ

′)

≤ 1 .

(S.14)

In this last equation, equality holds if there is no interaction between the subsystems. Otherwise, Qτ (n = τ ′) < 1.
This implies that in the presence of interaction, subsystem-1 does not retrace its path to the initial state after time
τ ′. This indicates that the time-reversal symmetry is broken in subsystem-1 due to the interaction between the
subsystems. The same argument holds for the time-reversal symmetry breaking in subsystem-2.

II. CLASSICAL STROBOSCOPIC MAP

The classical dynamics of CKR in Eq. (2) and CKH in Eq. (3) of the main paper can be reduced to a stroboscopic
map on a cylinder as given below in Eq. (S.15) and Eq. (S.16). The stroboscopic map can be obtained using the
Hamilton equations of motion and for the CKR, it is expressed as

pn+1
1 = pn1 +Kr

1 sin (qn1 )− ε∂Vint(q1, q2)

∂q1

∣∣
qn1 ,q

n
2
,

pn+1
2 = pn2 +Kr

2 sin (qn2 )− ε∂Vint(q1, q2)

∂q2

∣∣
qn1 ,q

n
2

qn+1
1 = (qn1 + pn+1

1 ) mod 2π , and

qn+1
2 = (qn2 + pn+1

2 ) mod 2π ,

(S.15)

where qni (pni ) represents the position (momentum) of the i-th rotor at t = n, where i = 1, 2.
The stroboscopic map of the CKH model is

pn+1
1 = pn1 +Kh

1 sin (qn1 )− ε∂Vint(q1, q2)

∂q1

∣∣
qn1 ,q

n
2
,

pn+1
2 = pn2 +Kh

2 sin (qn2 )− ε∂Vint(q1, q2)

∂q2

∣∣
qn1 ,q

n
2
,

qn+1
1 = (qn1 − Lh1 sin pn+1

1 ) mod 2π , and

qn+1
2 = (qn2 − Lh2 sin pn+1

2 ) mod 2π ,

(S.16)

where qni (pni ) represents the position (momentum) of the i-th Harper model at t = n, where i = 1, 2.
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III. CLASSICAL CURRENT
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FIG. 1. Absence of averaged classical current 〈p1〉cl is shown for (a) CKR (Eq. (2) of the main paper) and (b) CKH (Eq. (3)
of the main paper) and for three different interaction potentials with ε = 5: (i) non-interacting (Vint = 0) (black cure), (ii)
Vint = cos(q1 − q2) (red), and (iii) Vint = sin(q1 − q2) (blue). The averaging is done over 106 initial samples taken from an
interval qi ∈ [0, 2π] and pi = 0. Other parameters are the same as in Fig. 1 of the main paper.

In this section, the behaviour of classical current 〈p1〉cl is discussed for CKR in Eq. (2) and CKH in Eq. (3) of
the main paper. The classical current for CKR and CKH is numerically simulated using Eq. (S.15) and Eq. (S.16),
respectively and is averaged over 106 initial sample points to reduce fluctuations. Figure 1 illustrates the absence of
classical current for both the interacting and non-interacting cases. This is in stark contrast to the quantum current
displayed in Fig. 1 of the main paper. The absence of the classical current can be attributed to the presence of
near-complete chaos in the system and the absence of explicit temporal symmetry breaking.


