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Thermodynamic uncertainty relations (TURs) represent one of the few broad-based and funda-
mental relations in our toolbox for tackling the thermodynamics of nonequilibrium systems. One
form of TUR quantifies the minimal energetic cost of achieving a certain precision in determining
a nonequilibrium current. In this initial stage of our research program, our goal is to provide the
quantum theoretical basis of TURs using microphysics models of linear open quantum systems where
it is possible to obtain exact solutions. In paper [Dong et al., Entropy 24, 870 (2022)], we show how
TURs are rooted in the quantum uncertainty principles and the fluctuation-dissipation inequalities
(FDI) under fully nonequilibrium conditions. In this paper, we shift our attention from the quan-
tum basis to the thermal manifests. Using a microscopic model for the bath’s spectral density in
quantum Brownian motion studies, we formulate a “thermal” FDI in the quantum nonequilibrium
dynamics which is valid at high temperatures. This brings the quantum TURs we derive here to
the classical domain and can thus be compared with some popular forms of TURs. In the thermal-
energy-dominated regimes, our FDIs provide better estimates on the uncertainty of thermodynamic
quantities. Our treatment includes full back-action from the environment onto the system. As
a concrete example of the generalized current, we examine the energy flux or power entering the
Brownian particle and find an exact expression of the corresponding current-current correlations. In
so doing, we show that the statistical properties of the bath and the causality of the system+bath

interaction both enter into the TURs obeyed by the thermodynamic quantities.

I. INTRODUCTION

Perhaps one of the most interesting recent develop-
ments in the pursuit to understand nonequilibrium sci-
ences are the family of thermodynamic uncertainty rela-
tions [IH8] (see also Refs. [9HIT]). In one form, a TUR
relates the fluctuations of a nonequilibrium current with
the minimum of dissipation energy during the nonequilib-
rium process. Originally derived for classical, Markovian
systems, the TUR has been quickly extended to over-
[12] and underdamped [I3] dynamics of a Brownian par-
ticle as well as Markovian quantum systems by means of
large deviation methods [I4] and the Cramér-Rao bound
for the quantum Fisher information [6]. The latter tech-
nique has also been used to derive a connection between
the TUR and fluctuation theorems for classical systems
[15] and has just recently been used to derive an exten-
sion of the TUR for quite general open quantum systems
[7]. We further mention that a TUR has been investi-
gated for steady-state heat transfer [5l [I6] and a similar
expression could be found for the relation between the
entropy production and the time it takes to complete a
nonequilibrium process [17].

Aiming at finding the quantum roots of the uncertain-
ties of thermodynamic quantities in nonequilibrium sys-
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tems, we demonstrated [I8] that for Gaussian open quan-
tum systems, thermodynamic functions are functionals
of the Robertson-Schrodinger uncertainty (RSU) func-
tion. Using recent results on the nonequilibrium free en-
ergy and nonequilibrium effective temperature [19], we
showed that a fluctuation—dissipation inequality (FDI)
exists at all times in the nonequilibrium dynamics of the
open system. In this sequel paper, we continue these
veins of investigation and show how a thermodynamic
uncertainty relation (TUR) for macroscopic quantities
can formally be derived. While these are often motivated
by phenomenological considerations in the literature, we
show how some such relations can be obtained in rigor-
ous ways within a microscopic quantum, even quantum
field theory, framework. The centerpiece is the general-
ized current fluctuations. In short, from the mathemat-
ical perspective, while our first paper [18] is concerned
with physical quantities that are derived from second-
order correlations functions, we now direct our attention
to higher-order correlation functions and their physical
imprints on Gaussian open quantum systems. Let us ex-
amine the ingredients one by one, and then look at their
synthesis which leads to the aforementioned inequalities
and uncertainty relations.

A. Fluctuations on Center Stage

Fluctuations fundamentally limit the precision of mea-
surements. Fluctuation-induced effects, however, present


https://orcid.org/0000-0002-6788-9794
https://orcid.org/0000-0002-9801-208X
https://orcid.org/0000-0003-2489-9914
mailto:Corresponding author: reiche@physik.hu-berlin.de
mailto:cosmology@gmail.com
mailto:blhu@umd.edu

themselves as a useful tool in controlling physical systems
on the micro- and nanoscale. A precise understanding
and manipulating of the fluctuations is hence crucial in
the design of future technologies, especially in the strive
for further miniaturization of devices (see, e.g., the recent
reviews [20H23] and references therein).

Some fluctuations are introduced by operational tech-
niques or imperfections and can in principle be eradi-
cated by optimizing the experimental protocol. Other
fluctuations are more fundamental and can never be cir-
cumvented. Possibly the most famous of such fluctua-
tions are the quantum fluctuations whose physical im-
plications are summarized by the quantum uncertainty
principles (QUP) [24] and, in particular, the Robertson—
Schrodinger uncertainty principle [25] 26]. In many real-
istic scenarios, the system of interest is also coupled to
an environment. Thermal noise enters from a finite tem-
perature bath, and a finite coupling strength between
the open system and its environment can also be rep-
resented by noises. The nonequilibrium dynamics of the
open quantum system can further modify the uncertainty
relations [27H29).

In equilibrium, the corresponding variance of a quan-
tum observable in an open system is accounted for by
the fluctuation—dissipation theorem [30, BI]. It states an
exact relation between variance and dissipation due to a
detailed balance between the average incoming and out-
going power [32].

1. Nonequilibrium Relations

Departing from equilibrium enriches the fluctuation
spectrum with respect to the corresponding equilibrium
situation. The search for the statistical description of
both classical and quantum systems in nonequilibrium
situations has instigated the development of a number of
theorems. To name a few examples, we find the fluctua-
tion theorems [33H35] (see, e.g., also the reviews of refs.
[36H39]), the nonequilibrium fluctuation—dissipation rela-
tions for steady states [40H44] (see also refs. [45H48| for
nonequilibrium fluctuation—dissipation relations of clas-
sical active systems), and the fluctuation—dissipation in-
equality [49,[50]. The latter is a reflection of the nonequi-
librium condition the system exists in for the full du-
ration before it reaches equilibrium. In simple terms,
it states that the energy stored in the fluctuations of
the environment (statistical operator) is always equal to
or exceeds the energy dissipated into the environment
[49, [51]. Tt can hence be understood as a generalization
of fluctuation—dissipation relations which can often be
shown to hold at late times after a system has settled
down to equilibrium while interacting with its environ-
ment.

2. Fluctuations of Generalized Current

Due to their fundamental nature, it can be expected
that the (often microscopically formulated) uncertainty
principles are to some extent inherited by certain macro-
scopic observables. This line of thought draws atten-
tion to another perspective on uncertainties in nonequi-
librium systems that has seen a surge of interest in the
recent years, namely the thermodynamic uncertainty re-
lation (TUR) [9]. Despite versatile contexts and exam-
ples (see beginning of current section), the particular re-
lations can often be summarized in terms of a generalized
current J. May it be, for example, the position of a par-
ticle [I], certain measurements on atomic systems [6], or
the exchanged energy in heat transfer [5], the thermo-
dynamic uncertainty relation states that the fluctuations
of the generalized current (J?2) are always larger than or
equal to the average current <j), with a thermal pro-
portionality factor depending on the temperature of the
heat bath(s). If the average current can be connected to
dissipation from the system of interest into the environ-
ment, the TUR provides a nonequilibrium measure for
the thermodynamic cost of achieving a desired precision
on measurements of the current [IJ.

B. This Work—Key Findings and Organization

In the present manuscript, we aim to connect the mi-
croscopic picture of interacting quantum systems (quan-
tum uncertainty principles) with the macroscopic picture
of nonequilibrium thermodynamics (thermodynamic un-
certainty relation) from a conceptual point of view. To
this end, based on the generic model for quantum Brow-
nian motion, we first study the connection between fluc-
tuations in the system and the bath spectral density. In
this way, we extend previous work on the nonequilibrium
fluctuation—dissipation inequality [I8] to something we
call “thermal fluctuation—dissipation inequality” which
additionally takes the impact of the bath temperature
into account. Secondly, we calculate the fluctuations of
the current of energy entering the system. We then com-
bine the exact result for the current fluctuations with
the thermal fluctuation—dissipation inequality to derive
a combined inequality. This inequality incidentally turns
out to formally represent a thermodynamic uncertainty
relation, i.e., it is proportional to the average current
times a thermal factor. In contrast to parts of the re-
lated literature, our result - showing the emergence of a
thermodynamic uncertainty relation from the nonequi-
librium evolution -fully incorporates the non-Markovian
features of the system+bath interaction (exact in all or-
ders of coupling). Since our formalism can be easily ex-
tended to the problem of heat transfer, we confirm the
soundness of our results by reproducing a known TUR for
steady-state heat transfer [5[52]. It turns out that a lim-
ited number of assumptions is needed to connect the two
worlds - quantum uncertainty principles and the TUR -



which, in turn, establishes a clear hierarchy of different
inequalities that are connected to their respective phys-
ical perspectives: from microscopic quantum mechanics,
over thermodynamic quantities, and all the way to con-
crete physical realizations.

This paper is structured as follows. We work in an
open quantum system framework [53] 54] and introduce
the quantum stochastic dynamics of the system using
the time-honored quantum Langevin equation of generic
quantum Brownian motion in Section [B5H64]. In
Section [[TB] we deduce the fluctuation-dissipation in-
equality and derive the space-momentum uncertainty.
We relate the two to the power flow between system and
environment as well as the total entropy production and
the entropic uncertainty relation during the equilibration
process in Section [[TT] We then specify the spectral den-
sity and the dissipation kernel characterizing the environ-
ment of the particle (see Section and derive a ther-
modynamic uncertainty relation (see Section . Speci-
fying the fluctuation—dissipation inequality to finite tem-
peratures to include thermal noise contributions (see Sec-
tion[IV A]), we can highlight when thermodynamics enters
the stage by building a concrete connection to the func-
tional form of the thermodynamic uncertainty relation in
Section [V] In Section [V} we briefly show how our formal-
ism can be applied to heat transfer and comment on the
consistency with the respective (steady-state) TURs that
have been derived earlier. We conclude our manuscript
with a discussion in Section [VIII

II. STOCHASTIC DYNAMICS OF GAUSSIAN
SYSTEMS: 2ND AND HIGHER-ORDER
CORRELATIONS

We begin with a brief review of stochastic dynamics
of open quantum systems using the ubiquitous quantum
Brownian motion model. We show from the Langevin
equation how the open system’s dissipative dynamics is
linked to the fluctuations in its environment, registered in
the dissipation (response) and noise (correlation) kernels.
From this, we show how to obtain the second and fourth-
order correlations of currents. This prepares us to tackle
the main tasks we set forth in our goals.

A. Fluctuations and Stochastic Dynamics of Open
Quantum Systems

In order to introduce our system, we loosely follow refs.
[49, [63], [65H68] and refer readers to the monograph [69)]
for a more comprehensive discussions.

We consider the dynamics of a single bosonic quantum
degree of freedom ¢ under the influence of a quadratic po-
tential V(§) = wg?/2 with bare frequency wq [70]. The
system is coupled to a bosonic bath at finite tempera-
ture T described by the generic environmental operator

E. We assume a simple bilinear coupling [68]
IA{I = _an (1)

where we absorbed the coupling constant in the defini-
tion of E. We note that this choice of coupling implicitly
demands that the Hamiltonian is appropriately renor-
malized in order to account for the (Lamb-)shift of the
potential’s minimum frequency wy due to the interaction
with the environment [65] [68] [see also Equation (7))]. Un-
der the assumption of a linear (Gaussian) environment,
the bath operator can be expressed self-consistently as
[49, 63, 65].

B =é0-2 [ arrenic) @

=

where f is the unperturbed stochastic operator of the
environment in absence of the system, and we set the
initial time of the experiment to ¢; = 0. The integral
in Equation connects the impact of the system on
the environment which, in turn, back-acts on the particle
by means of the real-valued and causal response kernel
I(t,7). The noise spectrum is intimately connected to
the response kernel.

(E@DE)) = v(t. ') +iRD(¢, 1), 3)

where we average over the density matrices of the system
ps and the bath pg, which we assume to factorize at ini-
tial time, i.e., p(0) = ps(0) ® pE(0). The real-valued cor-
relation function v(t,t') and the kernel I'(¢,t) are given
by [68].

v(tt) = %<{f(t),§(t')}> = (E0E))s,  (a)
Db, ¢) = 5o (), ), (40)
where [, -] is the commutator and {-, -} the anticommu-

tator of two operators, and we used that (£(£)E(t)) =

(E(tYE))*. Tt follows a stochastic integro-differential
quantum Langevin equation [66] [67].

ﬂﬂ+2A<hF@mMU%Hﬁﬂﬂ:§® (5)

which, for a given set of initial operators {d(O),é(O)},
fully determines the dynamics of the system. For sim-
plicity, we from now on consider stationary functions
v(t,t') = v(r =t —t') and T'(t,¢') = I'(r). Equation
allows for an intuitive interpretation of the separate
terms: due to the resemblance between Equation and
the equation of motion for a randomly moving particle
in a thermal viscous environment, it is usually referred
to as quantum Brownian motion [57H59). é acts as noise
“driving” the system. The kernel I', on the other hand,
encodes the dissipative processes, i.e., energy losses of the
system to the environment, as well as the rescaling of the



bare frequency wg. The latter can be made explicit by
defining the dissipation kernel.

~0m(r) =T(7) (6)

which yields after a partial integration

&ﬂ+QA<h7@—Tﬁﬁ%H%ﬂﬂ=—Wﬂﬂm+éw,
(7)

where we have redefined the resonance energy as @ =
w2 — 7(0). In order to keep notation simple, we do
not print the extra tilde in the following. Furthermore,
in the remainder of the manuscript, we assume that
(G(0)) = (¢(0)) = 0. We note that, at the price of re-
stricting to linear systems, the previous equation of mo-
tion is non-Markovian and general to all orders of cou-
pling between system and environment, i.e., we are not
limited by the Born—Markov or rotating wave approxima-
tion [TIH73]. Tt is well-known that the quantum Langevin
equation [Equation } can be solved for the canonical
pair Q(t) := [G(t) ¢(t)]T by means of the response func-
tion (see Appendix [A]for details).

X(t) = /dwaww%“ (8)

2

with a(w) = [wg — w? — 2iwyy(w)] ™! as the linear sus-
ceptibility and g (t) = 0(t)y(t) and 6(¢) as the Heaviside
step function. We note that we distinguish between a
function and its Fourier transform only by the different
argument. The corresponding second-order fluctuations
are given by

(AQ*(1))s = (Q*(1))s — <Q(t)>§ =oo(t) +a(t), (%)
oo(t) = X(H)ao X ( (9b)

¢

/ dr / d7 X
with g, = (AQ?(0))s as the covariance matrix at ¢ = 0,
v(1) = diag[0, v(7)], X (t) as a matrix comprised of (time-
derivates of) the response function (see Equation (A2)),
and the superscript T indicates the transpose of a matrix.

It is interesting to note that, at arbitrary times, the
autocorrelation of ¢ is not a stationary function, i.e.,

/dx/ dy X(z

even though the response kernel y and the correlator of
the environment degrees of freedom v are. Indeed, Equa-
tion is given by a complex convolution of the sys-
tem’s self-consistent interaction with the environment.
On top of that, the initial conditions evolve by construc-
tion, not necessarily in a stationary way. True stationar-
ity can only be achieved at late times, where the impact

v(T — T)XT(7_'), (9¢)

Xy —x+t—t),
(10)

of the initial conditions on the dynamics abates and the
convolution can be expanded in Fourier modes of the
form exp(—iw[t — t']) (see, e.g., Section III.B of ref. [74]
for details). Since the noise operator assumes a general
Gaussian form, the statistics of the system are fully deter-
mined by the two-point function [65]. We hence have that
any even-order correlation reduces to the sum of two-
point functions of all possible pairings of operators with
preserved order, while any odd-order correlation vanishes
[75]. For example, we obtain for the fourth-order corre-
lation function (see Appendix [B|for a detailed proof).

(E(0)E[2)E(ta)E () = (E(t1)E(R)) (Ets)E(t))  (11)
+ (€(t1)E(1a)) (€ (12)€ (ta))
+ (€(1)E(ta)) (€ (t2)E(t3)).-
We note that the previous relation is not time-ordered

and will come in handy when we compute the current
fluctuations (see, e.g., Section .

B. Fluctuation—Dissipation Inequality and
Robertson—Schrédinger Relation

Due to its strong formal resemblance to classical equa-
tions of motion, the quantum Langevin equation per-
haps evokes the impression that the dynamics of the
particle progresses deterministically: the particle ab-
sorbs energy from its environment via the “force” é , pro-
cesses it following its harmonic constraints, and emits it
back into the environment; quantitatively described by
the dissipation kernel . However, such a descriptions
lets slide the quantum stochastic properties of the sys-
tem. During the nonequilibrium evolution, even though
the self-consistency of our approach ensures thermody-
namic stability at all times, we are in lieu of an ex-
act and transparent relation between the fluctuations
of the environment [v(7)], the fluctuations of the re-
duced system of interest [(G(t)§(¢'))s], and the corre-
sponding dissipation [y(7)]. Instead, even for systems
which do not possess a fluctuation—dissipation relation,
a corresponding fluctuation-dissipation inequality (FDI)
[49, 50] can be found, and can serve as useful bounds
on the physical quantities of the system evolving un-
der dynamical conditions. In a recent work [I8], we
showed that a fluctuation—dissipation inequality exists at
all times in the nonequilibrium dynamics of open quan-
tum systems. We traced back the uncertainties of ther-
modynamic quantities in nonequilibrium systems to their
quantum origins. We summarize the main points of the
FDI in Appendix For our purposes, it is sufficient
to recall its main statement as [I8] [49].

/dr/ dr' f* ()i — ) () (12)

zm/o dT/o dr’ f*(r)I(

=)



for any complex function f. In particular, in a frequency
domain, it is possible to show (see Appendix [A 1J

v(w) = [ihl(w)| = [hwy(w)]. (13)

With this, it is straightforward to translate the results
from the fluctuation—dissipation inequality for the envi-
ronment to the fluctuations of the system of interest. In-
deed, any property of v and « is inherited by Equations
and @ such that also the fluctuations of the reduced
system § are a positive semidefinite function. However,
there is no such simple frequency—domain relation [Equa-
tion (L3)] as in the case for the environment, since (¢?) is
not stationary [Equation (10])] at arbitrary times ¢. Alter-
natively, we can compare the position-momentum uncer-
tainty prescribed by the fluctuation—dissipation inequal-
ity to the Robertson—Schrodinger inequality [25] 26]. In
fact, it turns out that the former (FDI) can provide a
stronger, more stringent bound to the uncertainties in the
system at late times and only reduces to the Robertson—
Schrédinger inequality by an additional application of the
Cauchy—Schwarz inequality [I8]. The same situation is
achieved for vanishingly small system+bath coupling, as
one would expect from the limiting case of conventional
thermodynamics [74]. For details, we refer to Appendix
[A D]

IIT. ENERGY FLOW AND ENTROPY
PRODUCTION

We are now interested in the direct consequences of the
fluctuation—dissipation inequality on the system’s ther-
modynamic properties.

During the course of the interaction with the environ-
ment, the system’s instantaneous mechanical Hamilto-
nian (H(t))s = ([¢*(t) + w3q?(t)])s/(2) varies with time
starting from initially hwg/2, eventually increasing to its
equilibrium value at late times. From the perspective of
the system (§), this is due to the (stochastic) interaction
with the environment at any instance ¢ and can be as-
sociated to the power entering Py, and exiting Py, the
system, respectively. Upon multiplying from both sides
of the quantum Langevin equation (Equation ) with
é, we obtain

Pu(t) = (€(0)5(1), = / o (@), (14a)

(14b)

t

Pous(£) = 2 /O dr (e —7) (a(r)d(1)) -
We remark that the incoming power is unaffected by
the initial conditions. The outgoing power, on the
other hand, is determined by the cross-correlation of
position and momentum of the system, and hence by
both the initial conditions as well as the response to
the noisy environment (see Equation for the exact
expression). Due to the linearity of our system+bath

coupling and the fact that (G(0)é)s = (G(0)é)s = 0,
the corresponding dynamics decouple, and we can write
Pout(t) = Pt(t) + Pluc(t) (see also Equation (9)). As
one could have expected, the information and energy ini-
tially stored in the system dissipates into the environ-
ment over time. Instead, over time, additional excita-
tions are transferred to the system from the fluctuat-
ing environment. These environment-induced excitations
again become dissipated. The system and environment
are self-consistently back-acting onto one another. At
late times, the system can reach a nonequilibrium steady-
state (equilibrium in our case [74}[76]). Concretely, upon
defining the part of the system’s dynamics, denoted by
Q(t), due to the noise operator ¢ (Equation (A3)).

t

o) = [ dr x(t - nié(r), (15a)
0

The change in the system’s instantaneous mechanical en-

ergy due to the fluctuating interaction with the environ-
ment obeys the relation (see Appendix |C|for details).

; Wi A A A 3 A
7 (GP0+2C0) ~ 06 +i0d.

— / dzx X(z)/ dz (5(2) + [X(z) +w§x(z)]) v(z —2)
0 0
= Pu(t) — Piue(t) — 0,

out

t — o0.

At late times, we can further invoke the fluctuation—
dissipation inequality to derive a lower bound on the fluc-
tuating part of the, say, outgoing power. Indeed, upon
partially integrating with respect to 7 in Equation ,
we can write

phue o /0 (= 1) (O(mem) (17)

/Oth (t—7)
xAde/otdy K@)¥vly — o +7 1),

Performing the limit ¢ — oo, we obtain

K dw ;
fluc : 2 * W
P —>tlgn/0 dz 7($)/—27Tw a(wv(w)a® (w)e
(18)

B / %WQ%(OJ)\@(W)FV(W)

> 1 [ 52 )t @la@],

while Pt — 0. Since they equal at late times, the same
relation holds for P,,. Clearly, the net flow of energy into
the system due to the interaction with the environment
modifies its mean energy, and hence leads to a change in
the particle’s von Neumann entropy over the course of

equilibration.



Due to the linearity of our system, the density matrix
can be calculated exactly (see Appendix@ and references
therein). Quite remarkably, the result shows a formal re-
semblance to the density matrix of a quantum harmonic
oscillator coupled to a bath with time-dependent tem-
perature [19,[52]. In particular, the entropy of the system
at time ¢ is given by [I19].

S(t) = ehw};i“’ig_l —log [1 - e*hwoﬁ@)} (19)
(] (- o

with the effective parameter 5(t) (see Equation of
Appendix @) and v = u(t) = det[gy(t) + a(t)]/h*. One
can readily check that this is equivalent to the von Neu-
mann entropy S = Syn = —Tr[plog p|, where the trace is
performed over the system’s degrees of freedom, see, e.g.,
refs. [29, [77, [78]. From the perspective of the system,
it is further interesting to note that the von Neumann
entropy production rate is bounded from below by the
time-derivative of its covariance matrix.

0,S = arccsch 5 "0 (20)
u(t)
> Su(t) = O log [ u(t)} .

Starting with the contact between system and environ-
ment at ¢ = 0 to the equilibration at ¢ — oo, the von
Neumann entropy varies. The total production of en-
tropy in the system is given by

AS = S(t — o) — S(0). (21)

We note that this is not the total entropy production of
the combined system, which would also need to consider
the heat flow between system and environment (see, e.g.,
refs. 78, [79] for a comparison of different definitions for
the total entropy). At the beginning of the experiment,
the system and environment are decoupled. If we fur-
ther assume vanishing means and an unsqueezed initial
state with o(0) = diag[1/2,1/2], the system is in its well-
defined ground state, hence S(0) = 0. At late times, for
comparison, the interaction with the environment has in-
creased the uncertainty in the state of the system with
respect to its initial (isolated) value, and we have that
the entropy reaches its equilibrium value. Equation
is a monotonic function of u, but not necessarily of time
t, as u is not a monotonic function of time. For a dis-
cussion of the von Neumann entropy over the course of
the nonequilibrium evolution, we refer to ref. [I8]. At
late times, however, it becomes a constant depending on
the system parameters as well as the coupling strength.
For instance, in the case of strong system+bath coupling,
where u > 1/4, we have that AS ~ 1 + log[u] varying
logarithmically with u. Hence, the uncertainty relations

derived in Equation (AT4) (see also Equation (I8)) are

inherited also by AS in exactly the same hierarchy. In
this way, the fluctuation-dissipation inequality provides
a lower bound to the entropy production in the system.
Incidentally, that bound exceeds the bound one would ex-
pect on the basis of the Robertson—Schrodinger inequal-
ity. By implication, similar arguments can be drawn for
the effective temperature 3(t)~1 at late times.

Lastly, we comment on the consequences of the
fluctuation—dissipation inequality on the Shannon en-
tropy in the phase-space (Wigner) representation, i.e.,
the entropic uncertainty relation [80,8I]. For nonvanish-
ing second-order cross-correlation and Gaussian systems
with positive Wigner function, the entropic uncertainty
relation can be formulated on the basis of the system’s
Wigner function [82] [83].

W) = — / dg / dj W(g, . 1) log W (¢, d, 1)) (22)

= log[en] + log [2\/@] )

where, in the second line, we inserted the expression for
the Wigner function in Equation and performed the
Gaussian integrals. Equation gives the Shannon en-
tropy of the Wigner distribution and can be particularly
useful from the information theoretical point of view in
multipartite Gaussian systems [84]. Even though the dif-
ference is rather subtle in our single-oscillator case, we
remark that A(W,) is not primarily connected to the
von Neumann entropy (i.e., a Rényi-1 entropy S) but
rather the generalized concept of the Rényi-2 entropy
Sy = —logTr(p%) = h(W,) — loglenr] (compare also to
Equation (20))). We refer to [84] and references therein for
further details. In Figure[I] we report a numerical evalua-
tion of the uncertainty and the (positive) Wigner entropy
over the course of the nonequilibrium evolution as well
as study the distinct impact of quantum and thermal
fluctuations. Clearly, from the Robertson-Schrédinger
inequality, /u(t) > 1/2, one has h(W,(t)) > loglen],
which is the traditional statement of the entropic uncer-
tainty relation. For instance, in our case, at ¢t = 0, where

u(0) = 1/2 corresponds to a pure Gaussian state, the
inequality is saturated, h(W,(0)) = log[ewr]. At finite
times, however, even though the system’s Wigner func-
tion remains Gaussian, the system-+bath coupling intro-
duces additional fluctuations into the system so that the
Wigner entropy h(W,) exceeds its lower bound. Here,
for comparison, the fluctuation—dissipation inequality in
Equation can provide a more precise statement.
Indeed, since it is equal to or exceeds the conventional
Robertson-Schrédinger relation [Equation (AT4)], the
fluctuation—dissipation inequality can be used to extract
information on the system-+bath coupling from the en-
tropic uncertainty relation, even when no exact solution
(as is the case for Gaussian systems) is available.
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FIG. 1. (top) Phase space entropy for positive Wigner func-

tions (Equation , normalized to the minimal uncertainty
log[me]) as a function of time (measured in multiples of the dis-
sipation rate). We employ the bath spectral density of Equa-
tion and use parameters wo/v0 = 10, A/we = 10, and
dimensions where i = 1 as well as choose ¢, = diag[1/2,1/2]
for the initial conditions. The lower dashed line gives the
lower bound prescribed by the fluctuation-dissipation inequal-
ity (FDI) at late times (Equations (12)), and (22)), which
can be connected to quantum fluctuations in the coupled sys-
tem-+bath system. The upper dashed line gives the exact
late time limit of the Gaussian evolution (Equations and
(A12)), which also includes thermal fluctuations (see Section
IV A). (bottom) Late-time quantum uncertainty [Equations
(9) and ] as a function of hfwo, i.e., a measure of the
respective impact of quantum or thermal fluctuations. For
finite system-bath coupling (black, solid line; wo/v0 = 1),
the uncertainty always exceeds the minimal bound of 1/4
given by the Robertson-Schrodinger equation and saturates
the fluctuation-dissipation inequality for Afwo > 1 (gray,
horizontal, dashed line). This discrepancy fades for smaller
coupling (gray, solid line; wo/v0 = 100). Additionally, for
hBwo < 1, thermal fluctuations start to prevail over the
quantum fluctuations, and the more accurate bound (compar-
ing to the FDI) can be provided by the thermal fluctuation-
dissipation inequality (TFDI; gray, dashed, nonhorizontal

line; see Section [[V Al).

IV. QUANTUM THERMODYNAMIC
UNCERTAINTY RELATION

A. Thermal Fluctuation—Dissipation Inequality

So far, our results are derived from mathematical and
conceptual considerations, i.e. the hermicity of the noise
operator and the self-consistency of the interaction. We
now turn our full attention to the specific case of quan-
tum Brownian motion and derive a thermodynamic un-
certainty relation for the nonequilibrium energy current
between system and environment. To this end, we write
the dissipation and the noise kernel in the convenient

form (see, e.g., refs. [85] 80]).

(1) = %/dw #e‘iw, (23a)
V(r) = g / dw I(w) coth [hg“’} =T (23D)

where I(w) is the bath spectral density and 37! = kgT
the temperature of the environment with kg the Boltz-
mann constant (not to be confused with the effective pa-
rameter used in Equation ) The bath spectral den-
sity is an odd function in frequency. Moreover, using the
relation wy(w) = 2Im[Tp(w)], we have that

1) = ZTm[Py(w)]. (24)

Iy(w) is an analytic function in the upper complex fre-
quency plane with singularities, i.e., the physical reso-
nances of the system, that are symmetrically distributed
with respect to the complex frequency axis. For each
singularity at w, with Im[w,] < 0, solving ', *(w,) = 0,
Ip(w) also features a singularity at —w;, (usually referred
to as crossing relation). We note that this allows for (de-
generate) purely complex solutions. Hence, wy(w) is in
general not analytic in the complete complex frequency
plane. Instead, due to the Im[] in Equation (24), for each
singularity at w,,, the spectral density I(w) shows the pair
{wn,wX} as poles in the complex frequency plane. In
Appendix [E] we summarize the properties of dissipation
kernels for some common bath spectrum models.

Due to the simple form of Equation , a Fourier
transform is well-defined at all times, and we obtain the
ezact relation.

v(w) = hw coth [hﬁ‘”} VW) > @) (25)

This is the celebrated (local) fluctuation—dissipation the-
orem [30) 64] and means that for the bath degrees of
freedom in quantum Brownian motion, detailed balance
is fulfilled at all times. We note that the latter equality
in Equation follows as a special case for zero temper-
ature since coth ifw/2 — sgnfw] for B — co. Indeed, for
vanishing temperatures, the equality holds even in time
domain.

v(r) = —ihd,y(r) = ih[(7), B — . (26)
The difference per frequency between v and v stems from
the thermal occupation of the field. Moreover, using
that coth[zw] > [zw]™ (w > 0), we can relate in fre-
quency domain v(w) > (2/8)v(w). The corresponding
relation in time domain does not generally hold since
the Fourier transform [Equation (23)] does not necessar-
ily preserve order. Instead, we can specify the notion of
the fluctuation—dissipation inequality in Equation by
using our knowledge of the detailed balance of the bath



degrees of freedom in quantum Brownian motion, i.e.,
t t
/ dT/ dr’ f(r)v(r — ) f* (7)) (27)
0 0

t t 2 ’ -1
T 7_/ 7) 7_/ BPY(T*T), ﬂ < hwca
2/0 ‘ /od HOI ){iﬁr(TT'), V.

For brevity, and in order to discern Equations (sec-
ond line of the previous equation) and , we de-
note the first line of the previous equation as the ther-
mal fluctuation—dissipation inequality. We emphasize
that the first line of Equation is not just a high-
temperature approximation of the second line. When
comparing with Equation , the thermal version of
Equation is valid for temperatures larger than the
resonances of the system+environment composite. It
provides a more accurate estimate than does in the
classical, high-temperature regime. In this regime, it has
the advantage of providing the tighter lower bound on
the system’s fluctuations. The quantitative advantage,
however, comes at the price of weakened generality. In-
deed, at lower temperature, it needs to be replaced by
the inequality in Equation which gives the absolute
quantum limit. We finish this paragraph by consider-
ing some concrete examples for the thermal fluctuation—
dissipation inequality as well as deduce its consequences
on the fluctuations of the system degrees of freedom.

While the fluctuation—dissipation inequality [Equation
(25))] gives the absolute quantum limit of the fluctua-
tion’s correlations and provides the most accurate bound
for large frequencies (small time delays 7), the thermal
inequality (Equation ) puts the focus on the environ-
ment’s temperature and becomes more accurate at small
frequencies (large time delays 7). As expected, the ther-
mal fluctuation—dissipation inequality is hence connected
to the classical thermodynamic limit. For analytical de-
tails on how the noise kernel is affected by different types
of bath spectral densities, we refer to Appendix [F]

B. Numerical Results and Quantifying Error

We report the numerical results for the autocorrela-
tion of the momentum operator using the A-model for
the bath spectral density (see Equation (E3]) and Ap-

pendix [F| for details on the numerics), i.e., (O(t)Q(t'))s,
in Figure 2] We take the momentum correlation to il-
lustrate our findings as they play a role in the next sec-
tion dealing with the energy flow between system and
environment. As we anticipated from the expressions for
the noise correlations v and the response function y, the
autocorrelation is maximal if ¢ = ¢’ and decays expo-
nentially for increasing time delay |t — ¢'| (top of Figure
. Per construction (see Equation ), the momentum
correlator vanishes if either ¢ or ¢ is smaller than zero,
and the asymmetric shape with respect to the value at
t = t’' stems from the fact that we have set ¢; = 0 as

the initial time of our experiment. For comparison, if
we were to set t; — —oo, the shape would be fully sym-
metric. The momentum correlation at equal times in-
creases over time and reaches its late-time limit for times
t > 1/v0 (see Equation (A12))) (bottom of Figure [2).
As expected from Equation (27)), at all times, the mo-
mentum correlation exceeds the value prescribed by the
thermal fluctuation—dissipation inequality, where we re-
place v — (2/8)y in the evaluation of the time integrals
(dashed line, bottom of Figure [2)).

Starting from the microscopic model in Equation ,
the difference between a regime that is dominated by
quantum fluctuations and a regime that is dominated
by thermal fluctuations becomes immediately clear from
the coth function weighted by the bath spectral den-
sity. From this perspective, the thermal fluctuation—
dissipation inequality in Equation may appear de-
ceptively simple. However, when concrete examples for
realistic situations are considered, where the coth func-
tion and the bath spectral density are buried in many
layers of modeling and experimental circumstances, the
situation can be less clear. Sometimes, it may seem le-
gitimate to neglect certain types of fluctuations in the
interaction, and hence it becomes interesting to quantify
the resulting error. To this end, let us consider the dif-
ference between the exact momentum fluctuations and
their lower limit in terms of the thermal fluctuation—
dissipation inequality, i.e.,

a0 = [ a [ ar k@i [V(y—m—;v(y—x)
(28)

= [an [ay [ e S50

X % [hﬂw coth {hgw} - 1] v (w),

2
which is strictly positive by means of Equation . The
previous relation reveals quite intuitively the physical
meaning of the thermal fluctuation—dissipation inequal-
ity. The fluctuations of the system can be connected
to their thermal (~f~!) and quantum (~%w/2) na-
ture. Both are interwoven (~coth[/ifw/2]) into the non-
Markovian and nonequilibrium dynamics of the evolv-
ing system by means of the time and frequency inte-
grals in Equation . Furthermore, they are weighted
by the properties of the system and the environment
(x and «) which set the relevant energy scales for the
quantum fluctuations, i.e., wy and A,yy or Q, &, p(r,)
for the model in Equation or (see Appendix
IE)), respectively. The thermal fluctuation—dissipation in-
equality now puts a special emphasis on the thermal
(classical) fluctuations of the interaction, i.e., approx-
imates the hyperbolic cotangent in the frequency do-
main (Equation (23D))) by its value for small arguments.
Since there is no way to circumvent quantum mechan-
ics, the corresponding fluctuations always come on top,
and hence the thermal fluctuation—dissipation inequal-



ity provides a lower bound for sufficiently high temper-
atures (see discussion after Equation (27)). As a conse-
quence, in the extreme limit of vanishing temperature,
the thermal fluctuation—dissipation inequality becomes
trivial and the general fluctuation—dissipation inequality
or the Robertson—Schrodinger inequality (see, e.g., Equa-
tion ) provide a sharper and physically nontrivial
bound, since their focus lies on the quantumness of the
system. Even though such considerations are well-known
from equilibrium physics or nonequilibrium steady states,
our considerations show that such concepts can to some
extent be translated into the full nonequilibrium evolu-
tion of the system. In other words, Equation could
be understood as a measurement of the “quantumness”
of the nonequilibrium dynamics of a quantum Brownian
particle that also takes the particular bath spectral den-
sity into account. Indeed, for illustration, let us consider
the Markovian and late-time (equilibrium) limit of Equa-
tion (28). Using the A model (Equation and Ap-
pendix|[E]) in the limit A — oo (formally yields the Marko-
vian limit) and additionally assuming that vo < wp,
the polarizability |a(w)|* ~ md(w? — wd)/(2vow) and we
obtain lim; , A(t) = ([ABw/2] coth[hfw/2] — 1)/ —
hwo/2 as B — co. The fluctuations of the (momentum)
operator are purely quantum. For a numerical evaluation
of the role of the thermal fluctuation—dissipation inequal-
ity on the uncertainty function of the system, we refer to

Figure

For a more advanced example, we can extend the
previous discussion to the interaction of an atom with
the material-modified electromagnetic field. Consider-
ing alkali-metal atoms and conducting macroscopic bod-
ies, thermal fluctuations are usually much smaller than
any of the system’s resonances [87]. If the atom moves
with constant velocity in the vicinity of a macroscopic
body, it experiences a decelerating force, the so-called
quantum friction [88]. Even at zero temperature, the
motion-induced Doppler shift then instigates additional
low-frequency fluctuations into the system that, for sim-
plicity, can be understood as mimicking certain aspects
of thermal fluctuations [5I, B9]. The important point
is that, if one assumes that equilibrium can be estab-
lished locally, even though the system is in a nonequi-
librium state [90], the power incoming into the system
can be written in a form very similar to Equation
(see Equation (11) in ref. [50]). In the particular exam-
ple, a nonvanishing A(¢) hinted towards the negligence
of important fluctuations in the power spectrum [5I] and
could be shown to be a serious defect in the underly-
ing statistical modeling of the interaction [50]. One is
hence often well-advised to minimize A(¢) in (quantum)
fluctuation-induced systems.
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FIG. 2. Numerical evaluation of the symmetric fluctuations
(O(t)O(t'))s of the system’s momentum operator solely con-
nected to the fluctuating dynamics (see Equation ) as
a function of time in multiples of the dissipation rate .
We employ the A-model in Equation for the bath spec-
tral density and use parameters wo/v0 = 10, A/wo = 10,
andfifwy = 2 and work in dimensionless units where i = 1.
(top) Two-time correlation centered at the dissipation time
75+ and normalized to its equal-time correlation at t = g L
At t =14 1 the apparent kink is owed to the numerical res-
olution in time. The curve is smooth. (bottom) Equal-time
correlation normalized to its late-time limit (solid). Lower
bound prescribed by thermal fluctuation—dissipation inequal-
ity (dashed). The difference between the two is given by A(¢)

(Equation (28)).

V. NONEQUILIBRIUM CURRENT, ENERGY
FLOW, AND CURRENT FLUCTUATIONS

In the literature on thermodynamic uncertainty rela-
tions, it has become customary to use a nonequilibrium
current operator to quantify the degree of nonequilib-
rium, namely, the thermodynamic uncertainty relations
provide a lower bound on the fluctuations of that current
operator [9]. Quite generally, we can define the current
operator as

i3 [ 4 {fm.ie.8.i) @9

with an, in principle, arbitrary function f that, for sim-
plicity, is not explicitly time-dependent. We use the an-
ticommutator here in order to ensure the real expecta-
tion values in our later examples. Various examples of
such can be found in the literature (see Section . As
the particle is constantly exchanging energy with its sur-
roundings, we could for example choose to consider the
net power entering and exiting the particle, i.e.,

fr) =&(m)é(t —7) —~(t = 7)Q(7), (30)
where the first term corresponds to the incoming power
and the second term to the outgoing power. For simplic-
ity, we focus on the contributions to the power connected



to the noise operator (P, and Pfu¢) as the contributions
connected to the initial conditions simply decay into the
environment over time (see Equation and discus-
sion below). Given the specific form of f, due to the self-
consistency of our system, any autocorrelation of J re-
duces to calculating the moments of the (Gaussian) noise
operator é and solving the subsequent time integral [see
Equation ] For the net power the system exchanges
with the environment, we obtain

J = j nglxltc (31)

1 t
x [{é<s>, Q(s)} —2 / dr (s — I){Q(r), O(s)}

We remark that the clear splitting in different contribu-
tions of energy flows is connected to the linearity of the
system. By using the symmetric average, we can ren-
der the individual parts as physically meaningful. This
has been extensively discussed in the literature, and we
refer the reader to refs. [32, [OTH93] for further details.
In Figure [3] we report the outgoing power connected to
the system’s fluctuating dynamics using the bath spectral
density of Equation (E3]) (second part of Equations ,
see also Equation ([L7])). At late times, where the system
can equilibrate, it balances the ingoing power (first part
of Equation , see also Equation ), and there is
no net transfer of energy between system and its envi-
ronment on average [94, [95]. During the full course of
the nonequilibrium evolution, the corresponding expres-
sion using the thermal fluctuation—dissipation inequality
[Equation (27)] provides a lower bound to the outgoing
power. Since the properties of the momentum correlation
are inherited by the power, this behavior can be under-
stood in full similarity to our discussion of the momentum
correlations (see Equation and discussion below).

A. Generalized Current Fluctuations

In the context of the thermodynamic uncertainty rela-
tion, it is more interesting for us to consider the fluctu-
ations of the generalized current (see Section [[). As an
illustration and to keep the expressions transparent, we
focus on the incoming power only and consider the total
input power, i.e.,

f=b0)»dn=} [ ar 0100 @

On average, as the integral kernel of the previous equa-
tion approaches a constant at late times (see Section ,
the mean current is equal to the incoming instantaneous
power, i.e., (J)s/t — Py for t — oo (we use the time av-
erage for convergence following Refs. [16, 06]). Indeed,
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FIG. 3. Outgoing power connected to the fluctuating dynam-
ics of the system P2 (Equations and (BI))) as a function
of time in multiples of the dissipation rate ~y, ! Parameters
are chosen as in Figure 2] We normalize to the expression
for the ingoing power at late times Pin(c0) [Equation (T4a))]
in order to indicate the balancing of the two at equilibrium
(solid line). We further report the corresponding expression
using the thermal fluctuation—dissipation inequality, i.e., re-
placing v — (2/8)7 in the numerical evaluation, which is
always smaller than the full expression (dashed). Lastly, we
give the upper estimate of Equation (dotted).

using that fot dr [ da = fot dx fzt dr, we have that

/OtdtT/Ode @) (33)

- / dr L= Ly (@)w(@) = Pa(t),

t

t — 0.

For finite times, on the other hand, using Equation ,
we obtain

(AJm . /dx/ (34)
x [<é<x>éz<y>><c'2<x>é<y>> + E@E) Q@R

This result is exact for all times of the nonequilibrium
evolution and we note that we do not take the symmetric
average on the right-hand side of the previous line. In
order to employ our results on the (thermal) fluctuation—
dissipation inequality, we need to reorder Equation
using the commutators.

(€(2), Q)) =
(0(), O(y) —m/ dT/ a7

- 77—)11(7- - 77—)7

which yields for the variance of the generalized current
operator

<AJm . /dx/ " (36)
L



The previous line might appear more complicated than
Equation , but it enables us to dissect the underlying
physics.

Firstly, the foremost term of Equation (36)
is related to the incoming power Py,(t) in
the frequency domain Writing P, (t) =
fo dr [$2 [ g2 a(w)r(@)e 7 we can find a
relation to the frequency components of the incoming
power, i.e.,

E@O))s = / "ar Wy

0

S e

In other words, the first part of Equation can be
connected to the (squared) incoming power via the inte-
gral kernel (—iw)a(w)v(@). This becomes clear at late
times, where we can write

—71)v(z—7T) (37)

. tdo [* foNA SONA
tim [ [y g@dunémea. 6y

where we used that v(w) is an even function and that
a(w) fulfills the Kramers—Kronig relations [97]. For com-
parison, the incoming power at late times can be writ-
ten as lim; oo Pin(t) = 2f0 dw Pp(w), where we de-
fined Py (w) = Re[(—iw)a(w)r(w)]. We further note that
we can explicitly see that the incoming power balances
the outgoing power at late times. To this end, we write
ar = 2wRe[vp(w)]|a(w)|?. For the outgoing power, on
the other hand, we obtain Py — 2 [;° dw Pou(w) = Py
with Poy(w) = 2w?Re[vp(w)]]a(w)[*v(w) = Pp(w) in ac-
cordance with detailed balance.

Secondly, the last two lines of Equation feature
two terms that are given by average commutators only
(last term in brackets in the last two lines). These are
temperature-independent (see Equation in combi-
nation with Equation and discussion below) and are
hence solely dependent on quantum fluctuations. In the
high-temperature (classical) limit, where thermal fluctu-
ations dominate, they can be ignored.

Thirdly, Equation contains a number of terms that
are given by a combination of a symmetric average and
an average of a commutator. For times larger than the
typical dissipation time scale of the system (~7), these
can be expected to become exponentially small due to
symmetry reasons under the integral.

)V((D)efi(wﬂiz)zefi@(mfy) )
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Lastly, the remaining term (first term of the sec-
ond line) of Equation is even more interesting
from our perspective, as the noise kernel is evalu-
ated over the two-time correlations of the momentum
operator, and we can determine a lower bound by
means of the thermal fluctuation—dissipation inequal-
ity [Equation ] To this end, we split the integral

into fot dz fg dy = fot dx [foz dy + f; dy] and transform
fot dz fzt dy = fot dy :Oy dz. The first term of the second
(36)

line in Equation (36) can then be written as
t t .
|5 [ vtz - 0)@@ow) (39)
0 0
tdae [* N
=2 [ [ ayvta - 0@@)@w)-

where we used that the integral kernel is invariant with
respect to replacing x <+ y. Again, at later times, where
the initial jolt has been damped and the system is ap-
proaching the steady-state, we can employ the thermal
fluctuation—dissipation inequality (Equation ) and

recall the expression for the outgoing power PLUC(t) =

2 fot dr y(t — 7)(Q(1)O(t))s [see Equation (I7)], in order

to write

e [ AL A
2 [ [ avvta—pQ@aw). @)

tar e
=5t Phe(r)
_ <J§uutc>

gt

Collecting the results from the previous points, we can
formulate the relation

<(Aj1ﬂ) > Ffluc
W <J0ut >

out

2kpT (41)

which is a new form of thermodynamic uncertainty re-
lations: the fluctuations of the generalized current are
greater than or equal to the (time-averaged) outgoing
power times a thermal factor of 2kgT. From the per-
spective of the Brownian particle, the latter can be inter-
preted as dissipation/loss of energy to the environment.
Increasing the accuracy of the incoming power comes at
least at the price of the time-averaged dissipated energy
(compare with the original formulation of the TUR in
ref. [I]). Establishing an unambiguous connection to
entropy production in the complete system—although
rather commonly invoked in conventional formulations
of TURs—is nontrivial for general non-Markovian quan-
tum systems under fully nonequilibrium conditions. We
refer the reader, e.g., to our first work [I8] and refer-
ences therein for more details. Instead, we outline in
Section [V how our formalism can be applied to steady-
state heat transfer where an unambiguous connection to
entropy production is possible. To derive Equation ,



we had to assume that (i) the transitional dynamics is
starting to settle, i.e., we work at times larger than the
characteristic damping scales of the system-+environment
composite approaching the steady state (equilibrium in
the current case), and (ii) that quantum fluctuations can
be ignored. In any other situation, one needs to exer-
cise particular care and is probably better advised to use

Equation .

B. Non-Markovianity of the Damping Kernel

Remarkably, our thermodynamic uncertainty relation
connects the fluctuations of the nonequilibrium current
connected to the incoming power operator Ji, to the
power leaving the system PIUuc. Tt thereby establishes a
statistical statement on the energetic interaction between
system and environment in the course of their equilibra-
tion process. Only at late times, where P,,; — P, the
incoming power itself can be related to the lower thermo-
dynamic bound of its corresponding fluctuations. Since
we could provide an exact relation [Equation (36)], the
inequality can be refined by (i) including the additional
terms from Equation or (ii) by including higher-
order corrections from the noise correlation (Equation
2)).

Furthermore, we would like to comment on the Marko-
vian and high-temperature limit of Equation . Start-
ing from the A-model for the bath spectral density
(Equation and Appendix , the Markovian case
is achieved in the limit A — oo, where A (7) — 2v00(7).
In this case, the fluctuating part of the outgoing power

reduces to P (¢) — 2+ (Q2(t))s and is fully determined
by the momentum fluctuations of the system. For com-

parison, we have seen earlier (Figure that it is generally

true that (Q%(t))s > (Q(t)O(1))s, i.e., the momentum
correlations become maximal at equal times. Hence, a
general upper bound for the incoming power is given by

Ple < 2(0%(1)), / Cdr (=), (42)

Choosing once again v = v, in the limit A — oo, we
would reproduce the Markovian result for Piuc. How-

ever, for the non-Markovian case with finite A, we instead
obtain PHuc < 2+¢(1 —e~A)(Q%(t))s (t > 0). This is less

out

than or equal to the Markovian limit, and the equal-
ity is only achieved at late times (¢ — oo) (see Figure
. In other words, our non-Markovian thermodynamic
uncertainty relation (Equation ) can be expected to
provide a lower bound than its Markovian counterparts.
Furthermore, we remark that Equation is sensitive
to the particular regularization scheme [I8] [74].

Lastly, let us once again emphasize that it is not the
particular example of the nonequilibrium current we are
interested in, but Equation was rather chosen for
its simple form. The important insight is that we could
deduce a relation from a chain of arguments starting
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from the hermicity of the noise operators and the self-
consistency of our system+bath dynamics over the uncer-
tainty relations and the fluctuation—dissipation inequal-
ity, all the way to what we coined the thermal thermody-
namic uncertainty relation. In this way, the thermody-
namic uncertainty relation finds its clear footing in the
microscopic stochastic properties of open quantum sys-
tems.

We conclude our discussion in the next section by dis-
cussing one more example and connecting our formalism
to the related problem of steady-state heat transfer.

VI. NONEQUILIBRIUM STEADY STATE AND
CONNECTION TO HEAT TRANSFER

At late times, the energy lost to the environment
and the energy inflow into the system balance on av-
erage such that the system can equilibrate [(4]. The
net current (Equation ) vanishes in the mean, i.e.,
(J)s = 0. This, however, is not true for its fluctua-
tions that can remain finite even in equilibrium. To
see this more clearly, let us again for simplicity con-
sider the current connected to the incoming power only
(Equation (32)). From Equation (40), we immedi-
ately find the expected late-time limit (2/8)(Juc), —
(2/8) limt—, oo Pout(t) as found in Equation if we use
the relation lim;_ o fg dTw fox dy e = lim._, w%zze

The formalism we used above can be readily extended
to a situation of multiple particles connected to multiple
heat baths at different temperatures [94] 05, [08]. At late
times, the system then does not equilibrate but rather
reaches a nonequilibrium steady state, where it mediates
a constant average heat transfer between the heat baths
[99, 100] (see also refs. [43, 04, [95] I0T] for a modern
take on the topic). The fluctuations of such a nonequi-
librium steady-state current have been calculated quite
generally in refs. [I02HI04], and a particular focus on
the thermodynamic uncertainty relation was put just re-
cently in refs. [5, [16]. Comparing with our full nonequi-
librium form in Equation , it can be instructive to
explore how the thermal fluctuation—dissipation inequal-
ity affects the thermodynamic uncertainty in steady-state
heat transfer. It again turns out to be the hidden funda-
mental principle determining the macroscopic statistical
behavior.

For simplicity, we consider two interacting particles
connected to two heat baths individually. Furthermore,
we consider the simplified example of a delta-function-
shaped dissipation kernel v(t) ~ ~yd(t). Following the
approach and notation of ref. [94], we then obtain a sys-
tem of two coupled quantum Langevin equations (both
particles feature equal mass m = 1), i.e.,

X + 2v0x + 2x = &, (43)

2
where 2 = “;0 52 ) is the coupling matrix, x = (X1, X2)”

0
the vector operator for the two quantum degrees of free-



dom, and é = (51, fg)T the corresponding noise operator
of the respective quantum baths with (éi(w)éj (W))s =
210 (w+w') Gy (w)]i; = 4md(w+w')d;jv0fw coth[hwB; /2].
Here, 4;; is the Kronecker-delta and (31|, the inverse tem-
perature of the respective quantum baths. The heat flow
can be measured at various different points of the sys-
tem. However, in the nonequilibrium steady state, the
particular choice does not influence the result anymore.
For convenience, we define the nonequilibrium current as
the energy transferred from particle 2 to particle 1, i.e.,

ag

j=-2 / ds {xa(s). £ ()} (44)

We note that earlier references, e.g., refs. [5] 52] [102],
considered the energy transferred from one reservoir into
the coupled system, which requires a somewhat differ-
ent calculation. In Appendix [G] we explicitly show that
the same result can be obtained with the point of mea-
surement in Equation . After a lengthy but straight-
forward calculation, we find

<<Atj>2>s ~9 / ;L: (hw)*T(w) (45)
|70 (corh |27 — ot {’i‘”f?])Q
+ %coth {h“fl] coth {m;@] — ;]

with the transmission function T'(w) = (yowo )4 w3 —
w240 +2iyow] ™! (the product runs over all possible com-
bination of £1) This result, in different contexts leading
to various transmission coefficients, has been found by
many authors before, see, e.g., [52} 06] 102}, 103] [105] and
references therein.

Recently, it was found [5 [16] that steady-state heat
transfer is in accordance with the thermodynamic un-
certainty relation by means of an expansion of the ther-
mal functions in Equation , independent of the con-
crete form of the transmission coefficient (see Equations
(13)—(15) in [B]). To this end, we use that coth[z/2] =
1+ 2N (x) with N(z) = [e® — 1]~} as the bosonic occu-
pation number. If we further neglect the strictly positive
first term in Equation (45)), we follow ref. [16] and readily
find

«Atﬁ ~ / ‘217: (hw)*T(w) (46)
hw
x ot [%@—m] IN(B1) — N(8)]
L2 s
Ba—P01 t

Although the previous result could have been similarly
obtained from purely mathematical arguments, it be-
comes clear from our present discussion that the thermo-
dynamic uncertainty relation in steady-state heat trans-
fer is deeply rooted in the fluctuation—dissipation inequal-
ity, and hence the causality and the statistical properties
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of the underlying Hamiltonian. Indeed, in our simple case
of heat transfer with time-local dissipation kernel, the
thermal fluctuation—dissipation inequality is practically
a statement on the properties of the hyperbolic cotan-
gent in the second line of Equation (see discussion
below Equation ), which was the necessary step in
order to derive the inequality in Equation .

Lastly, we comment on the connection between the
thermodynamic uncertainty relation and entropy produc-
tion in the system. In the nonequilibrium steady state,
the density matrix of the system of interest becomes sta-
tionary per definition, as does the von Neumann entropy
of the system. However, due to the constant energy flow
mediated by the system, the total entropy of the sys-
tem+bath increases at a constant rate [78| [I06] and the
average entropy production rate in the total system was
identified via (9;S)s = (B2—81) " H(J)s [, [16]. In the case
of quantum Brownian motion, where the system can equi-
librate at late times, the entropy production vanishes. It
is rather the total change in entropy of the system over
the course of the equilibration process (Equation )
that quantifies the uncertainties. From the perspective
of the thermodynamic uncertainty relation, it can then
be more convenient to use the power flow between system
and environment in order to quantify dissipation (Equa-

tion (40)).

VII. CONCLUSIONS

We systematically explored the emergence of macro-
scopic thermodynamic uncertainty relations [I] for gen-
eralized currents from microscopic uncertainty princi-
ples of interacting open quantum systems. Using the
generic example of quantum Brownian motion, we set
the microscopic framework by adopting the fluctuation—
dissipation inequality [49] for the system’s microscopic
quantum degrees of freedom (canonical operators) [I§].
The fluctuation—dissipation inequality is solely based on
reasonable physical assumptions, such as the hermicity
of the involved operators and a causal interaction be-
tween system and bath. It provides the inexpugnable
lower bound for the system’s microscopic uncertainty—
including the Robertson—Schrodinger inequality as the
nonequilibrium standard quantum limit. However, when
thermal fluctuations are dominating, the fluctuation—
dissipation inequality may not provide the most accu-
rate lower bound. Moreover, although the fluctuation—
dissipation inequality is a fairly fundamental statement,
it is not sufficient to fully explain the emergence of a ther-
modynamic uncertainty relation for macroscopic thermo-
dynamic quantities. Instead, we needed to specify the
statistical properties of the bath in order to extract in-
formation on the temperature dependence of the sys-
tem’s fluctuations. Based on a microscopic model for
the bath spectral density, this led us to formulating a
thermal fluctuation—dissipation relation that is valid at
high temperatures, which provides a tighter bound than



the fluctuation—dissipation inequality. This means that
it can provide a better estimate in the thermal-energy-
dominated regimes (see Equation (27])). This thermal
fluctuation—dissipation inequality which applies to the
classical domain enables us to compare with popular
TURs in the literature [T, @), 13}, 107], where the high-
temperature limit is a requirement rather than a partic-
ular limit. When applied to the generalized current, we
show how it formally leads to a thermodynamic uncer-
tainty relation. In essence, it is the combination of the
statistical properties of the bath and the causality of the
system-+bath interaction that is inherited by thermody-
namic quantities (e.g. generalized currents) and can be
seen as the microscopic origin of thermodynamic uncer-
tainty relations in linear open quantum systems.

As an instructive example, we examine the power
entering the Brownian particle as the generalized cur-
rent and find an exact expression of the corresponding
current—current correlations. At high temperatures, ap-
plying the thermal fluctuation—dissipation inequality, in
Equation we showed that the corresponding fluc-
tuations are always equal to or greater than the aver-
age outgoing power weighted by a thermal factor 2kgT.
For temperatures that are low with respect to the domi-
nating energy scales in the system, quantum corrections
need to be taken into account. Our result fully includes
back-action from the environment onto the system and
respects the particular anatomy of realistic bath spec-
tral densities, albeit limited to the linear regime. It is
straight-forward to extend our formalism to multiple par-
ticles connected to several heat baths. This enabled us to
check the consistency of our result by rederiving a ther-
modynamic uncertainty relation already known from the
literature on steady-state heat transfer.

Our analysis sheds some light on how thermodynamic
uncertainty relations are deeply rooted in the quantum
uncertainty relations and how they impact macroscopic
observables. It further provides some basic tests and re-
quirements in the form of inequalities that any trustwor-
thy physical result within the realm of our assumptions
must comply with.

Acknowledgements D. Reiche thanks Francesco Intra-
vaia, Kurt Busch, and Markus Krutzik for enlightening
discussions. J.-T. Hsiang and B.-L. Hu thank Hing-Tong
Cho for an independent check of results presented in Ap-
pendix |Bl DR gratefully acknowledges support from the
German Space Agency (DLR) with funds provided by
the Federal Ministry for Economic Affairs and Climate
Action (BMWK) under grant number 50MW2251. JTH
is supported by the Ministry of Science and Technology
of Taiwan, R.O.C., under Grant No. MOST 110-2811-
M-008-522. The article processing charge was funded
by the Deutsche Forschungsgemeinschaft (DFG, German
Research Foundation)-491192747 and the Open Access
Publication Fund of Humboldt-Universitat zu Berlin.

14

Appendix A: Langevin Equation and Uncertainty
Relations

In the following, we provide details on the properties
of the Langevin equation and its solutions discussed in
Section [

The response function x(t) obeys the homogeneous
equation

() + w2x(t) + 2 / dr y(t —7)%(r) =0, (A1)

with the initial values x(0) = 0, x(0) = 1. We note that
the response function is causal x(7) = 0 for 7 < 0. Fur-
thermore, we can transform the convolution in Equation
to an algebraic expression in Fourier domain and
obtain for the response function the expression in Equa-
tion . Defining the matrix

X(t) X(t)>
Xt)=|("% : ,
xe = (56 X0
The general time-dependent solution for the quantum de-
gree of freedom reads

Q(t) == (Zg) =X(t) (Z:E?)D + /Ot dr X(t —7) (5(:)23))

(A2)

From this, we can derive the second-order correlations in
Equation (9).

1. Fluctuation—Dissipation Inequality

We begin our discussion with the relation between v
and v characterizing the environment. For any quantum
mechanically well-defined operator O(t) and scalar prod-
uct (-), we can state that

(O1(H)0(1)) = 0. (A4)

This implies that the quantum average of O (£)O(t) is a
semipositive definite function of time in the sense of [49]

/0th /Ot dr’ f*(r)(
{(fen

for all complex functions f(t).

({01 (1), 0(1)} + [O1(1),
/ dr / dr' f* () {01 (r), O (")
0 0

>i/0td7/0td7’f()<[

O (1)O(r")) f(7') (A5)

)/drf )>0

Writing OT( )O(t) =
O(t)])/2, we have that

O¥(7), O(r) f(7).



We note that, if O is hermitian and f a real function,
the r.h.s. of the previous line is antisymmetric with re-
spect to interchanging 7 <> 7’ and hence becomes triv-
ial. For nonhermitian operators, that is not necessarily
the case. Equation is a slightly generalized form of
the fluctuation—dissipation inequality put forward in ref.
[49]. If we now set 0= é , Equation simply states
that the hermicity of {C translates into a correlation func-
tion v that is a positive semidefinite function in the sense
of Equation . Alternatively, setting f(7) = 1, sub-
stituting z = 7 — 7’ and using

t T 0 t+x t t
/ dT/ :/ dx/ dT+/ dx/ dr, (A7)
0 T—t —t 0 0 T

We find that the fluctuations integrated over the full span
of time always are equal to or exceed the corresponding
first moment of the time delay, i.e.,

/dw _M_

Additionally, we can make a statement on the relation
between v and +y in frequency domain. To this end, with-
out loss of generality, we extend the integral boundaries
in our definition of the scalar product in Equation
to +oo. It is then possible to show that for stationary
noise and any instance of time, arbitrarily far from equi-
librium, the noise spectrum of the environment is always
equal to or exceeds the spectrum of the dissipation kernel
weighted by the factor hw (see ref. [49] for details) which
is stated in Equation . We note that the general-
ization to multivariate noise is straight-forward [49] 50].
Equation explicitly shows that detailed balance is
not necessarily fulfilled in nonequilibrium.

(A8)

2. Robertson—Schrédinger Inequality

In terms of the covariance matrix (AQ?),, the
Robertson—Schrédinger inequality can be stated as

det{AQ2), = det oy(t) + o(t)] > +

2
> 7 |(ta.d|

(A9)
We can specify the previous line to our specific situation.

First, we note that the cross correlations can be written
as

(44 = (@)(@))s = laolag (A10a)
/ dT/ d7 x(r Wit —7),
([4,d]) = ihw? det[X (A10b)

+2zh/ dT/ d7 x(r

where the subscript denote the corresponding compo-
nents of the matrix and we used that, at initial time ¢t = 0,

JT(r 7).
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the system and environment fulfill the usual canonical
commutation relations [§(0),§(0)/wd] = ih. Here, the
extra wy 2 is due to the proper deﬁnition of the canonical
momentum. Combining Equations (A9) and m, we
obtain the time-dependent Robertson— Schrodlnger func-
tion for strongly coupled system—bath dynamics

(A (1)s(AG°(1)s 2 ‘<(dc§ — @@ + i ‘<[q2 é]>’2
(A11)
> (izoa+ [ 07 [ it 7))
+ hro det[X ()]
+h Odet /dT/ A7 X(T)X(F)T (T — 7)

(A)T(r — %)} 2 .

+ h? UO dT/O d7 x(7)x

It is quite interesting to consider the late-time limit of
the previous inequality. To this end, we note that almost
all components of the first three terms of Equation
are given by elements of the linear response tensor X ().
Since the latter obeys the damped Equation , it can
generally be expected to vanish in the limit ¢ — co. The
remaining term lim; fg dr fot d7 x(n)x(F)v(r — 7) =
0 also vanishes since we integrate an odd function over
a symmetric integral. Only the last term in Equation
prevails at late times, such that the Robertson—
Schrédinger equation evolves according to

Jim (AG(0) (A (1))

> 2 U dT/d? )T — 7)} i
—i| [ 5 w2a<w>|2fy<w>]2.

For comparison, at late times, the fluctuation—dissipation
inequality applied to the variance of position and momen-
tum operators directly yields

Jim (AG*(6)s(A¢ (1)

= | [ 52 v | [ 55 o)

2| [ L la@Pn@l] | [ 52 el

The connection between the fluctuation—dissipation in-
equality (FDI) and the Robertson-Schrodinger (RS) un-
certainty relation is provided by the Cauchy—-Schwarz
(CS) inequality for integrals [I08], which further bounds

Equation (A13)) as

Jim (AG(1))s (AG (1))

(A12)

(A13)

(A14)



L [ & tairtn ] | [ £ el

S [[L se@rnel] @)

In fact, it can be shown that the last line of
the previous equation, i.e., the lower bound of the
Robertson—Schrodinger equation, reproduces the conven-
tional Heisenberg bound, since [ 92 w?|a(w)[?|y(w)| =
1/2 [18]. We kept the frequency representation as it
makes the connection to the fluctuation—dissipation in-
equality more transparent. In this way, at late times, the
fluctuation—dissipation inequality not only reproduces
the Robertson—Schrédinger equality as a special case, but
actually provides a stronger bound.

From the previous uncertainty relations, especially the
FDI in the second line of Equation , it becomes
clear that the strong coupling between the system and
its environment leads to fluctuations that can exceed the
usual Heisenberg bound. Indeed, the Heisenberg uncer-
tainty relation should be restored in the limit of vanish-
ingly small system+bath coupling which is implicitly en-
coded in the magnitude of 7. To show this explicitly, we
focus on the late-time limit for simplicity and note that
~(7) is a real function that is even in its argument such
that v(w) = 2Re[yg(w)]. In the limit of small coupling,
we then have that

wla(@) ()] ~ 78 (w3 — w? + 2wlmfyp(@)])*. (A15)
Here, 2wIm[yg(w)] can be seen as system’s resonance fre-
quency due to the coupling with the environment. In
leading order coupling, this is subleading with respect to
wop, So that we obtain

lim (AG2(£))s(AG2(1))s > % [1+O(v(w))]-

t—o00
v—0

(A16)

This is nothing but the Heisenberg uncertainty relation,
and we refer to, e.g., refs. [27, 28] for further details
as well as ref. [I8] for a finite-time version of Equation
(A14).

Appendix B: Wick’s Theorem for Thermal States

In the perturbative treatment of in—out quantum field
theory, the series is often expanded in terms of the vac-
uum n-point correlation functions of free fields, that
is, the vacuum expectation values of the time-ordered
product of n free-field operators. The Wick’s theorem
states [109] [I10] that the time-ordered product of the
free-field operators can be expressed as the sum of the
normal-ordered product and the permutation sums of the
products of pair-wise contractions. When the state is the
vacuum state of the free field, the normal-ordered term
vanishes and each contraction gives a Feynman propaga-
tor. Then, the Wick’s theorem implies that the vacuum
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n-point correlation functions of the free field can be ex-
panded by the permutation sums of the products of the
corresponding two-point Feynman propagators. Thus,
the perturbative quantum field theory reduces to the
knowledge of the two-point Feynman propagator.

However, the thermal expectation value of the normal-
ordered term in general does not vanish. So, we may won-
der whether the thermal expectation values of the time-
ordered product of n free-field operators can be likewise
expanded by the finite-temperature Feynman propaga-
tor. Various generalizations of the original Wick’ theorem
are formulated for finite-temperature field theory [I11],
in—in nonequilibrium field theory [112], and arbitrary ini-
tial state of the field operators [I13].

Here, we summarize the Wick’s theorem for the ther-
mal scalar field, proved in [I11] for readers’ convenience.
First, consider the thermal expectation value,

a @ = —
Tr{Ad & } with @, =4 & %= 7
oy -G, o &;,@+
(B1)
where a,, , d;rci are standard annihilation and creation

operators of the free quantum scalar field, and pg is the
thermal state of the field. The trace can be written as

T{ppta, -+ G, | = T{ 3Gy, G Gy -+, |

+ Tr{ﬁﬁaag [@al ) aag.] CAYG«4 dan }
+ ...
+ Tr{ﬁgaaz Qgq Qq,, 4 [aal , &an] }

By the Baker—Campbell-Hausdorff formula, we have
Pl BH — o=Bu g (PHute=BH _ o+Buw 4t (B3)

so, we can write the last term in (B3| as

Tr{réﬂdaz Qay * - O, da1} <B4)
= e~ rar By Tr{ﬁﬁaalaaza% . aan} ,
where A\_ = +1 and Ay = —1. Thus, we find
Tr{A Qg - & } = 7[6[““&&2] Tr{A Qq, - Q }
PBC&a;y an 1 — o a1 B, PpQas an
(B5)

I:aal ) das] ~

i ps vl ORI S

I:da17 @an] ~

+ 1— e*)\alﬁwkl T‘I‘{ﬁﬁaazﬁﬁdaz; e ééa",l} .



We next rewrite the factor of the form [dq,,da,](1 —

e~ raBwr )=l If q; = — that is, &,, = ag,, then the

At

factor is possibly nonzero only if ay = +, L.e., &g, = ay,,,
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Thus, altogether, we arrive at

[Ga,, Gas ) - o
1 2 — 60,176(124' <ak1a"[§2>5+5a1+5a27 <a/21ak2>ﬂ .

and we obtain (a1 = —, a2 = +) 1 — e~ Aa1Bwry
(B8)
[o?al , daz] 5 1 B6 With the notations we introduce here, we can write a real
1 — o Py Buk,  kike 7T TR0k (B6) scalar field operator as
= Oty ko (Nk1 + 1)
F = & x B9
= <ak1a22>,8 Xk:; afa(T) (B9)
with Ng, the Bose occupation number at frequency wg, .
and (-)p the average over a thermal density matrix at with
inverse temperature 5. On the other hand, if a; = +,
that is, 4, = . , then the factor i ibl, ) ik, a=-—, , a=—,
a %s, G, a.k1 Aen ei actor is possibly nonzero &, = C}? a_ Fulz) = uf a_ (B10)
only if ay = —, ie., Ga, = Gy, and we have (a; = +, ap, a=+, Up, a=+.
as = —)
[A R ] ) where wuyg is the mode function. Therefore, we can write
a(l )a(l
e = ks T (B7) ) )
Wiag...n = (G(z1) -+ ¢(Tn)) s (B11)
= Okyky Nk,
= <&lek2>ﬁ . as
Wi23...n, = Z Z Tr{pﬂaal to dan} fa1 (xl) s fan (xn)
-k a1-
= Z 3 [5a1,5a2+ (g, 1, )3 s, (1), (22) + Oy 8 (@3, ) 0, (010, (02)]
kiks aiaz
X Z Z Tr{ﬁﬁdas " 'dan} fas(@3) -+ fa, (xn) + -
k3---k, az-an
= (Glande)s 3 Y0 Tdpptu, b fay(3) - fa, (@)
,4:3 ‘ky, a3 ran
<(£< Z Z {ﬁ@dasz T dan} faz (22) fay(xa) -+ fa, (Tn) + -+ . (B12)

k2k4 ‘k,, azasa---an

for all permutations. Here (¢(z1)¢(22))s, for example,
is the thermal Feynman propagator, constructed from
the field operator evaluated at the spacetime points x;
and zo. In particular, the four-point function W34 =

(d(x1)d(2)p(x3)H(x4)) 5 can be expanded as

(1) d(22)d(w3)(24))5 = (D(@1)d(w2))5((3) D4

Note that the ordering of the operators matters. Equa-
tion (B13]) implies that we can write

({d(w1), D) H{(ws), d(w4) })5

= Wi234 + Wo134 + Wioas + Woaias

= W12Way + W13Way + W14Was + Wa1Wsy
+ Wo3Wiy + Wy Wiz + Wi12Wyz + Wi, Wos
+ W13Wayg + Wo1Waz + Way Wiz + Woz Wiy

= ({d(x1), d(a2) })s{{ls), d(za) }) s

+ 42013Woy + 4201423 . (B14)

This allows us to compute the energy current fluctua-
tions.

Appendix C: Fluctuating Energy Flow

We provide the necessary steps to derive Equation
, i.e., connecting the derivative of the mechanical en-



ergy stores in the operator Q explicitly with the incoming
and the outgoing power. The nontrivial part of the re-

lation is to connect the expression for PIU¢ in Equation

to the form used in Equation . We start from
Equation and note that the threefold integral can
be partially decoupled using

t T t t
/ dT/ dx:/ da:/ dr
0 0 0 x

such that we find

/Ot dr At — 1) /T ar (- VL) (C2)

(C1)

0
t t
= [ [ ar =i - )rer)
0 [l
t t—7’

= [ [ | v([tT']x)X(x)] ft.7),

as well as
/Ot dr’ /Ot dr’” gt — x(t — (' —7")  (C3)
= [ i [ gtemtv -2

for arbitrary functions f, g. Combining the previous lines
yields

/Ot dry(t — 1) /OT dr’ x(r —1")

t
X / dr” x(t — " w(r' = 1")

(C4)

_ Otdy ) /Ot dz UO dz A(z — 2)¢(@) | vy = 2)
- /Ot dy x(y) /Ot dz [¥(2) +wix(2)] v(y — 2).

The latter reproduces Equation .

Appendix D: Master Equation, Density Matrix, and
Von Neumann Entropy

Following refs. [63] [114] (see also Refs. [52] [61] [62]
67, 68, 114] for details), it is possible to connect the
solution to the quantum Langevin Equation (A3) to a
master equation for the corresponding Wigner function
Wi(q,4,t) (q,¢ are now to be understood as coordinates
and not operators). To this end, we start from the sta-
tistical relation

Wi(g:4,t) = ((0[Q(1) — Ql)e)q,

where we average over the initial conditions Qg = Q(0)
(see Equation (A3)) as well as the impact of the environ-
ment by means of the Feynman—Vernon functional inte-
gral (see refs. [56} [63 114] for details). Equation

(D1)
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yields for the characteristic function (Wigner function in
Fourier domain Q « k)

Wi (k, 1) = W, (XTk,0) e~ 2 20k, (D2a)

where we use the matrix X defined in Equation (A2]).
Upon differentiation with respect to time and performing
a Fourier transform, we obtain the master equation

Wr (q7 Cja t) =

1
{vgm +5Vo [2a+ 02" +4] VQ} Wi(4,4:t),

(D3)

where we introduced the matrix ® = —X X for conve-
nience of notation and the gradient with respect to the
coordinates, Q is to be understood as Vg = (9,,9;)T.
Equation is the Hu-Paz-Zhang master equation
with time-dependent coefficients [59]. We note that a
direct connection to our initial quantum Langevin equa-
tion [Equation @] can be seen from recasting the latter
in its time-local form [67, 115], i.e.,
q + Tr[®]q + det[®]G = &(t). (D4)
For given x(t) and v(t) (specifics of the sys-
tem), the dynamics of the system in quasi-phase
space is determined by the initial conditions as well
as the environment-induced Gaussian covariance ma-
trix. Choosing a simple Gaussian form for the initial
Wigner function

W, (XTk, 0) = e~ 2k 2o®k—-ik(Q(®) (D5)

We can perform the Fourier transform exactly and obtain

d2k —1k[o g 7 —
Wi (Q,t) :/(%)2 o~ 5k[2o () +a(t)]k ik [Q—(Q(1))]
(D6)

1 o= Q=@ [0 +e(] (@)
2m Videt[oo(t) + a(t)]]

Note that [d*Q W,(Q,t) = 1. Finally, for the density
matrix in position representation, we need to perform yet
another series of Gaussian integrals and obtain

pla=d/2a+d/2) = [ e Wigqn) (O
1 1
V21 \/[[6()]qql
1 (a= (@02 deta()]a’2+2i (15()]gq (4(8) +[5(D)]gq {a—(a(t) }a' )
X e_E [2(t)]qq

b

where we have defined &(t) = g, (t) + a(t) to shorten no-
tation, and the subscript “qq” denotes the correspond-
ing entry of the matrix. For vanishing mean values, i.e.
(G(t)) = {(G(t)) = 0, the previous line coincides with
Equation (3.23) of ref. [I9]. Such a result is quite re-
markable and was extensively discussed in refs. [19] (2]



because the density matrix p can now be rewritten in a
Gibbs form

1 N
p= Ee_ﬁ(t)H(t) (D8)
with effective temperature
1
2 detg(t) — 1) 2
B(t) = ——sinh ™! (det2(t) ~ ) (D9)

huwg 2
Quantifying the coupling between system and environ-
ment and the effective time-dependent Hamiltonian

1 det 5(t)+3
- 1 det5(t)—3

H{t) = B(t)" S 7=—rt Taots )]

< (@3 + @)@ — @Od0)s{.3}] -

(D10)

Note that the Robertson—-Schrodinger inequality is di-
rectly encoded in the temperature as well as in the cor-
responding partition function

2= \[deta(t) i

Combining the previous results leads to Equation
used in the main text [19] [78].

(D11)

Appendix E: Bath Spectral Density and Dissipation
Kernel

We review the common bath spectral densities and
their analytic properties (see Equation and discus-
sion below). First, we note that we can write (w, =
—w*,, wp = wk —dwl) [116].

—n?

Low) =52 (Ela)
w enwl
1) =22 ooy B0

with complex constants c_,, = c¢};. We can then evaluate
the dissipation kernel by means of the residue theorem

dw cnwl -
_ et n —iwT E2
) ;/277 @ 1wl 4 (@Wl2¢ (E2)
R

=2 Z e~wnlmIRe {cne*i‘” T} .

n>0

We note that, for simplicity, we have implicitly assumed
that there are no connected branch cuts in the bath spec-
tral density.

Let us introduce two relevant examples for the bath
spectral density. One convenient example that is often
used is to have I(w) either featuring exponential [28] or
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Lorentzian damping [114, [I17] at the order of a cut-off
frequency A. In the latter case, choosing so-called Ohmic
damping (linear in frequency), we can write

2% w

IA(W) - 2
T 14+ %z

(E3)

with 79 > 0 a phenomenological damping rate. We can
identify wf =0, w! = A, and ¢,, = 270A, and hence find

YA (T) = yoAe AT, (E4)

Another, more physical example, occurs when the system
is coupled to a bath that features collective oscillations
at frequency 2 and width x, where

w 2p(r, ) k22
lo(w) = (02— w?)? 4 K22 (E5)

Here, p(r,) is a geometric factor that gives the strength
of the interaction and could, in principle, depend on the
position of the particle. For instance, if the system is
an atom in the vicinity of a macroscopic object, p(r,)
would be connected to the small frequency value of the
local density of states of the material-modified electro-
magnetic vacuum [I18]. For positions r, close to an in-
terface, 2 would then be related to the surface plasmon-
or phonon-polariton frequency. See, e.g., refs. [IT9HI22]
for some applications of such a description. Furthermore,
we note that Equation is substantially different from
Equation (E3)), as it features its very own damping mech-
anism described by the phenomenological dissipation rate
k that is connected to the width of Q. Although it is
possible to solve the frequency integral for (7) with the
spectral bath density of Equation by means of an
exact partial fraction decomposition, it is simpler to con-
sider the limit k < 2, which holds for many realistic
cases, i.e.,

Io(w) ~ wp(ra) <( K/2 N k)2 ) |

m G- 5P WP
(E6)

This shows four poles in the complex frequency plane
at w = £Q + ik, and we can identify wf* = £Q, w! =
k/2 and ¢, = pq(ry). Consequently, we obtain for the
dissipation kernel

Y0(7) ~ p(ra)e” 27 cos[Q7]. (E7)

The spectral features of the environment asymptotically
show as an overall oscillatory behavior in the dissipation
kernel.

Lastly, it is relevant to mention that the bath spec-
tral densities lead to an intrinsically non-Markovian dis-
sipation kernel . Indeed, only in the limit of an in-
finitely large cut-off frequency A, the Ohmic damping
turns to its (classical) Markovian value v (1) — 2v00(7).
When the bath features at least one finite collective
resonance, the situation is even more intricate, as the



non-Markovianity remains even at zero damping, i.e.,
va(T) = p(ry) cos[§dr] if kK — 0. This non-Markovianity
can only be removed by fully decoupling the oscillat-
ing behavior of system and environment, i.e. for all
frequencies w relevant for the interaction we have that
limgs., In(w) reproduces the Ohmic spectral density in
Equation with 9 = p(ry)k and A = Q/k. For fur-
ther details as well as methods for quantifying the degree
of non-markovianity, we refer to, e.g., refs. [I17, 119} 123]
(see also the reviews [124], [129]).

Appendix F: Analytical and Numerical Treatment of
the Correlation Functions

Given the bath spectral densities in Appendix [E] we
compute analytical expressions for the noise kernel. We
further give details on the numerical integration used for
calculating correlation functions for the system degrees
of freedom.

From the expressions in Equation , we can derive
corrections to the inequality in Equation up to arbi-
trary order. To this end, we employ the series expansion
of the hyperbolic cotangent [I26H12§].

hﬁw} 2 — w
h = 2N (2 ) —
ot |5 P O)w2+(?ﬂ")2

and integrate the frequency integral for the noise corre-
lation in every order n, i.e.,

v(r) = ( —I—Z/dw _(::7)> (F2)

where n = 27/hf is the first Matsubara frequency
[129, 130]. We can solve the frequency integral quite
generally by means of the residue theorem. For simplic-
ity, we focus on isolated, simple poles of the bath spec-
tral density in the complex frequency plane such that the
spectral density takes the form

w)—FwHom

where F' is a positive constant and P(w) an analytic
function for complex frequencies (e.g., polynomial). We
have seen earlier that, given a residue w;, tw; are also
residues of the bath spectral density. For purely imagi-
nary residues w;, the set of additional solutions reduces
to @F = —w;. In this way, P(w) becomes an even func-
tion of frequency as does [ [;(w —w;). We note that I(w)
does not preserve causality under frequency integration
(see also Equation ) Causality, as we see in the fol-
lowing paragraph, is mathematically established by the
convergence criterion of the Fourier transform in Equa-
tion .

For illustration, let us consider the two bath spec-
tral densities in Equations (E3)) and . Applying the

(F1)

(F3)
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residue theorem to the overdamped model in Equation

(E3), we obtain

ua(r) = % (%

(7) + 27900 ) AT (2

n=1

X Ae—AlTl _ nne—nnlﬂ)

(F4)

which was, e.g., already reported in ref. [117]. For the
resonance model I [Equation (EG)], on the other hand,
we find

V() ~ %m(f) + %mra)

o~ [ QPcoslOr] gy ﬁMﬂnw
2 {92 + [ 2 (2 + [nn]?)? 7

(F5)

n=1

where we assumed /2 < 2 in the final expression.

Together with the expression for the system’s response
function, an exact integration of the system’s fluctua-
tions (Q(¢)Q(t'))s becomes possible for our choices of the
spectral bath density. To this end, we first note that the
polarizability a(w) features poles in the lower complex
frequency plane only, in order to preserve causality. We
can therefore evaluate the response function by means of
the residue theorem and obtain

dw 1 )
~ _ —lWwT F6
x(r) / 21 Wi —w? — 2iw79(w)6 (F6)
N
Pi(w;) _i.
=0 W\ W, T
Y[ 2 e
J=1k#j
where 1 < j < N is the number of roots w; solving
[w§ — wi]Pa(w;) — 2iw; P (w)) = 0 (F7)

and we have written the causal dissipation kernel as
the fraction of two complex polynomlals 'yg( )

Py (w)/Ps(w) (see, e.g., Equatlons E3) and (E6) in com-
bination with Equation (23)). x(7) is a real function due
to the crossing relation which translates into w; = —wj,
for k # j [97]. In other words, for purely complex res-
onances, as it is, e.g., the case in the model of Equa-
tion , the response function becomes exponentially
damped. In the other case, i.e., the model in Equation
, the system’s response function generally behaves as
the linear combination of damped oscillations with cou-
pling constants (we follow the notation of ref. [I17]).

P (w;)
dj = H, P (F8)
k#j

We iterate that the generalization to include branch cuts
in the bath spectral density is possible but requires more
care in the limiting procedures.

The properties of the field fluctuations v and the sys-
tem’s response function x are inherited by the fluctua-
tions of the system degree of freedom, i.e., (Q(¢)Q(t'))s =



f(f dz fg dy x(z)x(y)v(y — z +t — t') and similarly for
momentum and cross-correlations. For instance, in the
case of the A-model, due to the relatively simple form of
the response function x and the noise correlations v as
a linear combination of exponentially damped functions,
the corresponding time integrals can be solved analyti-
cally (see also ref. [I17] for the case of t = /). The
only complexity arises from properly accounting for the
time ordering between ¢ and ¢'. To this end, we note
that only the modulus square of the time argument 7 of
the noise kernel (see Equations and (F5)) is rele-
vant. For ¢ > t/, we use that the argument of v becomes
negative (positive) for y < (>)ax — (¢t — ¢') and split the

z—(t—t") t
0 dy + fif(tit,) dy. For

t < t/, we use that the noise kernel v is symmetric in its
argument and we reduce the problem to the previous case
t > t' by exchanging ¢ <> t. The subsequent integration
is then straight-forward and we employ a computer alge-
bra system to carry out the calculation. The Mathemat-
ica code [I31] and the calculated data is available upon
reasonable request. Lastly, we numerically compute the
sum over the coth’s complex thermal resonances (nn in
Equation (F4))), which is converging rapidly (at least as
n~2). Taken together, the previous reasoning is the basis
for the numerical evaluations performed for the present
manuscript.

y-integral into fot , dy =

Appendix G: Current—Current Fluctuations in
Steady-State Heat Transfer

Given the system of coupled Langevin equations in
Equation , the autocorrelation reads at late times
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@)~ [ 52 Dw). (G1a)
D(w) = D(w) - Gp(w) - D' (w), (G1b)
D(w) = [Q — w® — 2ivyw] - (Glce)

For further details, we also refer to refs. [52][94][132]. Us-
ing Equation (G1)), a straight-forward calculation yields
for the first two moments in the steady state

<{s>s ~5 / 3*: (iw) D))y, (G2a)
B 7 [9 2 (aet [p(w) - D'w)] (G20)

— D))z R(=w)]; + R()]ay R~y ),

where the subscript denotes the indices of the matrix. In
order to derive Equation (G2b]), we reordered the opera-
tors using the quantum average of the commutator

h dw . _

" had . Dt —iw(s—3)

el B D(w) - D'(w)e .
(G3)

Furthermore, we used that elements of the form
51 1.2 (6 ()5 () (1%, (5). X4(5)]) vanish under the in-
tegral at late times. Calculating the relevant matrix com-
ponents, the previous result reduces to a Landauer-type
formula for the average heat transfer

(J)s / dw
t () T(w)
X <coth [hwﬁl} — coth [W}>

2 2
with the transmission function defined below Equation

. Similarly, we find Equation .

([x(s),x(5)]) =

(G4)
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