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We derive new concentration bounds for time averages of measurement outcomes in
quantum Markov processes. This generalizes well-known bounds for classical Markov
chains which provide constraints on finite time fluctuations of time-additive quantities
around their averages. We employ spectral, perturbation and martingale techniques,
together with noncommutative L2 theory, to derive: (i) a Bernstein-type concentration
bound for time averages of the measurement outcomes of a quantum Markov chain, (ii)
a Hoeffding-type concentration bound for the same process, (iii) a generalization of the
Bernstein-type concentration bound for counting processes of continuous time quan-
tum Markov processes, (iv) new concentration bounds for empirical fluxes of classical
Markov chains which broaden the range of applicability of the corresponding classical
bounds beyond empirical averages. We also suggest potential application of our results
to parameter estimation and consider extensions to reducible quantum channels, multi-
time statistics and time-dependent measurements, and comment on the connection to
so-called thermodynamic uncertainty relations.

1 Introduction
Quantum Markov chains describe the evolution of a quantum system which interacts successively
with a sequence of identically prepared ancillary systems (input probes) modelling a memoryless
environment [1, 46]. Such dynamics can be seen as discrete-time versions of continuous-time open
system evolutions as encountered in quantum optics [29, 24, 55], and formalised the input-output
theory of quantum filtering and control [60, 19, 12, 52, 37]. The two settings are in fact closely
connected and can be related explicitly by time discretising techniques [5].

After the interaction, the probes (output) are in a finitely correlated state [28] which carries
information about the dynamics; such information can be extracted by performing successive mea-
surements on the outgoing probes. The stochastic process given by the sequence of measurement
outcomes has received significant attention in recent years. The ergodic properties of this process
have been studied in [47, 4, 22, 59, 21], while those of the corresponding conditional system state
(filter) have been analysed in [48, 17, 14, 2]. The large deviations theory of additive functionals of
the measurement process was established in [42] and extended in [50]. Motivated by the interest
in understanding the irreversible essence of repeated quantum measurements from a statistical
mechanics perspective, the papers [16, 13] have investigated large time asymptotics of the entropy
production. In the context of open quantum walks [6], the asymptotics of the process obtained
measuring the position of the walker on the graph have been studied [4, 22, 8, 57, 21]. Another
class of problems relates to fluctuations of measurement outcomes, which can be used to uncover
dynamical phase transitions of the quantum evolution, see for example [31, 43, 59]. In the one-
atom maser, non-demolition measurements of outgoing atoms have been used for reconstructing
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the initial photon distribution of a resonant electromagnetic cavity [39]. Further theoretical studies
have been carried out in [9, 10].

In contrast to the recent progress in understanding the asymptotics of the outcome process,
much less is known on the finite-time properties. Notable recent results in this direction are the
deviation bounds and concentration inequalities for quantum counting processes and homodyne
measurements obtained in [15] (hence regarding continuous time models). The main aim of the
present work is to provide new classes of concentration inequalities for additive functionals of
the finite-time measurement process, which complement the results of [15] and offer more explicit
bounds. We denote by X1, . . . , Xn the outcomes of the measurements on the first n output probes
and we consider a generic function f : I → R defined on the set I of all possible outcomes (we
will mainly consider the situation in which we perform the same measurement on every probe,
treating the general case in Subsection 5.3); under certain ergodicity conditions on the dynamic,
the empirical average process 1

n

∑n
k=1 f(Xk) converges almost surely to its stationary value π(f)

and we aim at finding a upper bound for the probability that 1
n

∑n
k=1 f(Xk) deviates from π(f)

more than γ for some fixed n ∈ N and γ > 0.
To get the general flavour of the results, we briefly discuss here the case of independent random

variables for which there is a well established theory even for more general functions than the
time average [18]; two well known bounds in this case are given by Bernstein’s and Hoeffding’s
inequalities. Assuming for simplicity that (Xk)nk=1 are independent and identically distributed
centered random variables, and that E[X2

1 ] ≤ b2 and |X1| ≤ c almost surely, Bernstein’s inequality
reads as follows (see [18, Theorem 2.10]):

P

(
1
n

n∑
k=1

Xk ≥ γ

)
≤ exp

(
−nγ

2b2

c2
h

(
2γc
b2

))

where h(x) = (
√

1 + x + x/2 + 1)−1; the bound depends on the random variables through their
variance an their magnitude in absolute value. On the other hand, Hoeffding’s inequality only
depends on the extension of the range of X1: if we have that a ≤ X1 ≤ b almost surely, one can
show ([18, Theorem 2.8]) that

P

(
1
n

n∑
k=1

Xk ≥ γ

)
≤ exp

(
−n 2γ2

(b− a)2

)
.

Much work has been done for extending these results to irreducible Markov chains. New Bernstein
and Hoeffding-type inequalities were recently obtained in order to tackle problems coming from
statistics and machine learning [44, 27], while Lezaud [49] and Glynn et al. [35] derived bounds
which have an intuitive interpretation and depend on relatively simple dynamical properties. More
specifically, the latter bounds involve the range and stationary variance of the function f , and the
spectral gap of the (multiplicative symmetrization of the) transition matrix P of the Markov chain
(Bernstein case) or the norm of the pseudo-resolvent (Id− P )−1 (Hoeffding case).

In this paper we find analogous bounds for the class of stochastic processes given by repeated
measurements on the output probes of a quantum Markov process. On a technical level, we
exploit perturbation theory and spectral methods used in [22, 59, 21] for proving the law of large
numbers, central limit theorem and large deviation principle for the output process. We also use
a generalisation of Poisson’s equation to decompose the empirical average into a martingale with
bounded increments and a negligible reminder as in [4]. Using these tools we obtain quantum
bounds which share the useful properties of the classical results in [49] and [35] .

Our main results are:

• A Bernstein-type concentration bound for time averages of the measurement outcomes of a
quantum Markov process, Theorem 3 below.

• A Hoeffding-type concentration for the same process, Theorem 5.

• A generalization of the Bernstein-type concentration bound for counting processes of continuous-
time quantum Markov processes, Theorem 7.
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• By specialising to classical Markov chains, we obtain a new concentration bound for empirical
fluxes, thus extending the range of applicability of the corresponding classical bounds beyond
empirical averages, Proposition 8 and Proposition 9.

The paper is organised as follows. In Section 2 we introduce in more detail the mathematical
model and we recall the objects and results that will be used to prove the main theorems. Sec. 3 is
devoted to prove the main results of the paper: a Bernstein-type and a Hoeffding-type inequalities
for the output process of quantum Markov chains. In Sec. 4 we show how perturbation theory
and spectral techniques can be used to derive concentration inequalities for the case of quantum
counting processes too. This result integrates the bounds obtained in [15], providing a simple
bound also for the case of counting processes and non-selfadjoint generators. Moreover, it bypasses
the problem of establishing functional inequalities and estimating the constants appearing in the
inequalities. In Sec. 5 we present extensions and applications of the previous results. Finally, in
Sec. 6 we provide our conclusions and outlook.

2 Notation and preliminaries
2.1 Quantum channels and irreducibility
We consider a finite dimensional Hilbert space Cd and we denote by Md(C) the set of d×d matrices
with complex entries. When considering the evolution of a quantum system described by Cd in
the Schrödinger picture, one endows Md(C) with the trace norm, i.e.

‖x‖1 := tr(|x|), ∀x ∈Md(C),

where we recall that |x| is the unique positive semidefinite square root of x∗x in the sense of
functional calculus. A state is any positive semidefinite x ∈ Md(C) with unit trace. In the
Heisenberg picture, Md(C) is considered together with the uniform norm, that is

‖x‖ := sup
u∈Cd,‖u‖=1

‖xu‖, ∀x ∈Md(C).

An observable is any selfadjoint element x ∈Md(C). We recall that the dual of Md(C) considered
with the uniform norm can be identified with Md(C) with the trace norm via the following isometry:

(Md(C), ‖ · ‖1) 3 x 7→ tr(·x) ∈ (Md(C), ‖ · ‖)∗.

We consider a completely positive unital linear map (that is, a quantum channel in the Heisenberg
picture) Φ : Md(C)→Md(C) and we denote by Φ∗ the dual of Φ, which is the completely positive
and trace preserving (that is, stochastic) map uniquely defined by the relation:

tr(xΦ(y)) = tr(Φ∗(x)y), ∀x, y ∈Md(C).

We recall that every completely positive map η admits a Kraus representation η(x) =
∑
jW

∗
j xWj ,

where {Wj} ⊆Md(C) is a finite collection of operators (called Kraus operators), and η is a quantum
channel if and only if

∑
jW

∗
jWj = 1. Unless stated otherwise, throughout this paper we will make

the following assumption.

Hypothesis (H): Φ is such that its dual admits a unique faithful invariant state σ, that is
Φ∗(σ) = σ and σ > 0.

We recall that hypothesis (H) is satisfied if and only if the following equivalent statements hold:

1. 1 is an algebraically simple eigenvalue of Φ with positive eigenvector,

2. let {Vi}i∈I be a choice of Kraus operators for Φ, then for every v ∈ Cd

span{Vin · · ·Vi1v : n ∈ N, i1, . . . in ∈ I} = Cd.

In this case the map Φ is said to be irreducible. The equivalence is a special instance of Perron-
Frobenius theory for completely positive (not necessarily unital) maps and that we report in the
following proposition (for more details see [61, Chapter 6] and [22, Section 3]).
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Proposition 1. Let η be a completely positive map acting on Md(C) for some finite dimensional
Hilbert space Cd, then its spectral radius r(η) := sup{|z| : z ∈ Sp(η)} is an eigenvalue of η with
positive semidefinite corresponding eigenvector x ≥ 0. Moreover, the following are equivalent:

1. r(η) is algebraically simple and x > 0,

2. let {Wj}j∈J be a choice of Kraus operators for η, then for every v ∈ Cd

span{Wjn · · ·Wj1v : n ∈ N, j1, . . . jn ∈ J} = Cd.

A stronger assumption which will not be required for our results, but provides a clearer picture
of the dynamical aspects is primitivity. The channel Φ is called primitive if it satisfies hypothesis
(H) and in addition it is aperiodic, i.e. its peripheral spectrum (the set of eigenvalues with absolute
value 1) contains only the eigenvalue 1.

2.2 KMS-inner product
There are several ways of equipping Md(C) with a Hilbert space structure, see for instance [3] and
[53] for connections with quantum statistics. In the derivation of our results we will make use of
the Kubo–Martin–Schwinger (KMS) inner product associated to a positive definite state σ, which
is defined as follows

〈x, y〉 := tr((σ 1
4xσ

1
4 )∗(σ 1

4 yσ
1
4 )) = tr(σ 1

2x∗σ
1
2 y), x, y ∈Md(C). (1)

As usual, we write ‖x‖2 for 〈x, x〉1/2. Given any map η acting on Md(C), we denote TR(η) the
trace of η, that is the unique linear functional on linear maps acting on Md(C) which is cyclic and

such that TR(Id) = dim(Md(C)) = d2; we recall that, given any orthonormal basis {xj}d
2

j=1 of
Md(C) with respect to the KMS-product, the usual formula for computing the trace as the sum of
diagonal elements holds true:

TR(η) =
d2∑
j=1
〈xj , η(xj)〉.

We will use the notation η† for referring to the adjoint with respect to the KMS-product of the

linear map η acting on Md(C); it is easy to see that η† = Γ−
1
2

σ ◦η∗ ◦Γ
1
2
σ , where Γασ is the completely

positive map defined as x 7→ σαxσα, for α ∈ R. If η is completely positive, so does η† and
this is what motivates our choice of inner product, since the KMS-product is the only one with
this property. Moreover, a Kraus decomposition of η induces a Kraus decomposition of η†: if
η(x) =

∑
jW

∗
j xWj it is easy to see that

η†(x) =
∑
j

{σ 1
2W ∗j σ

− 1
2 }∗x{σ 1

2W ∗j σ
− 1

2 }.

Let Φ be a quantum channel and assume that σ is an invariant state for Φ, then Φ† is again a
quantum channel with invariant state σ:

Φ†(1) = σ−
1
2 Φ∗(σ 1

2 1σ 1
2 )σ− 1

2 = 1, Φ†∗(σ) = σ
1
2 Φ(σ− 1

2σσ−
1
2 )σ 1

2 = σ.

The compatibility of KMS-inner product with the convex cone of positive semidefinite matrices
allows to decompose every selfadjoint matrix into the difference of two orthogonal positive semidef-
inite matrices (see [23, Theorem 3.9]): given x ∈Md(C), x = x∗ we can write

x = σ−
1
4 (σ 1

4xσ
1
4 )+σ

− 1
4︸ ︷︷ ︸

:=xσ,+

−σ− 1
4 (σ 1

4xσ
1
4 )−σ−

1
4︸ ︷︷ ︸

:=xσ,−

where (y)+ ((y)−) denotes the positive (negative) part of a selfadjoint operator y ∈Md(C) in the
sense of functional calculus. It is easy to see that xσ,± ≥ 0 and that they are orthogonal with
respect to the KMS-product. A simple consequence is the following useful fact which will be used
in the proof of our main theorem. With a slight abuse of notation, given a map η acting on Md(C),
we denote by ‖η‖2 the operator norm of η induced considering Md(C) endowed with the norm
‖ · ‖2.
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Lemma 2. Let η1 and η2 two positive maps defined on Md(C); then

‖η1 − η2‖2 ≤ ‖η1 + η2‖2.

Proof. Every x ∈Md(C) can be decomposed into the sum of two selfadjoint operators: its real part
<(x) := (x+ x∗)/2 and its imaginary part =(x) = (x− x∗)/(2i) and the KMS-norm is compatible
with this decomposition, in the sense that

‖x‖22 = ‖<(x)‖22 + ‖=(x)‖22.

Since η1 and η2 are positive, η1 − η2 and η1 + η2 are real, meaning that they preserve the real
subspace of selfadjoint operators. This two facts imply that η1− η2 and η1 + η2 attain their norms
on the set of selfadjoint operators of norm one. Let us consider x ∈ Md(C), x = x∗ such that
‖x‖2 = 1 and ‖(η1−η2)(x)‖2 = ‖η1−η2‖2; if we define |x|σ := xσ,+ +xσ,−, we have that ‖|x|‖2 = 1
and

‖η1 − η2‖22 = ‖η1 − η2(x)‖22 = ‖(η1(xσ,+) + η2(xσ,−))− (η1(xσ,−) + η2(xσ,+))‖22
= ‖η1(xσ,+) + η2(xσ,−)‖22 + ‖η1(xσ,−) + η2(xσ,+)‖22 − 2 〈η1(xσ,+) + η2(xσ,−), η1(xσ,−) + η2(xσ,+)〉︸ ︷︷ ︸

≥0

≤ ‖η1(xσ,+) + η2(xσ,−)‖22 + ‖η1(xσ,−) + η2(xσ,+)‖22 + 2〈η1(xσ,+) + η2(xσ,−), η1(xσ,−) + η2(xσ,+)〉
= ‖η1 + η2(|x|σ)‖22 ≤ ‖η1 + η2‖22.

2.3 Output Process of Quantum Markov Chains
In the input-output formalism [29] a quantum Markov chain is described as a quantum system
interacting sequentially with a chain of identically prepared ancillary systems (the input). After
the interaction, the ancillary systems form the output process, and can be measured to produce
a stochastic detection record called quantum trajectory. More formally, let us denote by h = Cd
the system Hilbert space and by ha the ancilla space, and assume that the latter is prepared in
the initial state |χ〉 ∈ ha; the interaction between the system and a single ancilla is described by a
unitary operator U : h⊗ ha → h⊗ ha. The reduced evolution of the state of the system after one
interaction with the ancillas is described by the following quantum channel called the transition
operator

Φ∗ : ρ 7→ trha(Uρ⊗ |χ〉 〈χ|U∗)

Any orthonormal basis {|i〉}i∈I for ha, induces a Kraus decomposition for Φ∗:

Φ∗(x) =
∑
i∈I

VixV
∗
i , Vi := 〈i|U |χ〉 , x ∈Md(C).

If the system is initially prepared in the state ρ, after n times steps its state is given by Φ∗n(ρ).
In general, hypothesis (H) does not guarantee convergence to stationary, i.e. limn→∞ Φ∗(ρ) = σ.
However, if Φ primitive (i.e. it satisfies hypothesis (H) and is aperiodic), then any initial state
converges to the stationary state.

Suppose now that, after every interaction between the system and the chain of ancillas, we
perform a measurement corresponding to the basis {|i〉}i∈I . The sequence of the outcomes of the
measurements (Xn)n∈N is a classical I-valued stochastic process whose law is uniquely determined
by the following collection of finite dimensional distributions: for every n ∈ N, i1, . . . , in ∈ I

Pρ(X1 = i1, . . . , Xn = in) = tr(Vin · · ·Vi1ρV ∗i1 · · ·V
∗
in). (2)

Note that if the system starts in the invariant state σ, the law of the outcome process is stationary:
for every n, k ∈ N, i1, . . . , ik ∈ I

Pσ(Xn = i1, . . . , Xn+k−1 = ik) = tr(Vik . . . Vi1Φ∗(n−1)(σ)V ∗i1 · · ·V
∗
Ik

)
= tr(Vik . . . Vi1σV ∗i1 · · ·V

∗
Ik

) = Pσ(X1 = i1, . . . , Xk = ik).

5



We denote by π the law of a single measurement under the stationary measure Pσ, i.e. π(i) =
tr(σV ∗i Vi) for every i ∈ I.

From (2) it follows that the joint distribution of two measurements at different times m > n ∈ N
is given by

Pρ(Xn = i,Xm = j) = tr(V ∗i Φ∗n−1(ρ)ViΦm−n−1(V ∗j Vj)). (3)

If Φ is primitive then Φk(V ∗j Vj) converges to π(j)1 for large k so the correlations between Xn and
Xm decay exponentially with m − n. In fact it has been shown that hypothesis (H) suffices to
establish several ergodic results [4, 22, 59]: given any function f : I → R, the process (f(Xn))n∈N
satisfies a strong law of large numbers, a central limit theorem and a large deviation principle. In
particular

lim
n→+∞

1
n

n∑
k=1

f(Xk) = π(f) Pρ-a.s. (4)

where π(f) =
∑
i∈I f(i)π(i). For the reader interested in what happens removing assumption (H),

we refer to [21, 34]; we will come back to this in Section 5.2.
Despite the fact that the asymptotic behaviour of the process (f(Xn))n∈N is rather well un-

derstood, less is known about its finite time properties, with the notable exception of the recent
concentration results for continuous-time Markov dynamics [15]. The main goal of the present
work is to derive alternative concentration bounds, i.e. upper bounds on the probability that
1
n

∑n
k=1 f(Xk) deviates from the limit value more than γ > 0

Pρ

(
1
n

n∑
k=1

f(Xk) ≥ π(f) + γ

)
. (5)

Note that by replacing f with −f one obtains an upper bound for the probability of left deviations
from the limit value and using the union bound, one can easily control deviations on both sides.

3 Quantum Markov Chains
3.1 Bernstein-type Inequality
In this section we prove a Bernstein-type inequality which provides a sub-Gaussian bound for small
deviations and a subexponential one for bigger deviations. The inequality involves the spectral gap
of the multiplicative symmetrization of the transition operator Φ, and the stationary variance and
range of the function f . The strategy of the proof is inspired by the classical result [49, Theorem
3.3] and relies on perturbation theory and spectral analysis, which is also the approach used in
[22, 59] for proving the law of large numbers and the large deviation principle for the process
(f(Xk))k∈N.

Theorem 3. Assume that Ψ := Φ†Φ is irreducible, and let f : I → R such that π(f) = 0,
π(f2) = b2 and ‖f‖∞ := maxi∈I |f(i)| = c for some b, c > 0. Then for every γ > 0, n ≥ 1

Pρ

(
1
n

n∑
k=1

f(Xk) ≥ γ
)
≤ Nρ exp

(
−nγ

2ε

6b2 h
(

10cγ
3b2

))
(6)

where ε is the spectral gap of Ψ, Nρ := ‖σ− 1
2 ρσ−

1
2 ‖2 and h(x) = (

√
1 + x+ x/2 + 1)−1.

We remark that a sufficient (but not necessary) condition for Ψ to be irreducible is that Φ is
positivity improving, i.e. that Φ(x) > 0 for every x ≥ 0.

Proof. We split the proof in 4 steps. The strategy is to use Markov inequality to bound the
deviation probabilities in terms of the moment generating function (Chernoff bound), which is
then bounded using perturbation theory and spectral properties.

1. Upper bound for the moment generating function (Laplace transform).
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An easy computation shows that the Laplace transform of nf̄n :=
∑n
k=1 f(Xk) can be expressed

in terms of the deformed transition operator Φu(x) =
∑
i∈I e

uf(i)V ∗i xVi, u > 0:

Eρ[enuf̄n ] = tr(ρΦnu(1)) = tr
(
σ

1
2 (σ− 1

2 ρσ−
1
2 )σ 1

2 Φnu(1)
)

= 〈σ− 1
2 ρσ−

1
2 ,Φnu(1)〉

≤ ‖σ− 1
2 ρσ−

1
2 ‖2 · ‖1‖2 · ‖Φnu‖2 = ‖σ− 1

2 ρσ−
1
2 ‖2 · ‖Φnu‖2.

(7)

By ‖Φnu‖2 we mean the operator norm of Φnu induced by Md(C) endowed with the KMS-norm.
The rest of the proof aims to upper bound ‖Φnu‖2; a first remark is that

‖Φnu‖2 ≤ ‖Φu‖n2 = ‖Ψu‖
n
2
2 = r(u)n2

where Ψu := Φ†uΦu and r(u) is the spectral radius of Ψu. Notice that for every u ∈ R, Φu =∑
i∈I(e

uf(i)
2 Vi)∗x(e

uf(i)
2 Vi) is completely positive, therefore Φ†u and Ψu are completely positive

too; Proposition 1 ensures that r(u) is an eigenvalue of Ψu. Moreover, we can write

Ψu(x) = Φ†uΦu(x) =
∑
i,j∈I
{e

u(f(i)+f(j))
2 Ki,j}∗x{e

u(f(i)+f(j))
2 Ki,j}

where Ki,j = Viσ
1
2V ∗j σ

− 1
2 are the Kraus operators of Ψ. Since Ψ is irreducible by assumption, its

Kraus operators satisfy condition 2. in Proposition 1. Since the Kraus operators of Ψu are multiples
of Ki,j , they also satisfy condition 2 and therefore r(u) is an algebraically simple eigenvalue of Ψu

for every u ∈ R.

2. Perturbation theory.
Direct computations show that Ψu is an analytic perturbation of Ψ = Ψ0: first notice that

Φu(x) =
+∞∑
k=0

uk

k!
∑
i∈I

f(i)kV ∗i xVi︸ ︷︷ ︸
=:Φ(k)

(8)

and that Φ(0) = Φ. Therefore we can write

Ψu = Φ†uΦu =
(+∞∑
k=0

uk

k! Φ(k)†

)(+∞∑
k=0

uk

k! Φ(k)

)
=

+∞∑
k=0

uk

k!

k∑
l=0

(
k

l

)
Φ(l)†Φ(k−l)

︸ ︷︷ ︸
=:Ψ(k)

(9)

and it is easy to see that Ψ(0) = Ψ. If the norms of Ψ(k) are upper bounded by a geometric
sequence, that is

‖Ψ(k)‖2 ≤ αβk−1 for k ≥ 1

for some α, β > 0, then perturbation theory ([45, Section II.2.2]) tells us that for |u| < (2αε−1+β)−1

(where ε is the spectral gap of Ψ), we can expand r(u) around 0:

r(u) = 1 +
+∞∑
k=1

r(k)uk.

Moreover, there is an explicit expression for the coefficients r(k)’s:

r(k) =
k∑
p=1

(−1)p

p

∑
ν1+···+νp=k, νi≥1

µ1+···+µp=p−1, µj≥0

1
ν1! · · · νp!

TR(Ψ(ν1)S(µ1) · · ·Ψ(νp)S(µp)),

where S(0) = − |1〉 〈1| and for µ ≥ 1, S(µ) is the µ-th power of

S(1) = (Ψ− Id + |1〉 〈1|)−1 − |1〉 〈1| .

7



Notice that ‖S(µ)‖2 = ε−µ for µ ≥ 1. More details can be found in [49, Section 2].

3. Upper bound for r(k)s.
The coefficient r(1) can be easily shown to be equal to zero due to the fact that f is centered:

|TR(Ψ(1)S(0))| ≤ 2|〈1,Φ(1)(1)〉| = 2π(f) = 0.

For bigger values of k, we will make extensive use of the estimates in the following lemma; we
recall that b2 = π(f2) and c = ‖f‖∞.

Lemma 4. Let k and m be two natural numbers; the following bounds hold true:

1. ‖Φ(m)†Φ(k)‖2 ≤ cm+k,

2. ‖Ψ(m)‖2 ≤ (2c)m,

3. ‖Φ(m)†Φ(k)(1)‖2 ≤ cm+k−1b for m+ k ≥ 1,

4. ‖Ψ(m)(1)‖2 ≤ 2(2c)m−1
b for m ≥ 1,

5. |〈1,Ψ(m)(1)〉| ≤ 4(2c)m−2
b2 for m ≥ 2.

Proof. 1. Lemma 1.3 in [51] ensures that if we consider a completely positive map η : Md(C) →
Md(C) such that η∗(σ) ≤ σ, then ‖η‖2 ≤ 1. If we apply it to Φ and Φ†, we get ‖Φ†Φ‖2 ≤ 1, which
proves equation in point 1. in the case k = m = 0. If k +m ≥ 1, notice that we can write

Φ(m)†Φ(k)(x)
cm+k =

∑
j,i∈I:

f(j)mf(i)k≥0

f(j)mf(i)k

cm+k K∗i,jxKi,j

︸ ︷︷ ︸
η+(x)

−
∑
j,i∈I:

f(j)mf(i)k<0

−f(j)mf(i)k

cm+k K∗i,jxKi,j

︸ ︷︷ ︸
η−(x)

.

η± are completely positive and, since ‖f‖∞ = c, they also satisfy (η+ + η−)∗(σ) ≤ Φ∗Φ†∗(σ) = σ,
hence ‖η+ + η−‖2 ≤ 1 and we get the thesis using Lemma 2.

2. By the explicit form of Ψ(m) and point 1. we get

‖Ψ(m)‖2 ≤
m∑
l=0

(
m

l

)
‖Φ(m)†Φ(m−l)‖2 ≤

(
m∑
l=0

(
m

l

))
cm = (2c)m.

3. Let us introduce the following selfadjoint operator

F (m,k) := Φ(m)†Φ(k)(1) =
∑
i,j∈I

f(i)kf(j)mK∗i,jKi,j ,

where we recall that Ki,j = Vi{σ
1
2V ∗j σ

− 1
2 } are the Kraus operators of Ψ; notice that F (m,k) is

a convex combination with operator weights K∗i,jKi,j of the matrices f(i)kf(j)m1. We get that

‖Φ(m)†Φ(k)(1)‖2 = tr(σ 1
2F (m,k)σ

1
2F (m,k)) 1

2 ≤ tr
(
σ
(
F (m,k)

)2
) 1

2

≤

∑
i,j∈I

f(i)2kf(j)2mtr(σK∗i,jKi,j)

 1
2

8



where we used Cauchy-Schwarz inequality for the trace and operator Jensen’s inequality (see for
instance [40, Theorem 2.1]), since t2 is operator convex on the whole real line. Notice that the last
term of the previous equation can be expressed as π̃(f(i)2kf(j)2m) 1

2 , where π̃ is the probability
measure on I2 defined as π̃(i, j) = tr(σK∗i,jKi,j); an easy computation shows that π̃ has marginals
equal to π. If k = 0 (and analogously if m = 0) we get that

π̃(f(i)2kf(j)2m) 1
2 = π(f2m) 1

2 ≤ cm−1b,

otherwise, if both m and k are bigger or equal than 1, we can still get the same bound:

π̃(f(i)2mf(j)2k) 1
2 ≤ π(f2m) 1

2 ck ≤ cm+k−1b.

4. Because of point 3., we obtain

‖Ψ(m)(1)‖2 ≤
m∑
l=0

(
m

l

)
‖Φ(l)†Φ(m−l)(1)‖2 ≤ 2(2c)m−1

b.

5. From the estimate in point 3. and the explicit expression of Ψ(m) we have that:

|〈1,Ψ(m)(1)〉| ≤
m∑
l=0

(
l

m

)
|〈Φ(l)(1),Φ(m−l)(1)〉|

≤
m∑
l=0

(
l

m

)
‖Φ(l)(1)‖2‖Φ(m−l)(1)‖2 ≤ 4(2c)m−2

b2.

In case l = 0 or l = m we do not make use of estimate in point 3., but the upper bound follows
from the observation that 〈1,Φ(m)(1)〉 = 〈Φ(m)(1),1〉 = π(fm).

Fix k ≥ 2. Since µ1 + · · ·+µp = p− 1, there must be a certain j ∈ {1, . . . , p} such that µj = 0;
by the cyclicity of the trace, without loss of generality we can assume that µp = 0. Using the
estimates in Lemma 4 we get that for p = 1

|TR(Ψ(k)S(0))| = |〈1,Ψ(k)(1)〉| ≤ 4(2c)k−2
b2.

Hence
|TR(Ψ(k)S(0))|

k! ≤ 2(2c)k−2
b2 ≤ b2

c

(
2c
ε

)k−1
. (10)

If p ≥ 2, then

|TR(Ψ(ν1)S(µ1) · · ·Ψ(νp)S(µp))| = |〈1,Ψ(ν1)S(µ1) · · ·Ψ(νp)(1)〉|

≤ ε1−p(2c)k−ν1−νp‖Ψ(ν1)(1)‖2‖Ψ(νp)(1)‖2 ≤ ε1−p(2c)k−ν1−νp22(2c)ν1+νp−2b2

≤ ε1−p2kck−2b2.

Hence
|TR(Ψ(ν1)S(µ1) · · ·Ψ(νp)S(µp))|

ν1! · · · νp!
≤ 2b2

c

(
2c
ε

)k−1
. (11)

For k ≥ 3, the following upper bound holds true (we refer to [49] for more details):

k∑
p=1

1
p

∑
ν1+···+νp=k, νi≥1

µ1+···+µp=p−1, µj≥0

≤ 5k−2.

We conclude that for k ≥ 3

|r(k)| ≤ 2b2

5c

(
10c
ε

)k−1
. (12)
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For k = 2 we upper bound |r(2)| in the following way: indeed, thank to equations (10) and (11),
we obtain

|r(2)| =
∣∣∣∣TR(Ψ(2)S(0))

2 − 〈Ψ(1)(1), S(1)Ψ(1)(1)〉
∣∣∣∣ ≤ 2b2 + 4b2

ε
≤ 6b2

ε
. (13)

Putting everything together we get that for 0 ≤ u < ε/(10c)

r(u) ≤ 1 +
∑
k≥1
|r(k)|uk ≤ 1 + u2 6b2

ε

∑
k≥0

(
10cu
ε

)k

≤ 1 + u2 6b2

ε

(
1− 10cu

ε

)−1
≤ eu

2 6b2
ε (1− 10cu

ε )−1
.

4. Chernoff bound and Fenchel-Legendre transform.
Now that we have an upper bound for the Laplace transform, we apply the usual machinery of the
Chernoff bound: using Markov inequality we obtain that for every 0 ≤ u < ε/(10c)

Pρ(f̄n ≥ γ) = Pρ(enuf̄n ≥ enuγ) ≤ e−nuγEρ[enuf̄ ]

≤ Nρ exp
{
−n

(
γu− u2 3b2

ε

(
1− 10cu

ε

)−1
)}

.

Taking the infimum of the rhs over admissible values of u, we obtain

Pρ

(
1
n

n∑
k=1

f(Xk) ≥ γ
)
≤ Nρ exp

(
−nγ

2ε

6b2 h
(

10cγ
3b2

))
for h(x) = (

√
1 + x+ x/2 + 1)−1.

3.1.1 Comparison to the classical concentration bound

For easier comparison between the bound in Theorem 3 and the classical Markov chains results in
[49], we report the latter below. Let Xn an irreducible Markov chain on the (finite) state space E
with transition matrix P , initial law ν and invariant measure π and let f : E → R be a bounded
function with π(f) = 0, π(f2) = b2 and ‖f‖∞ = c. Then

1. if P is selfadjoint, then

Pν

(
1
n

n∑
k=1

f(Xk) ≥ γ
)
≤
∥∥∥∥dνdπ

∥∥∥∥
2
ecε/5 exp

(
−nγ

2ε

2b2 h
(

5cγ
b2

))
,

where ε is the spectral gap of P ,

2. if P †P is irreducible, then

Pν

(
1
n

n∑
k=1

f(Xk) ≥ γ
)
≤
∥∥∥∥dνdπ

∥∥∥∥
2

exp
(
−nγ

2ε

4b2 h
(

5cγ
b2

))
, (14)

where ε is the spectral gap of P †P .

The difference in the constants appearing in the bound in equation (6) and in the classical one
(equation (14)) comes from the worse upper bound one can get for r(2) (equation (13)) in this
more general setting.

In order to obtain the result for P selfadjoint, a crucial observation is that, in this case,
Pu := PEu (where Eu = (δxyeuf(x))x,y∈E), is similar to a selfadjoint matrix: indeed, PEu =
E
−1/2
u (E1/2

u PE
−1/2
u )E−1/2

u . However this is not the case for Φu, as the following elementary exam-
ple shows. Let us consider a three dimensional quantum system, an orthonormal basis {|k〉}}2k=0
and the quantum channel Φ with the following Kraus operators:

Vk,k+1 = 1
2 |k + 1〉 〈k| , Vk,k−1 = 1

2 |k − 1〉 〈k| , for k = 0, 1, 2,

10



where k+ 1 and k− 1 are understood as modulo 3. In this case the index set of Kraus operators is
I = {(k, k + 1), (k, k − 1) : k = 0, 1, 2}. Φ is selfadjoint, but if we pick the function f(k, k + 1) = a
and f(k, k − 1) = b for some real numbers a 6= b, then then corresponding perturbation Φu has
complex eigenvalues for every u > 0, hence it cannot be similar to a selfadjoint map. A way of
better understanding the difference between the classical and the quantum setting highlighted by
the example is to notice that Φ is a quantum dilation of the symmetric random walk on a three
vertices ring: indeed, Φ preserves the algebra

∆ :=
{
x ∈Md(C) : x =

2∑
k=0

x(k) |k〉 〈k|
}
,

which is isomorphic to the algebra of functions on three points

`∞(E) := {g : E → C}, E = {0, 1, 2},

and its restriction to it is given by the the transition matrix corresponding to the symmetric
random walk on three vertices, i.e. P = (plk) where plk = 1

2 (δk,l+1 + δk,l−1); f is a function of the
jumps of the random walk and not of its states and the restriction of Φu to the diagonal algebra
∆ is given by a perturbation of P of the form Pu = (plkeuf(l,k)), which belongs to a more general
class of perturbations of P than the one considered in [49]. In Subsection 5.1 we will show how
this fact allows to prove new concentration inequalities for fluxes of classical Markov chains.

3.2 Hoeffding-type Inequality
In this section we prove a second quantum concentration bound inspired by classical result [35]
which relies on the application of a fundamental inequality for centered bounded random variables
(Hoeffding’s inequality) and the fact that 1

n

∑n−1
i=0 f(Xi) can be decomposed into a martingale

with bounded increments and a bounded reminder. The same martingale decomposition was also
used in [4] for proving the law of large number and the central limit theorem for (f(Xk))k∈N. The
following inequality does not involve any measure of the variance of the function f at stationarity
and, instead of the spectral gap of the multiplicative symmetrization of the quantum channel, it
depends on the norm of the pseudoresolvent (Id−Φ)−1. We remark that, contrary to Theorem 3,
in this case there are no further assumptions on Φ.

Theorem 5. For every f : I → R such that π(f) = 0 and ‖f‖∞ = c for some c > 0, then for
every γ > 0

Pρ

(
1
n

n∑
k=1

f(Xk) ≥ γ
)
≤ exp

(
− (nγ − 2G)2

2(n− 1)G2

)
for nγ ≥ 2G, (15)

where G = (1 + ‖(Id− Φ)−1
|F ‖∞)c and F := {x ∈Md(C) : tr(σx) = 0}.

With a slight abuse of notation, we write ‖(Id − Φ)−1
|F ‖∞ for denoting the operator norm of

(Id− Φ)−1
|F induced by considering the uniform norm on F . Notice that for n = 1, the constraint

on γ implies that γ ≥ 2c = 2‖f‖∞ and consequently Pρ(f(X1) ≥ γ) = 0.

Proof. For clarity we split the proof in three steps.

1. Poisson equation.
We start by discussing the quantum trajectories Markov process and its associated Poisson equa-
tion, which is a key tool in the proof. The pair (Xn, ρn) consisting of the n-th measurement
outcome Xn ∈ I and the conditional system state ρn is a Markov chain with

Pρ
(
Xn+1 = i, ρn+1 = ViωV

∗
i

tr(ViωV ∗i )

∣∣∣∣Xn = j, ρn = ω

)
= tr(ViωV ∗i ).

and initial condition

X1 = i and ρ1 = ViρV
∗
i

tr(ViρV ∗i ) with probability tr(ViρV ∗i ).

11



Its transition operator P is given by

Pg(i, ω) :=
∑
j∈I

g

(
j,

VjωV
∗
j

tr(VjωV ∗j )

)
tr(VjωV ∗j ).

The associated Poisson equation is

F (i, ω) = g(i, ω)− Pg(i, ω) (16)

where F (i, ω) is a given function, and one is interested in finding g(i, ω). We will provide an
heuristical explanation on how to find a solution of the Poisson equation. Whenever it is well
defined, a natural candidate for g is the function g(i, ω) =

∑
n≥1 E[F (Xn, ρn)|X1 = i, ρ1 = ω] =∑

n≥0 P
n(F )(i, ω); indeed

g(i, ω)− Pg(i, ω) =
∑
n≥0

PnF (i, ω)−
∑
n≥1

PnF (i, ω) = F (i, ω).

We now consider a function F which does not depend on the second argument F (i, ω) = f(i).
Using the explicit expression of P we can write

g(i, ω) = f(i) + tr

∑
n≥0

Φn(F)ω

 = f(i) + tr((Id− Φ)−1(F)ω)

where F =
∑
i∈I f(i)V ∗i Vi. With this in mind, the following steps should look very reasonable.

We recall that c := ‖f‖∞.

Lemma 6. The equation
(Id− Φ)(A) = F (17)

admits a solution and all the solutions differ for a multiple of the identity. We denote by Af the
unique solution such that tr(σAf ) = 0; we have that ‖Af‖ ≤ c‖(Id − Φ)−1

|F ‖∞ where F := {x ∈
Md(C) : tr(σx) = 0}.

Proof. Since Φ is irreducible, dim(ker(Id−Φ)) = 1 and 1 is also the codimension of rank(Id−Φ);
it is easy to see that rank(Id − Φ) = {x ∈ Md(C) : tr(σx) = 0} := F and equation (17) admits a
solution because tr(σF) = π(f) = 0. Two solutions of (17) differ for an element of ker(Id−Φ) = C1.
Finally, Id − Φ is a bijection on F , hence it makes sense to write Af = (Id − Φ)−1(F) and we
get that ‖Af‖ ≤ ‖(Id − Φ)−1

|F ‖∞‖F‖. We only need to show that ‖F‖ ≤ c: notice that F can be
written as the difference of two positive semidefinite matrices as

F =
∑
i∈I

f(i)≥0

f(i)V ∗i Vi −
∑
i∈I

f(i)<0

|f(i)|V ∗i Vi,

hence by [62, Corollary 3.17] we have that ‖F‖ ≤ ‖
∑
i∈I |f(i)|V ∗i Vi‖ ≤ c.

It is now an easy computation to verify that if we take g(i, ω) := f(i) + tr(Afω), then

f(i) = g(i, ω)− Pg(i, ω).

Moreover ‖g‖∞ ≤ c(1 + ‖(Id− Φ)−1
|F ‖∞).

2. Hoeffding’s inequality.
Thank to the previous step, we can write

∑n
k=1 f(Xk) as a martingale with bounded increments

and a bounded reminder:
n∑
k=1

f(Xk) =
n∑
k=1

g(Xk, ρk)− Eρ[g(Xk+1, ρk+1)|Xk, ρk]

=
n∑
k=2

g(Xk, ρk)− Eρ[g(Xk, ρk)|Xk−1, ρk−1]︸ ︷︷ ︸
Dk

+ g(X1, ρ1)− Eρ[g(Xn+1, ρn+1)|Xn, ρn].

12



We can easily bound from above the Laplace transform of
∑n
k=1 f(Xk) in the following way: for

every u > 0

Eρ[eu
∑n

k=1
f(Xk)] ≤ e2‖g‖∞uEρ[eu

∑n−1
k=2

DkEρ[euDn |Xn−1, ρn−1, . . . , X1, ρ1]]

≤ e2‖g‖∞ue‖g‖
2
∞u

2/2Eρ[eu
∑n−1

k=2
Dk ]

where in the last equation we used Hoeffding’s Lemma [18, Lemma 2.2]. By induction, we get

Eρ[eu
∑n

k=1
f(Xk)] ≤ exp(2‖g‖∞u+ (n− 1)‖g‖2∞u2/2).

3. Fenchel-Legendre transform
As in point 4. of the proof of Theorem 3, the final statement follows using Markov inequality and
optimizing (remembering that u > 0).

4 Quantum Counting Processes
In this section we consider continuous-time concentration bounds for counting measurements in the
output of a quantum Markov process. In this context, alternative concentration bounds have been
recently obtained in [15] using functional inequalities. While some concentration bounds involving
easily computable quantities have been proved in the diffusive case, for quantum counting processes
they are still missing. In this section we show that the same perturbative analysis as in the proof
of Theorem 3 can be used to take a first step towards filling this gap. More precisely, we consider
a continuous-time quantum Markov process with GKLS generator [29] given by

L(x) + i[H,x] =
∑
i∈I

L∗i xLi −
1
2{L

∗
iLi, x}, x ∈Md(C) (18)

where [x, y] := xy−yx, {x, y} := xy+yx, H ∈Md(C) is selfadjoint and {Li}i∈I is a finite collection
of operators in Md(C). It is well known that the family of maps Φt := etL for t ≥ 0 is a uniformly
continuous semigroup of quantum channels. Analogously to the discrete time case, we need to
make an irreducibility assumption.

There exists a unique faithful state σ such that L∗(σ) = 0. (H′)

Hypothesis (H′) means that (Φt)t≥0 is irreducible. There are many ways of defining quantum
counting processes: we will follow the formulation of Davis and Srinivas [26, 58] and we refer to
[15] and references therein for their definition thorough quantum stochastic calculus and quantum
filtering or how to characterize them using stochastic Schrödinger equations. Before doing that, it is
convenient to introduce some notation: we define the completely positive map Ji(x) = L∗i xLi and
the semigroup of completely positive maps etL0(x) = etG

∗
xetG, where G := iH − 1

2
∑
i∈I L

∗
iLi. As

the process that we studied in previous sections, also the one we are about to define can be used to
model the stochastic process coming from indirect measurements performed on a certain quantum
system. We assume that the system is coupled to |I| detectors: when the i-th detector clicks, the
state of the system evolves according to the map ρ 7→ J ∗i (ρ)/tr(J ∗i (ρ)), while in between detections
the evolution is dictated by etL

∗
0 (ρ). At time t the instantaneous intensity corresponding to the

i-th detector is given by tr(J ∗i (ρt−)), where ρt is the stochastic process describing the evolution
of the state of the system. More formally, we can use Dyson’s expansion of the semigroup Φt in
order to define a proper probability measure on Ωt = {(t1, i1, . . . , tk, ik) : k ∈ N, 0 ≤ t1 ≤ · · · ≤
tk ≤ t, i1, . . . , ik ∈ I}:

Φt(ρ) = etL
∗
0 (ρ)

+
+∞∑
k=1

∑
i1,...,ik∈I

∫ t

0
· · ·
∫ t2

0
e(t−tk)L∗0J ∗ik · · · J

∗
ik
et1L

∗
0 (ρ)dt1 · · · dtk.
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Notice that

Ωt = {∅} ∪
+∞⋃
k=1

Ik × {(t1, . . . , tk) ∈ [0, t]k : t1 ≤ · · · ≤ tk},

so there is a natural way of endowing it with the σ-field induce by considering the σ-field of all
the subsets on {∅} and I, and the Lebesgue σ-field on {(t1, . . . , tk) ∈ [0, t]k : t1 ≤ · · · ≤ tk}. We
denote by dµ the unique measure such that µ({∅}) = 1 and µ({(i1, . . . , ik) × B) is the Lebesgue
measure of B for every (i1, . . . , ik) ∈ Ik, B ⊆ {(t1, . . . , tk) ∈ [0, t]k : t1 ≤ · · · ≤ tk}. Notice that
the following normalization condition holds true

1 = tr(Φt(ρ)) =

= tr(etL
∗
0 (ρ)) +

+∞∑
k=1

∫ t

0
· · ·
∫ t2

0
tr(e(t−tk)L∗0J ∗ik · · · J

∗
ik
et1L

∗
0 (ρ))dt1 · · · dtk,

and that the expression below safely defines a probability density on Ωt:

dPρ
dµ

(∅) = tr(etL
∗
0 (ρ)), dPρ

dµ
(t1, i1, . . . , tk, ik) = tr(e(t−tk)L∗0J ∗ik · · · J

∗
ik
et1L

∗
0 (ρ)). (19)

We will derive a deviation bound for the random variable Ni(t) that counts the number of clicks
of the i-th detector until time t, i.e.

Ni(t)(∅) = 0, Ni(t)(t1, i1, . . . , tk, ik) =
k∑
l=1

δi,il .

We recall that the real part of an operator η : Md(C)→Md(C) is defined as <(η) := (η + η†)/2.

Theorem 7. Consider an arbitrary, but fixed index i ∈ I and define A := <(L) and B = <(Ji).
Assuming that A generates an irreducible quantum Markov semigroup, then for any t ≥ 0, γ > 0
the following inequality holds true:

Pρ
(
Ni(t)
t
−mi ≥ γ

)
≤ Nρ exp

(
−t

(
γ2

2
(
m+ 2b2

ε +
( 5α
ε ∨

5
2
)
γ
))) (20)

where m := tr(L∗iLiσ) is the intensity of Ni at stationarity, Nρ := ‖σ− 1
2 ρσ−

1
2 ‖2, α := ‖B‖2,

b := ‖B(1)‖2 and ε is the spectral gap of A.

Once again, with a slight abuse of notation, we denote by ‖B‖2 the operator norm of B in-
duced by considering Md(C) with the KMS-norm. We remark that a sufficient condition for A
to generate an irreducible quantum Markov semigroup is that [H,σ] = 0. Indeed, both L and
L† generate irreducible quantum Markov semigroups with faithful invariant state σ, hence σ is a
faithful invariant state for A too. Moreover, we can easily compute the GKLS form of L† induced
by the one of L in equation (18), which reads

L†(x) = i[σ− 1
2Hσ

1
2 , x] +

∑
i∈I

L′∗i xL
′
i −

1
2{L

′∗
i L
′
i, x}, x ∈Md(C),

where we omit the exact expression of L′i’s. Since we assumed that [H,σ] = 0, σ−
1
2Hσ

1
2 = H.

Putting together the GKLS forms of L and L†, we can express A = (L+ L†)/2 as

i[H,x] + 1
2

(∑
i∈I

L′∗i xL
′
i −

1
2{L

′∗
i L
′
i, x}

+
∑
i∈I

L∗i xLi −
1
2{L

∗
iLi, x}

)
, x ∈Md(C).

The irreducibility of a quantum Markov semigroup with faithful invariant state is equivalent to
the fact that the commutant of the Hamiltonian, the noise operators and their adjoints is equal to
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C1 ([61, Theorem 7.2]), hence we can conclude that A generates an irreducible quantum Markov
semigroup: indeed, we have that

{H,Li, L∗i , L′i, L′∗i }′ = {H,Li, L∗i }′ ∩ {H,L′i, L′∗i }′ = C1.

Proof. Using the explicit expression of the density of Pρ given in equation (19), one can show that
the Laplace transform of Ni(t) can be expressed in terms of a smooth perturbation of the Lindblad
generator:

Eρ[euNi(t)] = tr(ρetLu(1))
where Lu(·) = L(·) + (eu − 1)Ji(·); we refer to Appendix A in [15] for a proof using quantum
stochastic calculus. Using Lumer-Phillips theorem, we get to

Eρ[euNi(t)] ≤ Nρetr(u) ≤ Nρet|r(u)|,

where r(u) is the largest eigenvalue of Au := <(Lu). Notice that Au is a smooth perturbation of
A := <(L):

Au = A+
∑
k≥1

uk

k! B

and B = <(Ji). From perturbation theory we get that if A is the generator of an irreducible
quantum Markov semigroup with spectral gap equal to ε and if we call α := ‖B‖2, we can expand
r(u) =

∑
k≥1 r

(k)uk around u = 0 for u < (2αε−1 + 1)−1 and the coefficients r(k)’s are provided
by the following expression:

r(k) =
k∑
p=1

(−1)p

p

∑
ν1+···+νp=k, νi≥1

µ1+···+µp=p−1, µj≥0

1
ν1! · · · νp!

TR(BS(µ1) · · · BS(µp)),

S(0) = − |1〉 〈1| and for µ ≥ 1, S(µ) is the µ-th power of

S(1) = (A+ |1〉 〈1|)−1 − |1〉 〈1| .

Notice that ‖S(µ)‖2 = ε−µ for µ ≥ 1. This time we get that

r(1) = 〈1,B(1)〉 = tr(σL∗iLi) := m,

which is the intensity of Ni in the stationary regime. For the other terms we need to introduce the
notation b := ‖B(1)‖2; then we get that

|r(2)| ≤ m

2 + |〈B(1), S(1)B(1)〉 ≤ m

2 + b2

ε

and, for k ≥ 3,

|r(k)| ≤

{
m
k! + b2

5α
( 5α
ε

)k−1 if 2α/ε ≥ 1
m
k! + 2b2

5ε
( 5

2
)k−1 o.w.

,

where we used that ν1! · · · νp! ≥ 2k−p and for p ≥ 2∣∣∣∣TR(BS(µ1) · · · BS(µp))
ν1! · · · νp!

∣∣∣∣ ≤ b2

α

(
2α
ε

)p−1 1
2k−1 ≤

{
b2

α

(
α
ε

)k−1 if 2α
ε ≥ 1

b2

α

( 2α
ε

) 1
2k−1 o.w.

Wrapping up everything, we obtain that

|r(u)| ≤ m(eu − 1) + b2

ε
u2
(

1−
(

5α
ε
∨ 5

2

)
u

)−1
(21)

Hence, one gets that for every u > 0

Pρ
(
Nt
t
−m ≥ γ

)
≤ Nρ exp

(
−t

(
γu−m(eu − u− 1)− b2

ε
u2
(

1−
(

5α
ε
∨ 5

2

)
u

)−1
))

(22)
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Notice that the term etm(eu−1) in the r.h.s. of equation (22) is exactly the Laplace transform of a
Poisson process with intensity m. The extra terms come from the correlations between the process
Nt at different times and the convergence towards the stationary regime. The statement follows
from the same computations as in [44, Lemma 9].

Below we provide some simple bounds for some of the quantities appearing in inequality (20).

• Using triangular inequality, we get

b := ‖B(1)‖2 ≤
‖L∗iLi‖2 + ‖(σ 1

2L∗i σ
− 1

2 )∗(σ 1
2L∗i σ

− 1
2 )‖2

2 .

Then, we can apply Cauchy-Schwarz inequality:

‖L∗iLi‖2 = tr(σ 1
2L∗iLiσ

1
2L∗iLi)

1
2 ≤ tr(σ(L∗iLi)2) 1

2 ≤ ‖L∗iLi‖
1
2m

1
2

and
‖(σ 1

2L∗i σ
− 1

2 )∗(σ 1
2L∗i σ

− 1
2 )‖2 ≤ ‖(σ

1
2L∗i σ

− 1
2 )∗(σ 1

2L∗i σ
− 1

2 )∗‖ 1
2m

1
2 .

• Notice that
α := ‖B‖2 ≤ ‖L∗i · Li‖2 = ‖(σ 1

2L∗i σ
− 1

2 )∗ · (σ 1
2L∗i σ

− 1
2 )‖2.

Let us denote by Sp(σ) the spectrum of σ; since

LiσL
∗
i ≤ LiL∗i ≤

‖LiL∗i ‖
min(Sp(σ))σ,

(σ 1
2L∗i σ

− 1
2 )σ(σ 1

2L∗i σ
− 1

2 )∗ ≤ ‖(σ
1
2L∗i σ

− 1
2 )(σ 1

2L∗i σ
− 1

2 )∗‖σ
min(Sp(σ)) ,

Lemma 1.3 in [51] implies that

‖B‖2 ≤ min{‖LiL∗i ‖, ‖(σ
1
2L∗i σ

− 1
2 )(σ 1

2L∗i σ
− 1

2 )∗‖}/min(Sp(σ)).

We remark that the proof of Theorem 7 works also for the more general case of the counting
processes Yj defined in [15], which correspond to a change of basis before detection.

5 Extensions and Applications
5.1 Concentration bounds for fluxes of classical Markov chains
Let us consider a classical Markov chain (Xn)n≥1 with finite state space E and transition matrix
P = (pxy)x,y∈E which is irreducible and admits a unique invariant measure (σx)x∈E . Instead of
looking at functions of the state of the Markov chain, one may be interested in having concentration
bounds for empirical fluxes, i.e. empirical means of functions of the jumps f : E2 → R (for instance
for estimating jump probabilities). Having a wide range of concentration bounds for the empirical
mean of functions of the state of a Markov chain, a first natural attempt is considering fluxes as
functions of the state of the doubled up Markov chain (X̃n)n≥1, which is the Markov chain with
state space Ẽ := {(x, y) ∈ E2 : pxy > 0} and with transition matrix given by P̃ = (p̃(x,y)(z,w)),
with p̃(x,y)(z,w) = δy,zpyw; if P is irreducible, then so is P̃ and its unique invariant distribution

is the measure (σxpxy)x,y. However, in general the matrix P̃ behaves in a less nice way than P :
for instance, Theorems 1.1 and 3.3 in [49] can never be applied to the doubled up Markov chain
for non-trivial models, since both P̃ being selfadjoint or P̃ †P̃ being irreducible imply that E is a
singleton. Remarkably, we can carry out the proofs of Theorems 3 and 5 in this classical setting
and they provide concentration inequalities for empirical fluxes involving the matrix P instead of
P̃ : this reflects the fact that P already contains all the information about jumps. Let ν be any
initial probability measure on E; for the Bernstein bound it is enough to notice that for every
u > 0

Eν [eu
∑n

k=1
f(Xk,Xk+1)] = ν · Pnu · 1
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where (Pu)xy = pxye
uf(x,y) and 1 is the constant function on E equal to 1. The proof of Theorem

3 can be carried out replacing Md(C) with `∞(E) := {f : E → C} and Φ with P ; in this particular
setting `∞(E) can be turned into a Hilbert space with respect to the inner product

〈h, g〉 =
∑
x∈E

σxh(x)g(x), h, g ∈ `∞(E)

The Bernstein-type inequality for fluxes reads as follows. We recall that Ẽ := {(x, y) ∈ E2 : pxy >
0}, π(x, y) = σxpxy.

Proposition 8. If Q := P †P is irreducible, then for every f : Ẽ → R such that π(f) = 0,
π(f2) = b2 and ‖f‖∞ = c for some b, c > 0 and for every γ > 0, n ≥ 1

Pν

(
1
n

n∑
k=1

f(Xk, Xk+1) ≥ γ
)
≤ Nν exp

(
−nγ

2ε

6b2 h
(

10cγ
3b2

))
(23)

where ε is the spectral gap of Q, Nν := ‖ dνdσ‖2 and h(x) = (
√

1 + x+ x/2 + 1)−1.

Regarding the Hoeffding-type inequality, one just needs to notice that, calling af ∈ `∞(E) the
unique centered solution of

(Id− P )(h)(x) =
∑
y∈E

pxyf(x, y), h ∈ `∞(E),

for every k ≥ 1, we can write f(Xk, Xk+1) = g(Xk, Xk+1) − Eν [g(Xk, Xk+1)|Xk−1, Xk], where
g(x, y) = f(x, y) + af (y) (once again we assume that π(f) = 0). Repeating the same steps as in
the proof of Theorem 5, we can obtain the following.

Proposition 9. For every f : Ẽ → R such that π(f) = 0 and ‖f‖∞ = c for some c > 0, then for
every γ > 0

Pν

(
1
n

n∑
k=1

f(Xk, Xk+1) ≥ γ
)
≤ exp

(
− (nγ − 2G)2

2(n− 1)G2

)
for nγ ≥ 2G, (24)

where G = (1 + ‖(Id− P )−1
|F ‖∞)c and F := {h ∈ `∞(E) : σ(h) = 0}.

In the same spirit, one can obtain new bounds for empirical fluxes of continuous time Markov
chains too; we aim at studying some applications of such bounds in a future work.

5.2 Reducible Quantum Channels
The study of some physically relevant models requires hypothesis (H) to be dropped: for instance,
in the case of non-demolition measurements ([9, 10]), where the interaction between the system

and the ancillas is such that it preserves some non-degenerate observable A =
∑d
j=1 αj |αj〉 〈αj | ∈

Md(C), hence it is of the form

U =
d∑
j=1
|αj〉 〈αj | ⊗ Uj ∈Md×dim(ha)(C)

for some collection of unitary operators (Uj) acting on the ancillary system (which is described by
the Hilbert space ha). In this case, Kraus operators of Φ∗(ρ) = trha(Uρ ⊗ |χ〉 〈χ|U∗) induced by
the measurement on the ancilla corresponding to the orthonormal basis {|i〉}i∈I are given by

Vi =
d∑
j=1
〈i|Uj |χ〉 |αj〉 〈αj | , i ∈ I.

It is easy to see that Φ is positive recurrent, but it is not irreducible anymore: any |αj〉 〈αj | is an
invariant state for Φ. If we do not assume that Φ is irreducible, the first issue we need to take
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into account is that in general 1
n

∑n
k=1 f(Xk) does converge to a non-trivial random variable: for

instance, in the case of non-demolition measurements, one can show that there exists a random
variable Γ taking values in {1, . . . , d} such that

lim
n→+∞

1
n

n∑
k=1

f(Xk) = mΓ Pρ-a.s.,

where mj =
∑
i∈I f(i)| 〈i|Uj |χ〉 |2. What one can do, then, is to upper bound the probability that

1
n

∑n
k=1 f(Xk) deviates from mΓ. Leaving aside non-demolition measurements, we will present

the result in the case of general quantum Markov chains assuming only the existence of a faithful
invariant state for Φ∗. It is well known ([11]) that we can always find a (non-unique) decomposition

Cd =
⊕
j∈J

hj (25)

such that

1. hj ⊥ hj′ if j 6= j′ (orthogonality),

2. if supp(ρ) ⊆ hj , then supp(Φ∗(ρ)) ⊆ hj (invariance),

3. Φ∗ restricted to phjMd(C)phj is irreducible with unique invariant state σj (minimality),

where we used the notation phj to denote the orthogonal projection onto hj ; one can show that 2.
is equivalent to

2′. [Vi, phj ] = 0 ∀i ∈ I, j ∈ J.
If the system initially starts in a state ρ supported on only one of the hj ’s, it is easy to see that
2. and 3. imply that we are back to the case of an irreducible quantum channel. Otherwise, the
decomposition in equation (25) allows to express Pρ as a convex mixture of probability measures
corresponding to irreducible quantum channels:

Pρ(i1, . . . , in) = tr(Vin · · ·Vi1ρV ∗i1 · · ·V
∗
in)

=
∑
j∈J

tr(phjρ)︸ ︷︷ ︸
=:λj(ρ)

tr

phjVinphj · · · phjVi1phj phjρphjtr(phjρ)︸ ︷︷ ︸
=:ρj

(phjVi1phj )∗ · · · (phjVinphj )∗


=
∑
j∈J

λj(ρ)Pρj (i1, . . . , in).

The last result that we need to recall ([34, Theorem 3.5.2]) is that, given any f : I → R, there
exists a random variable Γ taking values in J such that

lim
n→+∞

1
n

n∑
k=1

f(Xk) = πΓ(f) Pρ-a.s.,

where πj(f) =
∑
i∈I f(i)πj(i) and πj(i) = tr(σjV ∗i Vi). As we already mentioned, under Pρj

lim
n→+∞

1
n

n−1∑
k=0

f(Xk) = πj(f) a.s.,

which means that supp(Pρj ) ⊆ {πΓ(f) = πj(f)}. We have now all the ingredients required to
apply previous results in this more general instance: let γ > 0, n ≥ 1, then

Pρ

(∣∣∣∣∣ 1n
n∑
k=1

f(Xk)− πΓ(f)

∣∣∣∣∣ ≥ γ
)

=
∑
j∈J

λj(ρ)Pρj

(∣∣∣∣∣ 1n
n∑
k=1

f(Xk)− πj(f)

∣∣∣∣∣ ≥ γ
)

and we can apply either Theorem 3 or Theorem 5 for upper bounding ev-
ery Pρj

(∣∣ 1
n

∑n
k=1 f(Xk)− πj(f)

∣∣ > γ
)
. We remark that for applying Theorem 3,

Φ†|phjMd(C)phj
Φ|phjMd(C)phj needs to be irreducible, while Theorem 5 requires that

nγ > 2(1 + ‖(Id − Φ|phjMd(C)phj )−1
Fj ‖∞) for Fj := {x ∈ phjMd(C)phj : tr(σjx) = 0} (by

Φ|phjMd(C)phj we mean (Φ∗|phjMd(C)phj
)∗).
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5.3 Time-dependent and Imperfect Measurements
Both inequalities in Theorems 3 and 5 can be easily generalized to the setting where we allow the
measurement to change along time and the evolution of the system state after the measurement
is taken to be more general (including imperfect measurements). Let us consider Φ an irreducible
quantum channel with unique faithful invariant state σ and suppose that for any time n ∈ N
we consider a (possibly) different unravelling of Φ, i.e. a collection of completely positive, sub-
unital maps {Φi,n}i∈In such that |In| < +∞ and Φ =

∑
i∈In Φi,n; at any time we pick a function

fn : In → R. In the time inhomogeneous case, even if the system starts from the unique invariant
state σ, the law of the process changes at any time: under Pσ, Xk is distributed according to the
probability measure πk defined as follows:

πk(i) = tr(Φ∗i,k(σ)), i ∈ Ik.

We denote by πk(fk) the expected value of fk under πk, i.e. πk(fk) =
∑
i∈Ik fk(i)πk(i).

The proofs of Theorems 3 and 5 can be carried out in this more general setting with minimal
modifications:

• Bernstein-type inequality:

Pρ

(
1
n

n∑
k=1

(fk(Xk)− πk(f)) ≥ γ
)
≤ Nρ exp

(
−nγ

2ε

6b2n
h

(
10cnγ
3b2n

))
(26)

where Nρ = ‖σ− 1
2 ρσ−

1
2 ‖2, πk(fk) :=

∑
i∈Ik fk(i)tr(Φ∗i,k(σ)), cn := maxk=1,...,n ‖fk −

πk(fk)‖∞ and b2n := 1
n

∑n
k=1 πk((fk − πk(fk))2).

Explicit computations show that, in this case, the Laplace transform have the following form:

Eρ[eu
∑n

k=1
(fk(Xk)−πk(fk))] = tr(ρΦu,1 · · ·Φu,n(1)) ≤ ‖σ− 1

2 ρσ−
1
2 ‖2 ·

n∏
k=1
‖Φu,k‖2,

where Φu,k(x) =
∑
i∈Ik e

u(fk(i)−πk(i))Φi,k(x). One can use the same techniques as in the
proof of Theorem 3 to upper bound every single ‖Φu,k‖2 getting to the expression below:

Eρ[eu
∑n

k=1
(fk(Xk)−πk(fk))] ≤ Nρe

3u2
ε

∑n

k=1
πk((fk−πk(fk))2)

(
1− 10‖fk−πk(fk)‖∞u

ε

)−1

≤ Nρe−n
(
− 3u2

ε
1
n

∑n

k=1
πk((fk−πk(fk))2)(1− 10cnu

ε )−1)
.

Applying Chernoff bound and optimizing on u > 0, one obtains equation (26).

• Hoeffding-type inequality:

Pρ

(
1
n

n∑
k=1

(fk(Xk)− πk(f)) ≥ γ
)
≤ exp

(
− (nγ −Gn)2

(n− 1)G2
n

)
for nγ ≥ Gn, (27)

where Gn = (1 +
∑n−2
j=0 ‖Φ

j
|F‖∞)cn (

∑−1
j=0 must be interpreted as 0), F := {x ∈ Md(C) :

tr(σx) = 0} and cn is the same as above.

Let us define

Z
(n)
k =

n∑
j=k

Eρ[f(Xj)|X1, ρ1, . . . , Xk, ρk].

Notice that for k = 1, . . . , n− 1, Z
(n)
k = fk(Xk) + Eρ[Z(n)

k+1|X1, ρ1, . . . , Xk, ρk], hence we can
write

n∑
k=1

fk(Xk) =
n∑
k=2

Z
(n)
k − Eρ[Z(n)

k |X1, ρ1, . . . , Xk−1, ρk−1]︸ ︷︷ ︸
Dk

+Z(n)
1 .
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By Markov property, we have that Z
(n)
k = g

(n)
k (Xk, ρk) and using the explicit expression of

the transition operator of (Xn, ρn), one gets that g
(n)
k has the following form:

g
(n)
k (i, ω) = fk(i) +

n−k−1∑
j=0

tr(ωΦj(Fk+j+1)), Fk+j+1 =
∑

i∈Ik+j+1

fk+j+1(i)Φi,k+j+1(1).

Equation (27) follows from the same reasoning as in the proof of Theorem 5 once we observe
that

‖g(n)
k ‖∞ ≤

1 +
n−k−1∑
j=0

‖Φj|F‖∞

 cn ≤

1 +
n−2∑
j=0
‖Φj|F‖∞

 cn.

It would be interesting to generalize these results to the case where measurements are chosen
adaptively, i.e. they may depend on the outcomes of the previous measurements; this would find
applications for instance in the task of estimating unknown parameters of the unitary interaction U
between the system and the ancillas (see Section 5.5), since an adaptive measurement strategy has
been recently shown to be able to asymptotically extract from the output ancillas the maximum
amount of information about the unknown parameter ([36]).

5.4 Multi-time Statistics
In some cases, one is interested in functions of the output measurements at different times: for
instance, as in the case of classical Markov chains treated in Section 5.1, the task could be estimating
the rate of jump at stationarity from a certain state to another. Previous techniques still provide
bounds for this kind of situations: given m ≥ 2 and f : Im → R, the natural stochastic process
to consider is the one given by (Xn, ρn) where Xn := (Xk, . . . , Xk+m−1) and ρn is the conditional
system state. It is easy to see that it is a Markov process with the following transition probabilities:
for every i1, . . . , im ∈ I

Pρ
(
X1 = (i1, . . . , im), ρ1 =

Vim · · ·Vi1ρV ∗i1 · · ·V
∗
im

tr(Vim · · ·Vi1ρV ∗i1 · · ·V
∗
im

)

)
= tr(Vim · · ·Vi1ρV ∗i1 · · ·V

∗
im)

and for every n ≥ 1, j ∈ I

Pρ

(
Xn+1 = (i2, . . . , im, j), ρn+1 =

VjωV
∗
j

tr(VjωV ∗j )

∣∣∣∣∣Xn = (i1, . . . , im), ρn = ω

)
= tr(VjωV ∗j ).

All the other possibilities occur with zero probability.
The transition operator corresponding to this enlarged process is the following

P (g)(i1, . . . , im, ω) =
∑
j∈I

g

(
i2, . . . , im, j,

VjωV
∗
j

tr(VjωV ∗j )

)
tr(VjωV ∗j )

where i1, . . . , im ∈ I, ω is a state on h and g is a bounded measurable function. With the same
heuristic reasoning used for one-time statistics, we can provide a solution for the Poisson equation
in this case too. Let us define the following function:

g(i, ω) = f(i) + tr(ω(B(m)(i) +A
(m)
f ))

where i = (i1, . . . , im) ∈ Im, ω is a state on h,

B(m)(i) =
m−1∑
k=1

∑
j1,...,jk∈I

f(ik+1, . . . , im, j1, . . . , jk)V ∗jk · · ·V
∗
j1
Vj1Vjk︸ ︷︷ ︸

=:F (m)
k
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and A
(m)
f is the unique solution of

(Id− Φ)(A(m)
f ) = F (m)

m , F (m)
m :=

∑
j1,...,jm∈I

f(j1, . . . , jm)V ∗jm · · ·V
∗
j1
Vj1Vjm

such that A
(m)
f ∈ F = {x ∈Md(C) : tr(σx) = 0}. Notice that A

(m)
f exists if

tr(σF (m)
m ) =

∑
j1,...,jm∈I

f(j1, . . . , jm)tr(σV ∗jm · · ·V
∗
j1
Vj1Vjm) = 0,

which means that the function f is centered with respect to the probability measure
π(m)(j1, . . . , jm) = tr(σV ∗jm · · ·V

∗
j1
Vj1Vjm) (which is the law of m consecutive measurements in

the stationary regime). Reasoning as for m = 1, we get the following inequality.

Proposition 10. For every m ≥ 1, f : Im → R such that

π(m)(f) =
∑

j1,...,jm∈I
f(j1, . . . , jm)tr(σV ∗j1

· · ·V ∗jmVjm · · ·Vj1) = 0

and ‖f‖∞ = c for some c > 0, then for every γ > 0

Pρ

(
1
n

n∑
k=1

f(Xk) ≥ γ
)
≤ exp

(
− (nγ − 2G)2

2(n− 1)G2

)
for nγ ≥ 2G, (28)

where G = (m+ ‖(Id− Φ)−1
|F ‖∞)c and F := {x ∈Md(C) : tr(σx) = 0}.

5.5 Parameter Estimation
Concentration inequalities in Theorems 3 and 5 can be used in order to find confidence intervals
for dynamical parameters (and possibly perform hypothesis testing): suppose that the unitary
interaction U between the system and the ancillas depends on a unknown parameter θ ∈ Θ ⊆ R,
which we want to estimate via indirect measurements. Kraus operators Vi(θ) and the steady state
σ(θ) depend on the parameter too and so does the asymptotic mean:

π(f)(θ) =
∑
i∈I

f(i)tr(σ(θ)Vi(θ)∗Vi(θ)).

For the sake of clarity, we are now going to treat the simplest case in which fn := 1
n

∑n
k=1 f(Xk)

is a consistent estimator for θ, i.e. when π(f)(θ) = θ; however, one can easily generalize the same
reasoning to more general instances. Theorems 3 and 5 can be used to estimate the probability
that θ lays in a interval centered at fn: indeed, for every γ > 0

Pρ,θ (θ ∈ (fn − γ, fn + γ)) = Pρ,θ (|fn − θ| < γ) = 1− Pρ,θ (|fn − θ| ≥ γ)

≥ 1− 2Nρ exp
(
−max

{
n
γ2ε(θ)
8b2(θ) h

(
5cγ
b2(θ)

)
,

(nγ − 2G(θ))2

2(n− 1)G(θ)2 1{nγ>2G(θ)}

})
.

Since the real value of the parameter θ is unknown, one is usually interested in lower bounding
Pρ,θ (θ ∈ (fn − γ, fn + γ)) uniformly for θ ∈ Θ or its average with respect to a certain prior measure
µ on Θ, i.e.

∫
Θ Pρ,θ (θ ∈ (fn − γ, fn + γ)) dµ(θ); in order to obtain meaningful lower bounds, in

the first case one needs either 1/ε(θ) or G(θ) to be uniformly bounded, while in the second case
it is enough that the set where 1/ε(θ) or G(θ) grows unboundedly is given a small probability
by the prior µ. We remark that 1/ε(θ) and G(θ) approaching +∞ is a phenomenon related to
Φθ(·) :=

∑
i∈I V

∗
i (θ) · Vi(θ) losing ergodicity and approaching a phase transition.

21



6 Conclusions and Outlook
We derived a generalisation of Bernstein’s and Hoeffding’s concentration bounds for the time
average of measurement outcomes of discrete time quantum Markov chains.

Our results hold under quite general and easily verifiable assumptions and depend on simple
and intuitive quantities related to the quantum Markov chain. We were also able to apply the same
techniques employed for showing the Bernstein-type inequality to provide a concentration bound
for the counting process of a continuous time quantum Markov process; this result complements
deviation bounds obtained using different techniques in [13]. While our strategy was inspired by
works on concentration bounds for the empirical mean for classical Markov chains [49, 35, 44, 27],
when restricted to the classical setting, our results provide extensions to empirical fluxes of the
corresponding classical bounds.

Our work here finds a natural application in the study of finite-time fluctuations of dynamical
quantities in physical systems, something of core interest in both classical and quantum statistical
mechanics. Our work provides the tools to deal with problems which are tackled using concentration
bounds in statistical models which involve the more general class of stochastic processes that can
be seen as output processes of quantum Markov chains (which include important examples, e.g.
independent random variables, Markov chains, hidden Markov models).

Our results should be useful in several areas. One is the estimation of dynamical parameters in
quantum Markov evolutions, where a natural extension of our results would be to the case where
measurements are chosen adaptively in time [36], and to more general additive functionals of the
measurement trajectory. A second area of interest is in the connection to so-called thermodynamic
uncertainty relations (TURs), which are general lower bounds on the size of fluctuations in trajec-
tory observables such as time-integrated currents or dynamical activities. TURs were postulated
initially for classical continuous-time Markov chains [7] (and proven via large deviation methods
[33]), and later generalised in various directions, including finite time [54], discrete Markov dy-
namics [56], first-passage times [30, 32], and quantum Markov processes Refs. [20, 25, 38, 41]. The
concentration bounds like the ones we consider here bound the size of fluctuation from above, and
are therefore complementary to TURs. It will be interesting to see how to use the concentration
bounds for fluxes obtained here to formulate “inverse TURs” that upper-bound dynamical fluctu-
ations in terms of general quantities of interest like entropy production and dynamical activity, as
happens with standard TURs.
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[46] B. Kümmerer. Quantum Markov Processes, pages 139–198. Springer Berlin Heidelberg, Berlin,
Heidelberg, 2002.
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