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QUASI-COMPACTNESS OF TRANSFER OPERATORS FOR
TOPOLOGICAL MARKOV SHIFTS WITH HOLES

HARUYOSHI TANAKA

Abstract. We consider transfer operators for topological Markov shift (TMS) with

countable states and with holes which are 2-cylinders. As main results, if the closed sys-

tem of the shift has irreducible transition matrix and the potential is a weaker Lipschitz

continuous and summable, then we obtain a version of Ruelle-Perron-Frobenius Theo-

rem and quasi-compactness of the associated Ruelle transfer operator. The escape rate

of the open system is also calculated. In corollary, it turns out that the Ruelle operator

of summable potential on topologically transitive TMS has a spectral gap property. As

other example, we apply the main results to the transfer operators associated to graph

iterated function systems.

1. Introduction and outline of main results

Let S be a countable set and A = (A(ij))S×S a zero-one matrix. Consider the topo-

logical Markov shift X = XA with state space S and transition matrix A, namely

X = {ω = ω0ω1 · · · ∈ ∏∞
n=0 S : A(ωiωi+1) = 1 for any i ≥ 0} with the shift trans-

formation σ : X → X which is defined by (σω)n = ωn+1 for any n ≥ 0. We call a

function ϕ : X → R summable if
∑

s∈S : [s] 6=∅

exp(sup
ω∈[s]

ϕ(ω)) <∞,(1.1)

where for word w ∈ Sn, [w] means the cylinder set [w] = {ω ∈ X : ω0 · · ·ωn−1 = w}.
Such a summability is treated by [12, 14, 16, 21, 23] in mainly fractal analysis. Note

the difference of the terminologies ‘summable’ and ‘summable variation’. Here a function

ϕ : X → R is said to be summable variation if
∑∞

n=2 varnϕ < ∞, where varnϕ =

sup{|ϕ(ω) − ϕ(υ)| : ωi = υi (i = 0, 1, . . . , n − 1)}. For θ ∈ (0, 1), a metric dθ on X is

given by dθ(ω, υ) = θmin{n≥0 :ωn 6=υn} if ω 6= υ and dθ(ω, υ) = 0 if ω = υ. Let K = R or C.

For f : X → K and k ≥ 1, we define

[f ]k = sup{varnf/θn : n ≥ k}.
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Notice [f ]k ≥ [f ]k+1. When [f ]1 < ∞, f is called locally Lipschitz continuous, and if

[f ]2 < ∞ then f is called weak Lipschitz continuous. Let C(X,K) be the set of all

K-valued continuous functions on X , and F k(X,K) the set of all f ∈ C(X,K) with

[f ]k < ∞. We define Cb(X,K) by the Banach space consisting of all bounded functions

f ∈ C(X,K) endowed with the supremum norm ‖f‖∞ = supX |f | and F k
b (X,K) by the

Banach space consisting of all bounded functions f ∈ F k(X,K) endowed with the norm

‖f‖k = ‖f‖∞ + [f ]k. For simplicity, ‘K’ is omitted from these definitions when K = C.

Let S0 ⊂ S be a nonempty subset and M = (M(ij)) a zero-one matrix indexed by S0

such that M(ij) ≤ A(ij) for any i, j ∈ S0. Assume the following three conditions:

(A.1) The matrix A is irreducible.

(A.2) The subsystem XM of XA with the transition matrix M has a periodic point for σ.

(A.3) A function ϕ : X → R is summable and satisfies [ϕ]k+1 < +∞ for some k ≥ 1.

(see Section 2 for terminology). We introduce a transfer operator associated with an open

system of the shift. An operator LM = LM,ϕ associated to M and ϕ is defined by

LMf(ω) = LM,ϕf(ω) :=
∑

a∈S :M(aω0)=1

eϕ(a·ω)f(a · ω)(1.2)

for f : X → C and ω ∈ X formally, where a ·ω means the concatenation aω0ω1 · · · . Note
that the operator LM acting on F k

b (X) and on Cb(X) are both bounded. Such an operator

is used in studying system with hole [7, 26, 27, 29]. In fact when put Σ =
⋃

ij :M(ij)=1[ij],

we regard the map σ|Σ : Σ → X as an open system and the map σ : X → X as a closed

system. Denoted by P (ϕ) the topological pressure of ϕ (see (2.2)).

Outline of our main results are the following (I)-(IV) under the conditions (A.1)-(A.3):

(I) letting λ = exp(P (ϕ|XM
)), there exist a nonnegative function g ∈ F k

b (X,R) with

‖g‖∞ = 1 and a Borel probability measure ν onX such that LMg = λg and L∗
Mν = λν.

In particular, λ equals the spectral radius of LM (Theorem 3.1(1));

(II) the essential spectral radius ress(LM) of LM acting on F k
b (X) satisfies θλ ≤ ress(LM) <

λ if XA is not reduced to finite single orbit, and equals 0 otherwise (Theorem 3.1(2));

(III) the escape rate of the open system σ|Σ is P (ϕ|XM
)− P (ϕ) (Theorem 3.7); and

(IV) ifM is irreducible, then the peripheral eigenvalues of LM are the p-th roots of zp = λp

and simple, where p is the period of M (Theorem 3.4).

In particular, if A is finitely irreducible, then the essential spectral radius ress(LM)

coincides with θλ exactly (Corollary 3.2). These results are generalizations of [7, Theorem

2.1] who gave the spectral gap property and the escape rate of LM under finite primitivity

of M and locally Lipschitz potential with finite pressure (therefore summable from [14,

Proposition 2.1.9]). When A = M , our results are also extensions of previous work in

[2, 13] who considered under the finite irreducibility ofM and locally Lipschitz continuous
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of ϕ : XM → R. Moreover, [6] introduced the notion of strongly positive recurrent which

is a necessary and sufficient condition for the existence of a Banach space F such that

L : F → F is a bounded linear operator with spectral gap. Since F may not contain

a subset of F k
b (XM) (see Remark 3.6), our result is different from [6]. In [29], we gave

similar spectral results for LM under the finite state case. To prove quasi-compactness

of Ruelle operators, the property of Gibbs measures was used in previous study [2, 14].

Since this property imposes a topological restricting to the transition matrix concerning

finite irreducibility, we need another technique in general TMS. The main tool of the

proof of our results is a perturbation method of transfer operators involving a change

of symbolic dynamics. Precisely, we introduce a perturbed system (XA, ϕ(ǫ, ·)) such

that A is finitely irreducible, ϕ(ǫ, ·) ∈ F 1(XA,R) is summable uniformly in ǫ > 0 and

the operator LA,ϕ(ǫ,·) converges to LM in a supremum norm (see (5.1) in Section 5 and

the conditions (B.1)-(B.3) in Section 4). By calculating the essential spectral radius of

LA,ϕ(ǫ,·), we obtain an upper bound of the essential spectral radius of LM (see the key

proposition 4.8). The lower bounded is yielded by the existence of eigenvalues in open

ball with the radius θλ. Therefore the above (II) is obtained. Other results are mainly

due to techniques of transfer operators in [3, 5, 7, 11, 14, 20, 29]. The motivation of

our study is to extend the result of perturbed Markov systems with holes in the finite

state case [26, 27] to the infinite state case. Precisely, we consider a perturbed system

(XA, ϕ(ǫ, ·)) with perturbed functions ϕ(ǫ, ·) defined on XA satisfying that the perturbed

system has a unique Gibbs measure µ(ǫ, ·) of the potential ϕ(ǫ, ·) for each ǫ > 0 and on the

other hand the unperturbed system (XM , ϕ) possesses several shift-invariant probability

measures (µn)n≥1. In previous work [26, 27] in the finite state case, we gave a necessary

and sufficient condition for convergence of µ(ǫ, ·) and showed that the limit measure is

a convex combination of some Gibbs measures. In the infinite state case, however, the

assumption that the unperturbed system possesses Gibbs measures imposes a restriction

on the transition matrix M . To avoid restriction in M , we need an additional condition

for ϕ and this is the summability (1.1). We shall apply our results to infinite-state Markov

systems with holes in a future work. In this paper, we demonstrate convergence of the

topological pressure and the Gibbs measure of perturbed potential in our open system

setting (Section 6.1). In other examples, we apply our results to iterated function systems

endowed with strongly connected multigraph (Section 6.3), and treat locally constant

potentials in TMS (Section 6.4). We recall in Section 2.1 the notion and the results

of topological Markov shifts. We state in Section 2.2 the fundamental results of Ruelle

operators and the derivation of thermodynamic features. The main results are described

in Section 3. In Section 4, we give some auxiliary propositions which need to show our

main results. The proofs of the main results are devoted in Section 5. We treat in Section
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6 various applications and examples. Finally, we provide a method of extending potentials

defined on XM to on XA in Appendix A and give a brief review of perturbed eigenvectors

in Appendix B.

Acknowledgment. The author thanks Nakano Yushi in Tokai University and Shintaro

Suzuki in Tokyo Gakugei University for valuable comments and advice. This study was

supported by JSPS KAKENHI Grant Number 20K03636.

2. Preliminaries

2.1. Topological Markov shifts. We recall the notion of topological Markov shifts. Let

A be a zero-one matrix indexed by countable set S. Fix a nonempty subset S0 ⊂ S and

an S0 × S0 zero-one matrix M = (M(ij)) with M(ij) ≤ A(ij). Consider the set

XM := {ω ∈ ∏∞
n=0 S0 : M(ωnωn+1) = 1 for all n ≥ 0}.(2.1)

Namely, XM is a subsystem of XA with the state space S0 and the transition matrix M .

By the sake of convenience, if i ∈ S \ S0 or j ∈ S \ S0, then M(ij) is referred as zero.

A word w = w1w2 . . . wn ∈ Sn is M-admissible if M(wiwi+1) = 1 for all 1 ≤ i < n. We

write Wn(M) = {w ∈ Sn : w is M-admissible}. For a, b ∈ S, we write a
n→ b if there

exist an integer n ≥ 1 and w ∈ Wn+1(M) such that w1 = a and wn+1 = b. The matrix

M is said to be irreducible if for any a, b ∈ S, a
n→ b for some n ≥ 1. We say that M is

weakly primitive if for any a, b ∈ S, there exists Nab ≥ 1 such that a
n→ b for any n ≥ Nab,

and M is primitive if supa,b∈S Nab <∞. The matrix M is said to be finitely irreducible if

there exists a finite subset F of
⋃∞

n=1 S
n such that for any a, b ∈ S, there is w ∈ F so that

awb is M-admissible. The matrix M is called finitely primitive if there exist an integer

N ≥ 1 and a finite subset F of SN such that for any a, b ∈ S, awb is M-admissible. The

matrix M has the big images and pre-images (BIP) property if there is a finite subset

F ⊂ S such that for any a ∈ S, there exist b, c ∈ F such that M(ba) =M(ac) = 1. Note

that M is finitely irreducible (finitely primitive) if and only if M is irreducible (weakly

primitive) and has the BIP property.

Next we introduce tools for non-irreducible transition matrix. For a, b ∈ S, we write

a ↔ b when either a
m→ b, b

n→ a for some m,n ≥ 1 or a = b. Consider the quotient

space S/↔. For S1, S2 ∈ S/↔, S1 � S2 denotes either S1 = S2 or there exist a ∈ S1 and

b ∈ S2 such that a
n→ b for some n ≥ 1. Then the relation � is a semi-order on S/↔. For

T ∈ S/↔, denoted by M(T ) the irreducible submatrix of M indexed by T . Therefore we

obtain countable many transitive components XM(T ) of X (T ∈ S/↔).

2.2. Ruelle transfer operators and thermodynamic formalism. We will recall

some facts of Ruelle transfer operators which were manly introduced by [14]. Let X
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be a topological Markov shift with countable state space S and transition matrix A. For

real-valued function ϕ on X , the topological pressure P (ϕ) of ϕ is given by

P (ϕ) := lim
n→∞

1

n
log

∑

w∈Sn : [w] 6=∅

exp( sup
ω∈[w]

Snϕ(ω))(2.2)

formally, where we put Snϕ(ω) :=
∑n−1

i=0 ϕ(σ
iω). It is known in [14, Lemma 2.1.2] that if

ϕ : X → R is summable, then the number P (ϕ) exists in [−∞,+∞).

A σ-invariant Borel probability measure µ on X is called a Gibbs measure of a potential

ϕ : X → R if there exist constants c ≥ 1 and P ∈ R such that for any ω ∈ X and n ≥ 1

c−1 ≤ µ([ω0ω1 . . . ωn−1])

exp(−nP + Snϕ(ω))
≤ c.

Theorem 2.1 ([14, 19]). Let X be a topological Markov shifts whose transition matrix

is irreducible. Assume that ϕ ∈ F 1(X,R) is summable. Then ϕ possesses an (invariant)

Gibbs measure if and only if A is finitely irreducible.

Proof. Due to [14, Theorem 2.2.6 and Corollary 2.7.4]. See also [19, Theorem 1]. �

Theorem 2.1 tells that the existence of Gibbs measure imposes a restriction in the

transition matrix.

Finally we recall spectral properties of Ruelle operators LA = LA,ϕ of ϕ. For c > 0, let

Λk
c = Λk

c (X) := {f ∈ C(X) : 0 ≤ f, f(ω) ≤ ecdθ(ω,υ)f(υ) if ω ∈ [ν0 · · · νk−1]}.(2.3)

The properties of Λk
c will be given in Proposition 4.1. The following is a special version

of Ruelle-Perron-Frobenius Theorem for LA.

Theorem 2.2 ([19, 20]). Let X be a topological Markov shift whose transition matrix A

is finitely irreducible. Assume that ϕ ∈ F 1(X,R) is summable. Let k ≥ 1 be an integer

and c ≥ θ[ϕ]k+1/(1 − θ). Then there exists a unique triplet (λ, h, ν) ∈ R × Λk
c × Cb(X)∗

such that λ is equal to the spectral radius of LA : F 1
b (X) → F 1

b (X), LAh = λh, L∗
Aν = λν

and ν(1) = ν(h) = 1. In particular, h is bounded uniformly away from zero and infinity,

λ equals exp(P (ϕ)), and µ = hν becomes the Gibbs measure of the potential ϕ.

Proof. The existence of such a triplet (λ, h, ν) is also referred a positive recurrent in [20].

Since ϕ has a Gibbs measure from Theorem 2.1, positive recurrence of ϕ is guaranteed (see

the proof of [19, Theorem 1]). It is remain to check that h ∈ Λk
c with c ≥ θ[ϕ]k+1/(1− θ).

The function h satisfies the inequality vark(log h) ≤
∑∞

n=l+1 varnϕ for each l ≥ 1 (see [19,

Corollary 2] or [18, Proposition 3.4]). Therefore for ω, υ with ω0 · · ·ωl−1 = υ0 · · ·υl−1,

ωl 6= υl and l ≥ k, we have | log h(ω) − log h(υ)| ≤ ∑∞
n=l+1[ϕ]k+1θ

n = (([ϕ]k+1θ)/(1 −
θ))dθ(ω, υ) ≤ cdθ(ω, υ). Hence h ∈ Λk

c . �
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3. Main results

The following is one of our main results.

Theorem 3.1. Assume that the conditions (A.1)-(A.3) are satisfied. Put c1 := [ϕ]k+1θ/(1−
θ). Then we have the following:

(1) There exists a triplet (λ, g, ν) such that (i) λ is equal to exp(P (ϕ|XM
)) and is the

positive spectral radius of the operator LM : F k
b (X) → F k

b (X) and of LM : Cb(X) →
Cb(X) both, (ii) g ∈ Λk

c1
(X) with ‖g‖∞ = 1 and LMg = λg, and (iii) ν is a Borel

probability measure on X supported on XM and L∗
Mν = λν.

(2) If XA is not reduced to finite single orbit, then the essential spectral radius r
ess
(LM)

of the operator LM : F k
b (X) → F k

b (X) satisfies λθ ≤ r
ess
(LM) < λ. In particular,

for any r ∈ [0, λθ) except for at most a countable number, p ∈ C with |p| = r is an

eigenvalue with infinite multiplicity. If XA is a finite single orbit, then r
ess
(LM) = 0.

For the corollary of this theorem, we introduce the following condition which is stronger

than the condition (A.1):

(A.1)′ The matrix A is finitely irreducible.

Corollary 3.2. Assume that the conditions (A.1)′, (A.2) and (A.3) are satisfied. Then if

XA is not reduced to finite single orbit, then the essential spectral radius LM : F k
b (X) →

F k
b (X) is equal to λθ.

The proofs of Theorem 3.1 and Corollary 3.2 will be stated in Section 5.1.

Remark 3.3. (1) Assume that the conditions (A.1)-(A.3) are satisfied. The TMS X can

be recoded in a natural way to a TMS with the state S∗ = {w ∈ Sk+1 : M-admissible}
and with the transition matrix (A∗(ww′)) as A∗(ww′) = 1 iff w2 · · ·wk = w′

1 · · ·w′
k−1.

Then ϕ is reduced to a potential ϕ∗ : XA∗ → R satisfying [ϕ∗]1 < ∞. However ϕ∗

may not be summable.

(2) Assume that (A.1) and (A.3) are satisfied. Then (A.2) holds if and only if the spectral

radius of LM is positive (Proposition 4.2). Moreover, if the state space S is finite,

then the condition (A.2) is satisfied if and only if XM is non-empty.

To state our second result, assume thatM is irreducible. In fact, since any nonnegative

matrix is decomposed into topological transitive components, it is important to know

spectrum properties of LM when M is irreducible. Denoted by p the period of M . Since

M is irreducible, there exists a decomposition S0 = S0,0 ∪ · · · ∪ S0,p−1 such that

Σi :=
⋃

s∈S0,i
[s], X i

M := XM ∩ Σi, σ(X i
M) = X i+1 mod p

M (0 ≤ i < p)(3.1)

and each (X i
M , σ

p) is topologically mixing. Then we have the following:
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Theorem 3.4. Assume that the conditions (A.1)-(A.3) are satisfied and the matrix M is

irreducible. Let p ≥ 1 be the period of M and put κ = exp(2π
√
−1/p). Then the operator

LM : F k
b (X) → F k

b (X) obtain the spectral decomposition

LM =
∑p−1

i=0 λiPi +R(3.2)

satisfying that each λi = λκi is a simple eigenvalue of LM , Pi is a projection and has

the form Pi = hi ⊗ νi with the eigenfunction hi =
∑p−1

j=0 κ
−jihχΣj

and the eigenvector

νi =
∑p−1

j=0 κ
jiν|Σj

, and the spectral radius of R is less than λ, where h = g/ν(g) and

(λ, g, ν) appears in Theorem 3.1(1). Here χΣj
means the indicator of the set Σj.

Corollary 3.5. Assume that the conditions (A.1)-(A.3) are satisfied and the set {S1 ∈
S/↔ : P (ϕ|XM(S1)

) = P (ϕ|XM
)} is only one element S1. Let p be the period of M(S1).

Then the operator LM : F k
b (X) → F k

b (X) has the spectral decomposition as well as (3.2).

In particular, supp hi =
⋃{⋃a∈T [a] : T � S1} and supp νi = XM ∩ {⋃a∈T [a] : S1 � T}

are satisfied.

We prove Theorem 3.4 and Corollary 3.5 in Section 5.2 and Section 5.3, respectively.

Remark 3.6. Let XA be a topological Markov shift whose shift is topological mixing and

ϕ : XA → R a weak dθ-Lipschitz continuous and summable, and we put M = A (i.e. the

cases XA = XM , p = 1 and k = 1 in Theorem 3.4). Then the result of Theorem 3.4 tells

us that ϕ is strongly positive recurrent (SPR) in the sense of the notion in [6]. Precisely,

if we define a Banach space F = {f ∈ C(XM) : ‖f‖F <∞} endowed with the norm ‖·‖F :
‖f‖F := sup

b∈S
{(sup

[b]

h)−1(sup
[b]

|f |+ sup{|f(ω)− f(υ)|/θsa(ω,υ) : ω, υ ∈ [b], ω 6= υ})}

sa(ω, υ) :=♯{0 ≤ i ≤ t(ω, υ)− 1 : xi = yi = a} with t(ω, υ) := min{n : ωn 6= υn},

where fix a ∈ S, then the Ruelle operator LA : F → F has a spectral gap property.

In the case infX h = 0, any bounded function f ∈ F 1
b (X) with infX |f | > 0 is not in F .

Thus F 1
b (X) * F in general. Theorem 3.4 states that the Ruelle operator LA also has a

spectral gap property on F 1
b (X).

Finally, we give the escape rate from the open system σ|Σ under the conditions (A.1)-

(A.3). Recall the set Σ =
⋃

ij∈S2 :M(ij)=1[ij] and put Σn =
⋂n

i=0 σ
−iΣ. By Theorem

3.4 replacing M by A, there exists a unique triplet (λA, hA, νA) such that λA is spectral

radius of LA acting on F k
b (X) and is equal to exp(P (ϕ)), LAhA = λAhA, L∗

AνA = λAνA

and νA(1) = νA(hA) = 1. Put µA = hAνA. Then µA is a σ-invariant Borel probability

measure and suppµA = X (see Proposition 4.5). Then we obtain the following:

Theorem 3.7. Assume that the conditions (A.1)-(A.3) are satisfied. Then we have the

limit limn→∞(1/n) logµA(Σ
n) = P (ϕ|XM

)− P (ϕ).
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We will give this proof in Section 5.6. When A 6= M , P (ϕ|XM
) is strictly less than

P (ϕ). Therefore the escape rate of the open system σ|Σ is exponential.

4. Auxiliary propositions

In this section, we enumerate and show some auxiliary propositions which are useful to

prove our main results. We use the notation defined in Section 1 and in Section 2.

Proposition 4.1. Assume that the conditions (A.1)-(A.3) are satisfied. Then

(1) if w ∈ ⋃k
i=1 S

i then χ[w] ∈ Λk
c for all c ≥ 0, where χ[w] is the indicator of the set [w];

(2) if f, g ∈ Λk
c and α, β ≥ 0, then αf + βg ∈ Λk

c ;

(3) if c ≥ c1 and f ∈ Λk
c with LMf ∈ C(X), then LMf ∈ Λk

c .

Proof. The assertions (1)-(2) immediately follow by direct checking. We will see the

validity of (3). For f ∈ Λk
c and d(ω, υ) ≤ θk

LMf(ω) ≤
∑

a :M(aυ0)=1

eϕ(a·υ)+[ϕ]k+1dθ(a·ω,a·υ)f(a · υ)ecdθ(a·ω,a·υ) = LMf(υ)e
θ([ϕ]k+1+c)dθ(ω,υ).

Here we note θ([ϕ]k+1 + c) ≤ c if and only if c1 ≤ c. Hence LMf ∈ Λk
c . �

Denoted by r(L) the spectral radius of a bounded linear operator L acting on F k
b (X),

and by rC(L) the spectral radius of L acting on Cb(X).

Proposition 4.2. Assume that the conditions (A.1) and (A.3) are satisfied. Assume

also that M is an S0 × S0 (S0 ⊂ S) zero-one matrix such that M(ij) ≤ A(ij). Then

r(LM) = rC(LM). Moreover r(LM) is positive if and only if (A.2) is satisfied.

Proof. First we show r(LM) = rC(LM). By ‖Ln
M‖∞ = ‖Ln

M1‖∞ ≤ ‖Ln
M1‖k, we have

rC(LM) ≤ r(LM). To see the inverse inequality, let n ≥ k, f ∈ F k
b (X) and ω, υ ∈ X with

dθ(ω, υ) ≤ θk. We note the basic inequality

|Ln
Mf(ω)−Ln

Mf(υ)| ≤
∑

w :w·ω0∈Wn+1(M)

{eSnϕ(w·ω)|f(w · ω)− f(w · υ)|+(4.1)

eSnϕ(w·υ)|eSnϕ(w·ω)−Snϕ(w·υ) − 1||f(w · υ)|}
≤‖Ln

M1‖∞([f ]kθ
n + c2‖f‖∞)dθ(ω, υ)

with c2 = e
θkc1c1. Therefore [Ln

Mf ]k ≤ (1 + c2)‖Ln
M1‖∞‖f‖k. Consequently, we obtain

‖Ln
M‖k ≤ (2 + c2)‖Ln

M1‖∞ and thus r(LM) ≤ rC(LM).

Next we prove the second assertion. Assume that XM has a period point ω with

σmω = ω. For any integer l ≥ 1, we have

Llm
M 1(ω) =

∑

w∈(S0)lm :w·ω0∈Wlm+1(M)

eSlmϕ(w·ω) ≥ eSlmϕ(ω) = elSmϕ(ω).(4.2)
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Thus rc(LM) ≥ eSmϕ(ω)/m > 0. Hence we obtain the assertion.

Conversely, we assume that XM has no period point. Choose any η > 0. Since ϕ is

summable, there exists a subset S1 ⊂ S such that S2 := S\S1 is finite and
∑

s∈S1
esup[s] ϕ <

η. Since any finite M-admissible w = w1 · · ·wn satisfies that w1, . . . , wn are different each

other, we have ♯{i : wi ∈ S2} ≤ m := ♯S2. We see for n > m

Ln
M1(ω) ≤

∑

w1,...,wn∈S : mutually different

e
∑n

i=1 sup[wi]
ϕ

≤
∑

w1,...,wn−m∈S1
wn−m+1,...,wn∈S

e
∑n

i=1 sup[wi]
ϕ ≤

(

∑

s∈S1

esup[s] ϕ
)n−m(∑

s∈S

esup[s] ϕ
)m

≤ cηn−m

for a constant c > 0. Thus we obtain r(LM) ≤ η. Hence rc(LM) = 0. �

Assume that the conditions (A.1)-(A.3) are satisfied. We also introduce the following

conditions for perturbed potentials ϕ(ǫ, ·) with a small parameter ǫ ∈ (0, 1):

(B.1) ϕ(ǫ, ·) ∈ F 1(X,R) for any ǫ > 0 and c3 := supǫ>0[ϕ(ǫ, ·)]k+1 is finite.

(B.2) c4 :=
∑

s∈S exp(supǫ>0 supω∈[s] ϕ(ǫ, ω)) <∞.

(B.3) Take ψ : X → R so that ψ(ω) = exp(ϕ(ω)) if M(ω0ω1) = 1 and ψ(ω) = 0 otherwise.

Then supω∈[a] |eϕ(ǫ,ω) − ψ(ω)| → 0 as ǫ → 0 for each a ∈ S.

For convenience, let λ(ǫ) = exp(P (ϕ(ǫ, ·))), c5 = c3θ/(1−θ) and c6 = max(c5, [ϕ]k+1θ/(1−
θ)). Take υ ∈ XM so that σmυ = υ and put λ∗ = (

∏m−1
i=0 ψ(σiυ))1/m. Then we notice

lim infǫ→0 λ(ǫ) ≥ λ∗ by (4.2) and (B.3).

Proposition 4.3. Assume that the conditions (A.1)-(A.3) and (B.1)-(B.3) are satisfied.

Then ‖LA,ϕ(ǫ,·) − LM‖∞ → 0 as ǫ→ 0.

Proof. Put N =
⋃

ij :A(ij)=1,M(ij)=0[ij]. We write S = {s1, s2, . . . , sd} with d ≤ ∞. For

n = 1, 2, . . . , ǫ > 0, ω ∈ X and f ∈ Cb(X), we define

Hn(ǫ, ω, f) =e
ϕ(ǫ,sn·ω)f(sn · ω), Hn(0, ω, f) = ψ(sn · ω)(1− χN (sn · ω))f(sn · ω)

if A(snω0) = 1, and Hn(ǫ, ω, f) = Hn(0, ω, f) = 0 if A(snω0) = 0. Then we see

LA,ϕ(ǫ,·)f(ω) =
∑∞

n=1Hn(ǫ, ω, f). Put an = exp(supǫ>0 supω∈[sn] ϕ(ǫ, ω)) + supω∈[sn] ψ(ω).

Note
∑∞

n=1 an < ∞ by the conditions (B.2) and the summability of ϕ. We obtain

|Hn(ǫ, ω, f)| ≤ an‖f‖∞ for any ǫ ≥ 0, ω and f . Moreover

|Hn(ǫ, ω, f)−Hn(0, ω, f)| ≤ supω∈[sn] |eϕ(ǫ,ω) − ψ(ω)(1− χN (ω))|‖f‖∞.

Choose any η > 0. Then there exists n0 ≥ 1 such that
∑∞

n=n0+1 an < η. Furthermore,

the condition (B.3) implies that there exists ǫ1 > 0 such that for any 0 < ǫ < ǫ1 and for

any a ∈ {s1, s2, . . . , sn0}, supω∈[a] |eϕ(ǫ,ω) − ψ(ω)(1 − χN(ω))| < η/n0. Therefore, for any
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f ∈ Cb(X) with ‖f‖∞ ≤ 1 and 0 < ǫ < ǫ1

‖(LA,ϕ(ǫ,·) −LM)f‖∞ = sup
ω∈X

|
∑

n≥1

Hn(ǫ, ω, f)−
∑

n≥1

Hn(0, ω, f)|

≤ sup
ω∈X

∑

1≤n≤n0

|Hn(ǫ, ω, f)−Hn(0, ω, f)|+ sup
ω∈X

∑

n≥n0+1

(|Hn(ǫ, ω, f)|+ |Hn(0, ω, f)|) ≤ 3η.

This implies that LA,ϕ(ǫ,·) converges LM with respect to ‖ · ‖∞. �

Proposition 4.4. Assume that the conditions (A.1)-(A.3) and (B.1)-(B.3) are satisfied.

Assume also that for each ǫ > 0, there exists a Borel probability measure ν(ǫ, ·) on X such

that L∗
A,ϕ(ǫ,·)ν(ǫ, ·) = λ(ǫ)ν(ǫ, ·). Then {ν(ǫ, ·)} has a converging subsequence in the sense

of weakly topology. Moreover, any limit point ν of ν(ǫ, ·) as ǫ → 0 is a Borel probability

measure on X and an eigenvector of λ of the dual L∗
M of LM : Cb(X) → Cb(X), where

λ is a limit point of λ(ǫ).

Proof. We write S = {1, 2, . . . , d} with d ≤ ∞. First we will use a technique of Prohorov’s

theorem for the sequence {ν(ǫ, ·)}, i.e. we will show the tightness of this. For n ≥ 1, let

πn : X → S be πn(ω) = ωn. In this case, πn is continuous. For s ∈ S we have

λ(ǫ)nν(ǫ, π−1
n (s)) =

∫

X

∑

w∈Sn :w·ω0∈Wn+1(A)

eSnϕ(ǫ,w·ω)χπ−1
n (s)(w · ω) dν(ǫ, ω) ≤ cn−1

4 esup[s] ϕ(ǫ,·),

where c4 appears in (B.2). Choose any η > 0. By using λ(ǫ) ≥ λ∗/2 for any small ǫ > 0,

ν(ǫ, π−1
n ([s+ 1,∞))) ≤ (λ∗/2)

−ncn−1

4
∑

j>s e
supǫ>0 sup[j] ϕ(ǫ,·).

Therefore ν(ǫ, π−1
n ([s(n) + 1,∞))) ≤ η/2n for some s(n) ≥ 1. Thus

ν(ǫ,
⋂∞

n=1 π
−1
n [1, s(n)]) = 1− ν(ǫ,

⋃∞
n=1 π

−1
n [s(n) + 1,∞)) ≥ 1− η.

Since
⋂∞

n=1 π
−1
n [1, s(n)] is compact, the sequence {ν(ǫ, ·)} is tight. Prohorov’s theorem

implies that there exist a subsequence {ν(ǫn, ·)} and a Borel probability measure ν on

X such that ν(ǫn, ·) converges to ν weakly, namely ν(ǫn, f) → ν(f) as n → ∞ for each

f ∈ Cb(X). Since {λ(ǫ)} is bounded, we may assume convergence λǫn → λ. We have

|λν(f)− L∗
Mν(f)|

≤|λν(f)− λ(ǫ)ν(ǫ, f)|+ |ν(ǫ,LA,ϕ(ǫ,·)f)− ν(ǫ,LMf)|+ |ν(ǫ,LMf)− ν(LMf)|
≤|λν(f)− λ(ǫ)ν(ǫ, f)|+ ‖LA,ϕ(ǫ,·) −LM‖∞‖f‖∞ + |(ν(ǫ, ·)− ν)(LMf)| → 0

as ǫ→ 0 running through {ǫn}. Hence the proof is complete. �

Proposition 4.5. Assume that the conditions (A.1)-(A.3) are satisfied and M is irre-

ducible. If ν 6= 0 is a finite Borel measure with L∗
Mν = λν and λ > 0, then supp ν = XM .
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Proof. Choose any ω ∈ X \XM . There is m ≥ 1 so that M(ωm−1ωm) = 0 and therefore

ν([ω0 · · ·ωm]) = λ−m−1ν(Lm+1
M χ[ω0···ωm]) = 0. Thus supp ν ⊂ XM . To check the converse,

we show ν(O) > 0 for any open set O with ω ∈ O for each ω ∈ XM . Let τ ∈ Sk
0 with

ν([τ ]) > 0. Since M is irreducible, for any n ≥ 0 there exists w ∈ Sm
0 such that ωn · w · τ

is M-admissible. Let l = n+m+ 1. For an element υ ∈ [τ ], we see

ν([ω0 · · ·ωn]) =λ
−lν(Ll

Mχ[ω0···ωn]) ≥ λ−le
θkc1eSlϕ(ω0···ωn·w·υ)ν([τ ]) > 0.(4.3)

Since all cylinders are open base, we get ν(O) > 0. Hence supp ν = XM . �

Proposition 4.6. Assume that the conditions (A.1)-(A.3) and (B.1)-(B.3) are satisfied.

Assume also that for each ǫ > 0, there exists a nonnegative functions g(ǫ, ·) ∈ Λk
c6

such

that ‖g(ǫ, ·)‖∞ = 1 and LA,ϕ(ǫ,·)g(ǫ, ·) = λ(ǫ)g(ǫ, ·). Then {g(ǫ, ·)} has a converging sub-

sequence {g(ǫn, ·)} in the sense that g(ǫn, ω) converges to a function g(ω) for each point

ω ∈ X. Moreover, the limit g is a nonzero nonnegative function belonging in Λk
c6

and is

an eigenfunction of λ of the operator LM , where λ is a limit point of λ(ǫ).

Proof. By g(ǫ, ω) ≤ e
c5dθ(ω,υ)g(ǫ, υ) for any dθ(ω, υ) ≤ θk and by ‖g(ǫ, ·)‖∞ = 1, {g(ǫ, ·)}

is equicontinuous and uniformly bounded. By Ascoli Theorem, there exist a subsequence

(ǫn) and g ∈ Cb(X) such that g(ǫn, ω) → g(ω) for each ω ∈ X . From g satisfies g(ω) ≤
e
c5dθ(ω,υ)g(υ) for ω ∈ [υ0 · · ·υk−1], g is in Λk

c5
. We show g 6= 0. There exists S0 ⊂ S such

that S1 := S \ S0 is finite and
∑

s∈S0
esup[s] ϕ(ǫ,·) < c−k+1

4 (λ∗)
k/(6k). For ω ∈ X

λk∗
2
g(ǫ, ω) ≤ λ(ǫ)kg(ǫ, ω) = Lk

A,ϕ(ǫ,·)g(ǫ, ω) =
∑

w∈(S0∪S1)k :w·ω0∈Wk+1(A)

eSkϕ(ǫ,w·ω)g(ǫ, w · ω)

≤
∑

w∈Sk
1 :w·ω0∈Wk+1(A)

eSkϕ(ǫ,w·ω)g(ǫ, w · ω) + (λ∗)
k

6

holds for any small ǫ > 0 so that (λ∗)
k/2 ≤ λ(ǫ)k. Choose any υ ∈ X with g(ǫ, υ) > 2/3

and υw ∈ [w] for any w ∈ Wk(A) ∩ Sk
1 . We have

(λ∗)
k

6
<

(λ∗)
k

2
g(ǫ, υ)− (λ∗)

k

6
≤ e

c3θ
∑

w∈Wk(A)∩Sk
1

k
∏

i=1

esupη>0 sup[wi]
ϕ(η,·)g(ǫ, υw).

Since Sk
1 is finite, there exist a subsequence (ǫn) and w ∈ Sk

1 such that infn g(ǫn, υ
w) > 0.

this implies that any limit point g of g(ǫ, ·) is not zero.
Take limit points λ of λ(ǫ) and g of g(ǫ, ·). We show LMg = λg. By virtue of Proposition

4.4 replacing M by A, there exists a pair (λ̂, ν̂) such that λ̂ is positive and ν̂ is a Borel

probability measure ν̂ on X and satisfies L∗
Aν̂ = λ̂ν̂. Remark that ν̂ has full support on
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X by Proposition 4.5. We have

‖λ(ǫ)g(ǫ, ·)− LMg‖L1(ν̂) ≤‖(LA,ϕ(ǫ,·) − LM)g(ǫ, ·)‖L1(ν̂) + ‖LMg(ǫ, ·)− LMg‖L1(ν̂)

≤‖LA,ϕ(ǫ,·) − LM‖∞ +

∫

X

LA|g(ǫ, ·)− g|(ω) dν̂(ω)

≤‖LA,ϕ(ǫ,·) − LM‖∞ + λ̂‖g(ǫ, ·)− g‖L1(ν̂),

By Lebesgue dominated convergence theorem, g(ǫn, ·) converges to g in L1(X, ν̂) for some

sequence (ǫn). Letting ǫ = ǫn → 0, we obtain LMg = λg ν̂-a.e. By continuity of g and

supp ν̂ = X , we have LMg = λg. �

Proposition 4.7. Assume that the conditions (A.1)-(A.3) are satisfied and M is irre-

ducible. If g ∈ Λk
c satisfies g 6= 0 and LMg = λg with λ > 0, then supp g =

⋃

a∈S0
[a].

Proof. For ω ∈ X with ω0 /∈ S0, g(ω) = λ−1LMg(ω) = 0 by the definition of LM .

Therefore supp g ⊂ ⋃

s∈S0
[s]. Conversely, choose any ω ∈ X with ω0 ∈ S0. Take υ ∈ X so

that w := υ0 . . . υk−1 ∈ Sk
0 and g(υ) > 0. Since M is irreducible, there exists w′ ∈ Sm−k

0

with m > k such that w · w′ · ω0 is M-admissible. We see

g(ω) = λ−mLm
Mg(ω) ≥λ−meSmϕ(w·w′·ω)g(w · w′ · ω) ≥ λ−meSmϕ(w·w′·ω)e−cθkg(υ) > 0,

where the second inequality holds from g ∈ Λk
c . Thus we obtain supp g =

⋃

s∈S0
[s]. �

Next we show an important proposition about quasi-compactness of LM .

Proposition 4.8. Assume that the conditions (A.1)′, (A.2) and (A.3) are satisfied. We

also assume that a function ϕ0 ∈ F 1(X,R) is finite pressure and satisfies ϕ ≤ ϕ0 on

{ω ∈ X : M(ω0ω1) = 1}. Let λ0 = exp(P (ϕ0)). Then the essential spectral radius

r
ess
(LM) of the operator LM : F k

b (X) → F k
b (X) satisfies r

ess
(LM) ≤ λ0θ.

Proof. Choose any η > 0. By virtue of Theorem 2.2, there exists a unique triplet

(λ0, h0, ν0) such that LA,ϕ0h0 = λ0h0, L∗
A,ϕ0

ν0 = λ0ν0, ν0(h0) = ν0(1) = 1, ‖h0‖∞ < ∞
and ‖h−1

0 ‖∞ < ∞ hold. Since A is finitely irreducible, µ0 := h0ν0 is the Gibbs measure

for the potential ϕ0. Put Q := λ−1
0 LM . We will show that the operator Q satisfies the

Hennion’s condition [9]. In order to this, we check the following four claims.

Claim 1. There exist constants c7, c8 ≥ 1 such that ‖Qmf‖k ≤ c7‖f‖L1(µ0) + c8‖f‖kθm
for any f ∈ F k

b (X) and m ≥ k.

For any f ∈ F k
b (X), m ≥ k, A-admissible word w ∈ Sm and ω, υ ∈ [w], we have

|f(ω)− f(υ)| ≤ [f ]kdθ(ω, υ) ≤ [f ]kθ
m and therefore f(ω) ≤ f(υ)+ [f ]kθ

m. By integrating

for the measure µ0 on υ ∈ [w] in both sides and by dividing by µ0[w], we obtain

f(ω) ≤ 1

µ0([w])

∫

[w]

f(υ) dµ0(υ) + [f ]kθ
m
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for any ω ∈ [w]. Moreover, by the Gibbs property for µ0, we get eSmϕ0(ω)−m logλ0 ≤
c9µ0([w]) for some constant c9 ≥ 1. We see for ω ∈ X

(Qm|f |)(ω) = λ−m
0 Lm

M |f |(ω) ≤λ−m
0 Lm

A,ϕ0
|f |(ω)

≤
∑

w∈Sm :w·ω0∈Wm+1(A)

c9µ0[w]

(

1

µ0[w]

∫

[w]

f dµ0 + [f ]kθ
m

)

≤c9‖f‖L1(µ0) + c9[f ]kθ
m,

Moreover, for ω, υ ∈ X with ω0 · · ·ωk−1 = υ0 · · ·υk−1

|Qmf(ω)−Qmf(υ)| ≤λ−m
0

∑

w∈Sm :w·ω0∈Wm+1(M)

eSmϕ(w·ω)f(w · ω)− eSmϕ(w·υ)f(w · υ)|

≤λ−m
0

∑

w∈Sm :w·ω0∈Wm+1(M)

eSmϕ(w·ω)[f ]kθ
mdθ(ω, υ)

+λ−m
0

∑

w∈Sm :w·ω0∈Wm+1(M)

eSmϕ(w·υ)|f(w · υ)||eSmϕ(w·ω)−Smϕ(w·υ) − 1|

≤θmQm1(ω)[f ]kdθ(ω, υ) + (Qm|f |)(υ)ec1dθ(ω,υ)c1dθ(ω, υ)
≤c9θm[f ]kdθ(ω, υ) + (c9‖f‖L1(µ0) + c9[f ]kθ

m)e
c1c1dθ(ω, υ).

Therefore the assertion of Claim 1 is valid by putting c7 = c8 = c9(1 + 2e
c1c1).

Claim 2. For any η > 0 there exists k0 ≥ k such that ‖Qk0f‖k ≤ c7‖f‖L1(µ0)+‖f‖k(θ(1+
η))k0 for any f ∈ F k

b (X).

This claim is satisfied by choosing k0 in Claim 1 so that (c8)
1/k0 ≤ η + 1.

Claim 3. Q({f ∈ F k
b (X) : ‖f‖k ≤ 1}) is totally bounded in ‖ · ‖L1(µ0).

It is sufficient to show that any sequence fn ∈ F k
b (X) with ‖fn‖k ≤ 1 has a subsequence

{fn(l)}l so that Qfn(l) converges in the sense of the norm ‖·‖L1(µ0). By Claim 1, {Qfn(ω)}
is uniformly bounded in C for any ω ∈ X and equicontinuous. Thus Ascoli Theorem and

Lebesgue dominated convergence theorem tell us that such a sequence exists.

Claim 4. There exists c10 > 0 such that for any f ∈ F k
b (X), ‖Qf‖L1(µ0) ≤ c10‖f‖L1(µ0).

Take the corresponding eigenfunction h0 of the eigenvalue exp(P (ϕ0)) of LA,ϕ0. Then

‖Qf‖L1(µ0) ≤ λ−1
0

∫

X

LM |f | dµ0 ≤λ−1
0

∫

X

LA,ϕ0|f | dµ0

≤‖h0‖∞λ−1
0

∫

X

LA,ϕ0|f | dν0 ≤ c10‖f‖L1(µ0)

with c10 = ‖h−1
0 ‖∞‖h0‖∞.
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Hennion’s theorem [9, Theorem XIV.3] says that Claim 2, Claim 3 and Claim 4 imply

that the essential spectral radius ress(Q) of Q : F k
b (X) → F k

b (X) is less than or equal to

θ(η + 1). By arbitrary choosing η > 0, we see ress(Q) ≤ θ. From Q = λ−1
0 LM , we obtain

ress(LM) ≤ λ0θ. Hence the proof is complete. �

Recall the quotient space S/↔ and the semi-order � on S/↔ defined in Section 2.1.

For subset T ⊂ S, we write ΣT :=
⋃

a∈T [a], and χT := χΣT
, the indicator of the set ΣT .

Denoted by ρ(L) the resolvent set of L : F k
b (X) → F k

b (X).

Proposition 4.9. Assume that the conditions (A.1)-(A.3) are satisfied. Then

(1) r(LM) = maxT∈S/↔ r(LM(T )), where M(T ) means the submatrix of M indexed by T ;

(2)
⋂

T∈S/↔ ρ(LM(T )) ⊂ ρ(LM).

Proof. (1) Choose any S1 ∈ S/↔ and put S2 = S \ S1. we let Lijf = χSi
LM(χSj

f)

for f ∈ F k
b (X). By direct checking, we see ‖Liif‖∞ ≤ ‖LMf‖∞ and [Liif ]k ≤ [LMf ]k.

Therefore, we see maxi=1,2 r(Lii) ≤ r(LM). Conversely, note that L12 = O or L21 = O
by S2 6� S1 or S1 6� S2. We assume L12 = O. Then we obtain the expansion Ln

M =

Ln
11 + Ln

22 +
∑n

j=1Lj−1
22 L21Ln−j

11 for any n ≥ 1. It is not hard to show that there exist

constants c11 > 0 and n0 ≥ 1 such that for any n ≥ n0, ‖Ln
M‖k ≤ c11 maxi=1,2 r(Lii)

n.

Thus r(LM) ≤ maxi=1,2 r(Lii). The case L21 = O is treated similarity. Thus we obtain

r(LM) = maxi=1,2 r(Lii).

Choose any 0 < λ0 < r(LM). By the summability of ϕ, there exists a decomposition

S/↔= T1 ∪ T2 such that T1 is finite and letting T1 :=
⋃

T∈T2
T , r(LM(T1)) is less than λ0.

By using above argument repeatedly, we have r(LM) = maxT∈S/↔ r(LM(T )) by the fact

r(LM) > r(LM(T1)). Hence the assertion is valid.

(2) Take the notation S1, S2,Lij in (1). We display LM as the block operator matrix

LM =

[

L11 L12

L21 L22

]

,

namely we decompose LM = L11 + L12 + L21 + L22 (see [4, 30]). Assume L12 = O. By

Frobenius-Schur factorization [4, Theorem 4.2], we have that for η ∈ ρ(L11)

LM − ηI =

[

I O
L21(L11 − ηI)−1 I

][

L11 − ηI O
O L22 − ηI

]

.

Since the former 2× 2 block matrix is invertible and the inverse is bounded, η ∈ ρ(L11)∩
ρ(L22) implies η ∈ ρ(LM). In the case L21 = O, we obtain the same assertion by a similar

argument. Choose any η ∈ ⋂

T∈S/↔ ρ(LM(T )) and put λ0 = |η|. We may assume η 6= 0 by

kerLM(T ) 6= {0} for T with r(LM(T )) > 0. When we take T1, T2, T1 as the same notation in

(1), we see η ∈ ρ(LM(T1)) by |η| > r(LM(T1)). By the above argument repeatedly, we have
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ρ(LM(T1)) ∩
⋂

T∈T1
ρ(LM(T )) ⊂ ρ(LM). Since η belongs to the left hand side, we obtain

η ∈ ρ(LM). Hence the proof is complete. �

Finally we consider the case when M is irreducible. We recall some notions in ergodic

theory. A non-singular map T on a sigma finite measure space (X,B, µ) is conservative if
for every set W ∈ B satisfying that {T−nW} are pairwise disjoint, W = ∅ or X mod µ.

Such a set W is called a wandering set. The measure µ is called exact if µ(E)µ(X \E) = 0

for any E ∈ ⋂∞
n=0 T

−nB.

Proposition 4.10. Assume that the matrixM is irreducible with period p and ϕ : XM →
R satisfies [ϕ]k+1 <∞ and ‖LM1‖∞ <∞. Assume also that there exist a triplet (λ, g, ν)

and an integer 0 ≤ i < p such that λ is equal to the spectral radius of LM : F k
b (XM) →

F k
b (XM), g is a nonzero function in Λk

c (X
i
M) for some c > 0 with Lp

Mg = λpg on X i
M , and

ν is a nonzero Borel finite measure on X i
M with L∗p

Mν = λpν, where X i
M is defined in (3.1).

Then supp g = supp ν = X i
M and putting h = g/ν(g), ‖λ−npLnp

Mf − hν(f)‖L1(Xi
M ,ν) → 0

as n→ ∞ for each f ∈ L1(X i
M , ν).

Proof. The equalities of the support of g and ν are proved by the proof of Proposition

4.7 and Proposition 4.5, respectively. Put µ = hν. We define a bounded operator L̃f :=

(Lp
M(hf))/(λph) for f ∈ L1(X i

M , µ). Consider the non-singular map T := σp on the

measure space (X i
M , µ). Note that L̃ becomes the transfer operator of T on L1(X i

M , µ) is

given by L̃f := dµf◦T−1/dµ with dµf := fdµ. Indeed, for f1 ∈ L∞(X i
M) and f2 ∈ L1(X i

M)
∫

Xi
M

f1L̃f2 dµ = λ−p

∫

Xi
M

Lp
M(f1 ◦ Thf2) dν =

∫

Xi
M

f1 ◦ Tf2 dµ.

First we will see that the measure µ is conservative. Choose any wandering set W . By

the definition of W , we see
∑

n χW ◦ T n ≤ 1, where χW denotes the indicator of the set

W . By Monotone convergence theorem,

µ(1) ≥
∫

Xi
M

∑

n

χW ◦ T n dµ =

∞
∑

n=0

∫

Xi
M

χW ◦ T n dµ =

∞
∑

n=0

µ(W ).

Since µ is finite, µ(W ) must be zero. Thus µ is conservative.

Next we prove that the measure µ is exact. We define S̃ = {w = w0 · · ·wp−1 ∈ Sp
0 :

w0 ∈ S0,i and w is M-admissible} and a zero-one matrix M̃ indexed as S̃ by M̃(ww′) = 1

if ww′ is M-admissible and M̃(ww′) = 0 otherwise. Then we notice that X i
M is regarded

as the topological Markov shift XM̃ with the state space S̃, the transition matrix M̃

and the shift T . Furthermore, (XM̃ , T ) is topological mixing, µ is a T -invariant Borel

probability measure on XM̃ , and the log Jacobian log(dµ/dµ◦T ) is equal to the potential

ϕ̃ := Spϕ−log h+log h◦T−log λp. Observe that ϕ̃ : XM̃ → R satisfies at least [ϕ̃]k+1 <∞
with respect to dθp. Moreover, by recoding XM̃ below, the function ϕ̃ is deduced a function
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whose first variation is finite, i.e. [ϕ̃]1 < ∞. Indeed, let S∗ = {w∗ = w0 · · ·wk ∈ S̃k+1 :

M̃-admissible}. We give a zero-one matrix M∗ indexed as S∗ by M∗(w∗v∗) = 1 if and

only if w1 · · ·wk = v0 · · · vk−1 for w∗ = w0 · · ·wk and v∗ = v0 · · · vk. Then the TMS XM∗

is conjugate to the TMS XM̃ by the map π : XM∗ → XM̃ , π(w∗
0w

∗
1 · · · ) = w0w1 · · · for

w∗
i = wiwi+1 · · ·wi+k. This map π is bijective, bi-Lipschitz and satisfies that π◦T ∗ = T ◦π

and [ϕ̃ ◦ π]1 ≤ [ϕ̃]k+1 < +∞, where T ∗ is the shift-transformation on XM∗ . It is not hard

to check that µ ◦ π is a T ∗-invariant Borel probability measure on XM∗ and conservative.

By virtue of [3, Theorem 3.2] (also [20, Section 3.2] or [18, Theorem 2.5]), it turns out

that the measure µ ◦ π is exact and so is µ.

Finally we show the assertion of this proposition. By virtue of Lin’s theorem ([11] or

[1, Theorem 1.3.3]), the exactness of µ means

‖λ−npLnp
M (hf0)− hν(hf0)‖L1(Xi

M ,ν) =‖L̃n(f0 − µ(f0))‖L1(Xi
M ,µ) → 0

as n → ∞ for each f0 ∈ L1(X i
M , µ). Hence we obtain the assertion (2) by putting

f0 := f/h ∈ L1(X i
M , µ) for any f ∈ L1(X i

M , ν). �

5. Proofs of main results

5.1. Proof of Theorem 3.1(1). Assume that (A.1)-(A.3) and (B.1)-(B.3) are satisfied.

In order to prove this theorem, we need to show the following lemmas. We put N :=
⋃

ij :A(ij)=1,M(ij)=0[ij] and

ϕ(ǫ, ω) :=







ϕ(ω)− (1/ǫ)χN(ω), if ϕ(ω) ≥ sup[ω0] ϕ− 1/ǫ

sup[ω0] ϕ− (1/ǫ)− (1/ǫ)χN (ω), if ϕ(ω) < sup[ω0] ϕ− 1/ǫ
(5.1)

for ǫ > 0 and ω ∈ X . Observe that ϕ(ω) ≤ ϕ(ǫ, ω) for ω with M(ω0ω1) = 1. Put

ψ := exp(ϕ)(1− χN).

Lemma 5.1. Assume that (A.1)-(A.3) and (B.1)-(B.3) are satisfied. Then the potential

(5.1) satisfies the condition (B.1)-(B.3).

Proof. We start with the validities of [ϕ(ǫ, ·)]i <∞ for 1 ≤ i ≤ k and [ϕ(ǫ, ·)]k+1 ≤ [ϕ]k+1.

Let ω, υ ∈ X with ω0 · · ·ωl−1 = υ0 · · ·υl−1 and ωl 6= υl for an integer l ≥ 1. Note

χN(ω) = χN(υ) if l ≥ 2. Consider the three cases:
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Case I: ϕ(ω), ϕ(υ) ≥ sup[ω0] ϕ− 1/ǫ. In this case, we have

|ϕ(ǫ, ω)− ϕ(ǫ, υ)| ≤|ϕ(ω)− ϕ(υ)|+ (1/ǫ)|χN(ω)− χN (υ)|

≤







sup[ω0] ϕ− (sup[ω0] ϕ− 1/ǫ) + 1/ǫ, if 1 ≤ l ≤ k

|ϕ(ω)− ϕ(υ)|, if l > k

≤







(2/(θkǫ))dθ(ω, υ), if 1 ≤ l ≤ k

[ϕ]k+1dθ(ω, υ), if l > k.

Case II: ϕ(υ) < sup[ω0] ϕ− 1/ǫ ≤ ϕ(ω) or ϕ(ω) < sup[ω0] ϕ− 1/ǫ ≤ ϕ(υ). We obtain

|ϕ(ǫ, ω)− ϕ(ǫ, υ)| ≤max(ϕ(ω), ϕ(υ))− (sup[ω0] ϕ− 1/ǫ) + (1/ǫ)|χN(ω)− χN(υ)|

≤







2/ǫ, if 1 ≤ l ≤ k

max(ϕ(ω), ϕ(υ))−min(ϕ(ω), ϕ(υ)), if l > k.

Therefore the same assertion as in Case I is satisfied.

Case III: ϕ(ω), ϕ(υ) < sup[ω0] ϕ − 1/ǫ. We see |ϕ(ǫ, ω) − ϕ(ǫ, υ)| ≤ 1/ǫ if l = 1 and

equals 0 if l ≥ 2. Thus the condition (B.1) is fulfilled. The condition (B.2) is valid from

supǫ>0 supω∈[s] ϕ(ǫ, ω) ≤ supω∈[s] ϕ for any s ∈ S and the summability of ϕ. The condition

(B.3) follows from for each a ∈ S and ω ∈ [a],

|eϕ(ǫ,ω) − ψ(ω)| ≤















esup[ω0]e−1/ǫ, if M(ω0ω1) = 0

0, if M(ω0ω1) = 1 and ϕ(ω) ≥ sup[ω0] ϕ− 1/ǫ

esup[ω0]
ϕ−1/ǫ + eϕ(ω), if M(ω0ω1) = 1 and ϕ(ω) < sup[ω0] ϕ− 1/ǫ

≤2esup[a]e−1/ǫ → 0.

Hence (B.1)-(B.3) are fulfilled. �

Lemma 5.2. Assume that (A.1)-(A.3) and (B.1)-(B.3) are satisfied. Let λ := r(LM).

Then there exist a nonnegative function g ∈ Λk
c1

with ‖g‖∞ = 1 and the Borel probability

measure ν on X such that LMg = λg and L∗
Mν = λν.

Proof. First we assume the condition (A.1)′, i.e. A is finitely irreducible. By this assump-

tion and by Lemma 5.1, Theorem 2.2 implies that there exists a triplet (λ(ǫ), g(ǫ, ·), ν(ǫ, ·)) ∈
R× Λk

c6
× Cb(X)∗ such that λ(ǫ) = exp(P (ϕ(ǫ, ·)))

LA,ϕ(ǫ,·)h(ǫ, ·) = λ(ǫ)h(ǫ, ·), L∗
A,ϕ(ǫ,·)ν(ǫ, ·) = λ(ǫ)ν(ǫ, ·), ‖g(ǫ, ·)‖∞ = ν(ǫ, 1) = 1,(5.2)

where g(ǫ, ·) is defined by h(ǫ, ·)/‖h(ǫ, ·)‖∞. By noting that ǫ 7→ P (ϕ(ǫ, ·)) is increasing,
the limit λ1 := limǫ→0 exp(P (ϕ(ǫ, ·)) exists. In addition to the fact c3 ≤ [ϕ]k+1, Proposi-

tion 4.6 implies that there exists a nonnegative function g ∈ Λk
c1

such that LMg = λ1g
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and ‖g‖∞ = 1. Therefore λ1 ≤ λ := r(LM). Moreover by

‖Ln
A,ϕ(ǫ,·)1‖k ≥ ‖Ln

A,ϕ(ǫ,·)1‖∞ ≥ ‖Ln
M,ϕ(ǫ,·)1‖∞ ≥ ‖Ln

M,ϕ1‖∞ = ‖Ln
M‖∞,

we notice λ1 ≥ λ and thus λ = λ1. On the other hand, Proposition 4.4 yields the existence

of a Borel probability measure ν on X such that L∗
Mν = λν.

Next we consider the general case (A.1). We take a finitely irreducible matrix Â indexed

by S so that A(ij) = 1 implies Â(ij) = 1. For example, we let Â(ij) ≡ 1. Fix ǫ > 0.

By Proposition A.1, there exists ϕ̂(ǫ, ·) : XÂ → R such that ϕ̂(ǫ, ·) = ϕ(ǫ, ·) on XA,

[ϕ̂(ǫ, ·)]k+1 = [ϕ(ǫ, ·)]k+1 and ϕ̂(ǫ, ·) is summable. By replacing A and M with Â and A,

respectively and repeating the argument above, we obtain a triplet (λ̂(ǫ), ĝ(ǫ, ·), ν̂(ǫ, ·))
satisfying that λ̂(ǫ) = r(LA,ϕ̂(ǫ,·)), ĝ(ǫ, ·) ∈ Λk

c1
, ν̂(ǫ, ·) is a Borel probability measure on

XÂ and

LA,ϕ̂(ǫ,·)ĝ(ǫ, ·) = λ̂(ǫ)ĝ(ǫ, ·), L∗
A,ϕ̂(ǫ,·)ν̂(ǫ, ·) = λ̂(ǫ)ν̂(ǫ, ·), ‖ĝ(ǫ, ·)‖∞ = ν̂(ǫ, 1) = 1.

According to Proposition 4.5 and Proposition 4.7, we see that supp ĝ(ǫ, ·) = XÂ and

supp ν̂(ǫ, ·)) = XA. Then we define g(ǫ, ·) := ĝ(ǫ, ·)χXA
/‖ĝ(ǫ, ·)χXA

‖∞ and ν(ǫ, ·) :=

ν(ǫ, ·|XA). By considering the restricted operator LA,ϕ(ǫ,·) = LA,ϕ̂(ǫ,·)|F k
b (XA) on F

k
b (XA), we

get the same equations as (5.2). The equation λ̂(ǫ) = λ(ǫ) is guaranteed from λ̂(ǫ) ≥ λ̂(ǫ)

by the definition and from λ̂(ǫ) is an eigenvalue of LA,ϕ(ǫ,·). By a similar argument above

again, we obtain the assertion. Hence the proof is complete. �

Lemma 5.3. Assume that (A.1)-(A.3) and (B.1)-(B.3) are satisfied. Then λ = exp(P (ϕ)).

Proof. In view of Proposition 4.9(1), there exists T ∈ S/↔ such that r(LM(T )) = λ. By

using Proposition 4.6 and proposition 4.7 replacingM byM(T ), we get the corresponding

eigenfunction g0 ∈ Λk
c1

of LM(T ) with supp g0 =
⋃

a∈T [a]. Take any ω ∈ XM(T ). We see

λng0(ω) =Ln
M(T )g0(ω) ≤ Ln

Mg0(ω) ≤
∑

w∈Wn(M)

exp( sup
υ∈[w]∩XM

Snϕ(υ)).

Therefore log λ ≤ P (ϕ|XM
). On the other hand, in addition to the fact ϕ(ω) ≤ ϕ(ǫ, ω)

for ω with M(ω0ω1) = 1, we have that for w ∈ Wn(M)

exp( sup
ω∈[w]∩XM

Snϕ(ω)) ≤ exp( sup
ω∈[w]∩XM

Snϕ(ǫ, ω)) ≤ exp( sup
ω∈[w]

Snϕ(ǫ, ω)).

Thus P (ϕ|XM
) ≤ P (ϕ(ǫ, ·)) and P (ϕ|XM

) ≤ log λ. Hence the assertion is fulfilled. �

Proof of Theorem 3.1(1). It follows from Lemma 5.2 and Lemma 5.3. �

The proof of Theorem 3.1(2) will be carried over after the proof of Theorem 3.4.
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5.2. Proof of Theorem 3.4. First we prove this theorem under the assumption (A.1)′.

Lemma 5.4. Assume that (A.1)′, (A.2) and (A.3) are satisfied. Then r
ess
(LM) ≤ θr.

Proof. By virtue of Proposition 4.8, we get the inequality ress(LM) ≤ exp(P (ϕ(ǫ, ·)))θ for
any ǫ > 0. Letting ǫ→ 0, we obtain ress(LM) ≤ λθ. �

Lemma 5.5. Assume that (A.1)′, (A.2) and (A.3) are satisfied. Then the assertion of

Theorem 3.4 holds.

To show this, we start with the general spectral form of LM : F k
b (X) → F k

b (X). By

virtue of Lemma 5.4, we have the form

LM =
∑q−1

j=0(λjPj +Dj) +R(5.3)

satisfying the following (1)-(5):

(1) each λj ∈ C are eigenvalues of LM with finite multiplicity and with |λj| = λ;

(2) each Pj is the projection onto the generalized eigenspace associated to λj;

(3) each Dj is nilpotent, i.e. Dnj−1
j 6= O and Dnj

j = O for some nj ≥ 1;

(4) PiLM = LMPi, P2
i = Pi, PiDi = DiPi = Di for i and PiPj = DiDj = PiR = RPi =

RDi = DiR = O for each i 6= j;

(5) the spectral radius of R is less than λ.

Take the eigenfunction g and the eigenvector ν of the eigenvalue λ given in Theorem

3.1(1). Since M is irreducible, the equalities supp g =
⋃

s∈S0
[s] and supp ν = XM hold by

Proposition 4.7 and Proposition 4.5. We need the following ten claims:

Claim 1. Ln
Mf =

∑q−1
i=0 λ

n
i Pif +Rnf on XM for any f ∈ F k

b (X) and n ≥ 1.

Choose any f ∈ F k
b (X) and 0 ≤ i ≤ q − 1. We will show Ds

i f = 0 on XM for each

s = ni − 1, ni − 2, . . . , 1 inductively. We may assume ni ≥ 2. Put ξ = Ds−2
i Pif with

s = ni − 1. Then Diξ = Ds
i f and Dl

iξ = 0 on XM for l ≥ 2. Note also Piξ = ξ. The

equation (5.3) implies

Ln
Mξ =

q−1
∑

j=0

(

λnjPjξ +

ni−1
∑

s=1

(

n

s

)

λn−s
j Ds

jξ
)

+Rnξ = λni ξ + nλn−1
i Diξ(5.4)

on XM . Therefore

‖λ−nLn
Mξ‖L1(ν) ≥ nλ−1‖Diξ‖L1(ν) − ‖ξ‖L1(ν).(5.5)

The left hand side is bounded by ν(|ξ|). Thus ν(|Diξ|) must be zero. Since ν is positive

with full support on XM and Diξ is continuous, we get Diξ = Ds
i f = 0 on XM .

Assume Dj
i f = 0 onXM for j = ni−1, ni−2, . . . , s with s ≥ 2 and put ξ = Dj−1

i Pif with

j = s− 1. By repeatedly considering (5.4) and (5.5), we get the equation Diξ = Dj
i f = 0

on XM . Hence we obtain the claim.
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Claim 2. c12 := supn≥1 ‖λ−nLn
M1‖∞ < +∞.

Recall Ln
M1 ∈ Λk

c1
for n ≥ 1 by Proposition 4.1(3). For any ω ∈ X with ω0 ∈ S0, we

have that by taking υ ∈ XM with ω0 = υ0 ∈ S0,

λ−nLn
M1(ω) = λ−nLk

M(Ln−k
M 1)(ω) ≤ec1θkλ−n

∑

w∈Sk
0 :w·ω0∈Wk+1(M)

eSkϕ(w·ω)Ln−k
M 1(w · υ)

≤ec1θkλ−k‖Lk
M1‖∞(

q−1
∑

i=0

‖Pi1‖∞ + sup
j

‖λ−jRj1‖k)

for any n > k by using Claim 1. Since the last expression is finite, the claim is satisfied.

Claim 3. The operator LM has the form LM =
∑q−1

i=0 λiPi +R.

Suppose ni ≥ 2, i.e. Dni−1
i 6= O and Dni

i = O. Let f ∈ F k
b (X) and ξ = Ds−1

i Pif

with s = ni − 1. Observe Diξ = Ds
i f . It follows from (5.4) and the claim 2 that

nλ−1‖Diξ‖∞ ≤ c12 + ‖ξ‖∞ < +∞ for any n. Therefore ‖Diξ‖∞ = ‖Ds
i f‖∞ = 0. By a

similar argument for each s = ni − 2, . . . , 1 repeatedly, we obtain the assertion.

Claim 4. If f ∈ F k
b (Σj) satisfies Lp

Mf = λpf on Σj for some j, then there exist nonneg-

ative functions fi ∈ F k
b (Σj) (i = 0, 1, 2, 3) such that f = f0 − f1 +

√
−1f2 −

√
−1f3 on Σj

and Lp
Mfi = λpfi on Σj for i = 0, 1, 2, 3.

Since Lp
Mℜf = λpℜf and Lp

Mℑf = λpℑf on Σj , we may assume f = ℜf and f = 0 on

X \ Σj . By Claim 2 and the basic inequality (4.1), c13 := supn≥1 ‖λ−nLn
M‖k is finite. We

decompose into f = f+−f− with f+ ≥ 0 and f− ≥ 0. Since |f±(ω)−f±(υ)| ≤ |f(ω)−f(υ)|
holds, we get f+, f− ∈ F k

b (X). Note the form f = (1/n)
∑n−1

i=0 λ
−ipLip

Mf = f
(n)
+ − f

(n)
−

by putting f
(n)
± = (1/n)

∑n−1
ki0 λ−ipLip

Mf±. In addition to the fact ‖f (n)
± ‖k ≤ c13‖f‖k

for any n ≥ 1, Ascoli Theorem implies that there exist a subsequence (ni) and functions

f
(∞)
± : X → R such that f

(ni)
± (ω) → f

(∞)
± (ω) as i→ ∞ for each ω ∈ X . By supn≥1[f

(n)
± ]k <

∞, we see f
(∞)
+ , f

(∞)
− ∈ F k

b (X). Take any potential ϕ̃ ∈ F 1(X,R) satisfying that λ̃ =

exp(P (ϕ̃)) < ∞ and LMξ ≤ LA,ϕ̃ξ for any ξ ≥ 0 (e.g. (5.1) for the existence). Let µ̃ be

the corresponding positive eigenvector of λ̃ of L∗
A,ϕ̃ with full measure on X and µ̃(1) = 1.

We have λ−pLp
Mf

(n)
± − f

(n)
± = (1/n)(λ−np−pLnp+p

M f± − f±) → 0 in ‖ · ‖k, and

‖Lp
Mf

(ni)
± − Lp

Mf
(∞)
± ‖L1(µ̃) ≤

∫

X

Lp
M |f (ni)

± − f
(∞)
± | dµ̃ ≤

∫

X

Lp
A,ϕ̃|f

(ni)
± − f

(∞)
± | dµ̃

=λ̃p‖f (ni)
± − f

(∞)
± ‖L1(µ̃) → 0

as i → ∞ using Lebesgue dominated convergence theorem. Consequently we get f
(∞)
± =

λ−pLp
Mf

(∞)
± µ̃-a.e. By continuity, we obtain Lp

Mf
(∞)
± = λpf

(∞)
± on X . By noting the form

f = f
(∞)
+ − f

(∞)
− , the assertion of the claim is yielded.
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Claim 5. If f ∈ F k
b (Σi) satisfies Lp

Mf = λpf and f ≥ 0 on Σi, then f ∈ Λk
c1
(Σi).

For any ω, υ ∈ Σi with dθ(ω, υ) ≤ θk and n ≥ 0 with np > k, we have

f(ω) = λ−npLnp
Mf(ω) ≤λ−np

∑

w∈Sn
0 :w·ω0∈Wnp+1(M)

e
Snpϕ(w·υ)+c1dθ(ω,υ)(f(w · υ) + [f ]kθ

np+k)

≤ec1dθ(ω,υ)f(υ) + c13[f ]kθ
np.

Letting n→ ∞, we see f(ω) ≤ e
c1dθ(ω,υ)f(υ) and thus f ∈ Λk

c1
(Σi).

Claim 6. If f ∈ F k
b (X) and η ∈ C satisfy LMf = ηf and |η| = λ, then for each

i = 0, 1, . . . , p− 1 there exists a constant c ≥ 0 such that |f | = ch on X i
M .

By λ|f | = |ηf | = |LMf | ≤ LM |f | and ν(LM |f | − λ|f |) = 0, we have LM |f | = λ|f |
ν-a.e. From supp ν = XM , we see LM |f | = λ|f | on XM and therefore Lp

M |f | = λp|f | on
X i

M . Put ν̃ := ν(·|X i
M) and h̃ := hχΣi

/ν̃(h). By virtue of Proposition 4.10, we see

‖|f | − h̃ν̃(|f |)‖L1(ν̃) = ‖λ−npLnp
M |f | − h̃ν̃(|f |)‖L1(ν̃) → 0

as n → ∞. By continuity of |f | and ĥ, it turns out that |f | = ch on X i
M with c =

ν̂(|f |)/ν̂(h). Hence the claim is fulfilled.

Recall λi = λκi, hi =
∑p−1

j=0 κ
−jihχΣj

and νi =
∑p−1

j=0 κ
jiν|Σi

in Theorem 3.4 with

κ = exp(2π
√
−1/p). In addition to the fact LM(χΣi

f) = χΣi+1
LMf for f ∈ Cb(X), it

follows that the equations LMhi = λihi and L∗
Mνi = λiνi.

Claim 7. For 0 ≤ l < p, the eigenvalue λl is simple, namely if f ∈ F k
b (X) satisfies

LMf = λlf then f = chl for some constant c ∈ C.

Choose any 0 ≤ j < p. By noting the equation Lp
Mf = λpf on Σj , it follows from

Claim 4 and Claim 5 that there exist fi ∈ Λk
c1
(Σj) (i = 0, 1, 2, 3) such that f = f0 − f1 +√

−1(f2 − f3) on Σj , Lp
Mfi = λpfi on Σj . Claim 6 tells us that equation fi = c14(ij)h on

Xj
M for some constant c14(ij) ≥ 0. Moreover, this equation is extended on Σj . Indeed,

for any ω, υ ∈ Σj with υ ∈ XM and ω0 = υ0 and for any w ∈ Sn
0 with w · ω0 ∈ Wn+1(M),

we notice fi(w · ω) ≤ e
c1θ

n

fi(w · υ) = e
c1θ

n

c14(ij)h(w · υ) ≤ e
2c1θ

n

c14(ij)h(w · ω). This

observation implies for any n ≥ k

fi(ω) = λ−nLn
Mfi(ω) ≤ e

2c1θ
n

λ−nLn
M(c14(ij)h(ω)) = e

2c1θ
n

c14(ij)h(ω).

Letting as n → ∞, we get fi(ω) ≤ c14(ij)h(ω). Similarity, the converse c14(ij)h(ω) ≤
fi(ω) holds and thus fi = c14(ij)h on Σj . Consequently, we obtain f = c15(j)h on

Σj by putting c15(j) = c14(0j) − c14(1j) +
√
−1(c14(2j) − c14(3j)). Finally we prove

the equation f = c15(0)hl on X . We notice the equation λlc15(j)hχΣj
= λlfχΣj

=

LM(χΣj−1
f) = χΣj

c15(j − 1)λh. Therefore c15(j) = λ(λl)
−1cj−1 = κ−lcj−1 = κ−jlc15(0).

Thus f = c15(0)hl is valid by the definition of hl.
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Claim 8. If LMf = ηf for some f ∈ F k
b (X) and |η| = λ, then ‖f‖∞ ≤ c13 supω∈XM

|f(ω)|.

Let ω ∈ suppf ⊂ ⋃

i Σi and take υ ∈ XM so that ω0 = υ0. We have

|f |(ω) ≤λ−nLn
M |f |(ω)

≤λ−n
∑

w :w·ω0∈Wn+1(M)

eSnϕ(w·ω)(|f |(w · υ) + [f ]kθ
n) ≤ c13 sup

XM

|f |+ c13[f ]kθ
n.

for any n > k. Letting n→ ∞, we obtain the assertion.

Claim 9. If f ∈ F k
b (X) and η ∈ C satisfy LMf = ηf , f 6= 0 and |η| = λ, then ηp = λp.

Namely, the number q in Claim 3 equals p.

By virtue of Claim 8, we notice f 6= 0 on X i
M for some i. Put ν̃ = ν(·|X i

M). Proposition

4.10 implies that ηnpλ−npf = λ−npLpn
Mf converges in L1(ν̃) as n → ∞. By ‖f‖L1(ν̃) > 0,

the number ηpλ−p must be 1.

Claim 10. Pi = hi ⊗ νi for each i.

Since λi is simple, for any f ∈ F k
b (X) there exists a unique number τ(f) ∈ C such

that Pif = τ(f)hi. It is no hard to check that τ is a linear functional and bounded by

‖Pi‖k/‖hi‖k. Since τ(LMf)hi = Pi(LMf) = λiPif = λiτ(f)hi holds, τ satisfies L∗
Mτ =

λiτ . Note the equation Pif = limn→∞(1/n)
∑n−1

j=0 λ
−j
i Lj

Mf in F k
b (X) (e.g. [9, Corollary

III.4]). Therefore we have νi(f) = νi((1/n)
∑n−1

j=0 λ
−j
i Lj

Mf) → νi(Pif) = τ(f)νi(hi) =

τ(f) as n→ ∞. Thus νi = τ holds.

Hence Lemma 5.5 follows from Claim 3, Claim 7 and Claim 10. �

Proof of Theorem 3.4. Assume that (A.1)-(A.3) are satisfied. Take any topological Markov

shift XÂ whose transition matrix is S×S finitely primitive and satisfies A(ij) ≤ Â(ij) for

any i, j ∈ S. For example, we set Â(ij) ≡ 1. Therefore, M(ij) ≤ Â(ij) is satisfied. By

virtue of Proposition A.1, there exists ϕ̂ : XÂ → R such that [ϕ̂]k+1 = [ϕ]k+1 < ∞, ϕ̂ is

summable, and ϕ̂ = ϕ on XA. By Lemma 5.5, LM,ϕ̂ : F k
b (XÂ) → F k

b (XÂ) has the decom-

position LM,ϕ̂ =
∑p−1

i=0 λiPi +R and Pi = hi ⊗ νi for i. Proposition A.1 also implies that

for any f ∈ F k
b (XA), there exists f̂ ∈ F k

b (XÂ) such that f = f̂ on XA and ‖f‖k = ‖f̂‖k.
Note that such a function f̂ is not unique. Remark also that LM,ϕf(ω) = LM,ϕ̂f̂(ω) for

f ∈ F k
b (XM) if ω ∈ XA. We define operators Qi and S acting on F k

b (XA) by Qif(ω) =

Pif̂(ω) and Sf(ω) = Rf̂(ω) for f ∈ F k
b (XA) and ω ∈ XA, respectively. These operators

are well-defined. Indeed, if f1, f2 are in F k
b (X) satisfying f1 = f2 on XA, then we see

Pif1 = νi(f1χXM
)hi = νi(f2χXM

)hi = Pif2 since the support of νi is equal to XM . More-

over, Rf1(ω) = LM,ϕ̂f1(ω) −
∑p−1

i=0 λiPif1(ω) = LM,ϕ̂f2(ω) −
∑p−1

i=0 λiPif2(ω) = Rf2(ω)
for ω ∈ XA. The equations Q2

i = Qi, QiQj = O for i 6= j, QiL = LQi = λiQi and
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QiS = SQi = O are valid by the definitions of Qi and R. Thus we obtain the spectral

decomposition of LM,ϕ : F k
b (XA) → F k

b (XA)

LM,ϕ =
∑p−1

i=0 λiQi + S.

Next we show that the spectral radius η of LM,ϕ equals the spectral radius λ of LM,ϕ̂.

Letting g := h0|XA
, the equation LM,ϕ̂h0 = λh0 implies LM,ϕg = λg and then λ is an

eigenvalue of L. Therefore λ ≤ η. Moreover when we take f̂ ∈ F k
b (X) so that ‖f‖k =

‖f̂‖k, we obtain ‖Ln
M,ϕf‖k ≤ ‖Ln

M,ϕ̂f̂‖k ≤ ‖Ln
M,ϕ̂‖k‖f‖k. Then η = limn→∞ ‖Ln

M,ϕ‖1/nk ≤
limn→∞ ‖Ln

M,ϕ̂‖
1/n
k = λ holds and we get η = λ.

We will prove that LM,ϕ has a spectral gap at λ. By a similar argument above, we see

‖Sn‖k ≤ ‖Rn‖k for n ≥ 1 and thus the spectral radius of S is not larger than r(R) < λ.

Finally we check the simplicity of ηκi = λi. If f ∈ F k
b (XA) satisfies LM,ϕf = λif , then

for any j 6= i, the equation 0 = νj(LM,ϕf −λif) = νj(LM,ϕ̂f̂ −λif̂) = (λj −λi)νj(f̂) holds
by supp νj = XM and thus νj(f̂) = 0. This means Qjf = 0. Furthermore, f = λ−n

i Lnf =

Qif + λ−n
i Snf → Qif in F k

b (XA) as n → ∞ and then f = Qif = νi(f)hi on XA. Hence

λi is simple. Consequently, we obtain the assertion by replacing Qi and S with Pi and

R, respectively. �

5.3. Proof of Corollary 3.5. Put S2 = S \ S1. Denoted by Lijf = χSi
L(χSj

f) for

i, j = 1, 2, where χSi
is the indicator of

⋃

a∈Si
[a]. In view of Proposition 4.9, we see

r(L22) = r(LM(S2)) < λ. By Theorem 3.4, we obtain the spectral decompositions L11 =
∑p−1

i=0 λiPi + R and Pi = hi ⊗ νi. Let h̃i = (λiI − L22)
−1L21hi and ν̃i = (L12(λiI −

L22)
−1)∗νi. We consider the decomposition LM =

∑p−1
i=0 λiP̃i + R̃ with

P̃i =

[

hi ⊗ νi hi ⊗ ν̃i
h̃i ⊗ νi h̃i ⊗ ν̃i

]

, R̃ =

[

R L12 −
∑p−1

i=0 λihi ⊗ ν̃i
L21 −

∑p−1
i=0 λih̃i ⊗ νi L22 −

∑p−1
i=0 λih̃i ⊗ ν̃i

]

by displaying as operator matrix. Note that there is no M-admissible word w ∈ Sn

such that w1, wn ∈ Si and wl ∈ Sj for some 1 < l < n for any {i, j} = {1, 2}. It

follows from this observation in addition to the form (λiI −L22)
−1 =

∑∞
l=0 Ll

22/λ
l+1
i that

L12L21 = L21L12 = O, L∗
21ν̃i = 0, L12h̃i = 0 and ν̃j(hi) = νj(h̃i) = ν̃j(h̃i) = 0 for any

i, j. Therefore we get (P̃i)
2 = P̃i and P̃iR̃ = R̃P̃i = O. Moreover, the simplicity of

λi follows from LMf = λif iff L11(fχ1) = λi(fχ1) and fχ2 = (λiI − L22)
−1L21(fχ1)

iff f = c(h1 + h̃1) for some c ∈ C (see [26, Proposition 2.7] for a proof). Similarity,

L∗
Mµ = λiµ iff µ = c(νi + ν̃i) for some c ∈ C. By the form P̃i = (hi + h̃i)⊗ (νi + ν̃i), P̃i is

a projection onto the one-dimensional eigenspace of the eigenvalue λi. Finally, we show

r(R̃) < λ. By Proposition 4.9(1), we see r(R̃) = max(r(R), r(R1)) with R1 = L22 +Q
and Q = −∑p−1

i=0 λih̃i ⊗ ν̃i. By the fact QLi
22Q = O for any i ≥ 0, we obtain the form
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Rn
1 = Ln

22 +
∑n−1

i=0 Li
22QLn−i−1

22 and thus we get r(R1) ≤ r(L22) < λ. Hence the proof is

complete by replacing hi := hi + h̃i and νi := νi + ν̃i. �

5.4. Proof of Theorem 3.1(2).

Lemma 5.6. Assume that (A.1)-(A.3) are satisfied. Assume also that XA is a finite

single orbit, i.e. XA = {ω, σω, · · · , σq−1ω}. Then r
ess
(LM) = 0.

Proof. Notice that A is finitely irreducible in that case. Moreover, any function ϕ : X →
K is in F k

b for all θ ∈ (0, 1). Thus ress(LM) = 0 from Lemma 5.4. �

Lemma 5.7. Assume that (A.1)-(A.3) are satisfied. Then r
ess
(LM) < λ.

Proof. By virtue of Theorem 3.4, the operator LM(T ) has spectral gap at λ and the periph-

eral eigenvalues of this operator consists of at most a finite number of simple eigenvalues

for all T ∈ S/ ↔. Thus it follows from Proposition 4.9(1)(2) that LM has also spectral

gap at λ and the essential spectral radius is less than λ. �

Lemma 5.8. Assume that (A.1)-(A.3) are satisfied. Assume also that XA is not a finite

single orbit. Then r
ess
(LM) ≥ λθ. In particular, for any r ∈ [0, λθ) except for at most a

countable number, p ∈ C with |p| = r is an eigenvalue with infinite multiplicity.

Proof. Then we will prove that p ∈ C with 0 < |p| < θλ is an eigenvalue of LM under

XA is not finite single orbit. Take the function g of LM in Theorem 3.1. We consider the

three cases:

Case I: M is irreducible and XM is not finite single orbit. In this case, we take a period

point υ ∈ XM with υ = σlυ and j ∈ S0 so that M(jυ1) = 1, υ0 6= j and υ0, . . . , υl−1 are

distinct. Put f := (χ[υ0υ1···υk−1] − χ[jυ1···υk−1])e
−ϕ and fm := f(χ[υ1···υml−1] ◦ σ) for m ≥ k.

Then it is not hard to check that fm ∈ F k
b (X) and fm ∈ kerLM . Recall the eigenfunction

g of LM given in Theorem 3.1(1). Put g̃(ω) = g(ω) if ω ∈ supp g =
⋃

a∈S0
[a] and g̃(ω) = 1

otherwise. Let fp,m = g
∑∞

n=0(p/λ)
n(fm/g̃) ◦ σn. It follows from the fact fm/g̃ ∈ F k

b (X)

that fp,m ∈ F k
b (X). Notice the equation

LMfp,m =LM

(

g
fm
g̃

)

+ LMg
(

∞
∑

n=1

(p

λ

)n(fm
g̃

)

◦ σn−1
)

= pfp,m.

Now we also check that {fp,m}m≥m0 is independent for a large m0. By the irreducibly

of M and by the assumption XM 6= {υ, συ, · · · , σl−1υ}, there exists an M-admissible

word w = w1 · · ·wn such that M(υsw1) = 1 and w1 6= υs+1 for some 0 ≤ s < l and

M(wnw1) = 1. Put υm = υ0 · · ·υml−1υ0 · · ·υs · w · w · · · . Then for any m with ml > |w|,
we see fp,m(υ

m) = fm(υ
m) = e−ϕ(υm) 6= 0 and fp,m+i(υ

m) = 0 for all i ≥ 1. This says that
∑

m≥|w|/l cmfp,m = 0 for cm ∈ C implies cm = 0 for all m. Thus we obtain the assertion.
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Case II: M is irreducible and XM = {υ, συ, . . . , σl−1υ} with σlυ = υ. In this case, there

exist an A-admissible word w = w1 · · ·wn and 0 ≤ s, t < l such that A(υsw1) = A(wnυt) =

1 and M(υsw1) =M(w1w2) = · · · =M(wn−1wn) = 0. We put fm = χ[υs·w·υt···υlm−1]. Then

we see ξfm ∈ kerLM for any ξ ∈ F k
b (X). Put fp,m = g

∑∞
n=0(p/λ)

nfm ◦ σn. Then

fp,m ∈ F k
b (X) and LMfp,m = pfp,m hold. Now we will show that {fp,m} are all nonzero

and independent. Put w′ = w · υt · · ·υs and υm = υs · w · υt · · ·υlm−1 ·w′ ·w′ · · · . Then in

addition to the fact [vs] ⊂ supp g, we get fp,m(υ
m) = g(υm)fm(υ

m) 6= 0 and fp,m+i(υ
m) = 0

for all i ≥ 1. Thus p is an eigenvalue with infinite multiplicity.

Case III: M is not irreducible. We will check that if any p ∈ C satisfying that (i)

0 < |p| < θλ, (ii) |p| 6= r(LM(T ))θ for any T ∈ S/↔ and (iii) p is not eigenvalue of LM(T )

with |p| > r(LM(T ))θ for any T ∈ S/↔, then p is an eigenvalue of LM .

By the summability of ϕ together with Proposition 4.9(1), there exists S1 ∈ S/↔ such

that letting T := {T ∈ S/↔ : S1 � T and T 6= S1} and S2 :=
⋃

T∈T T , p satisfies

|p| < r(LM(S1))θ and |p| > r(LM(S2))θ. Since p is in the resolvent set of LM(T ) for any

T ∈ T , it follows from Proposition 4.9(2) that p is in the resolvent of LM(S2). We define

Lijf = χSi
LM(χSj

f), where χSi
denotes the indicator of the set Σi =

⋃

a∈Si
[a]. Let g1 ∈

F k
b (X) be an eigenfunction of the eigenvalue p of LM(S1) and put g2 = (pI−LM(S2))

−1L21g1

and g = g1+g2. Note that there is no path from a state in S1∪S2 to a state in S\(S1∪S2).

By this observation, we obtain LMg = LM(S1∪S2)g = LM(S1)g1 + L21g1 + LM(S2)g2 = pg.

Hence we get the assertion. �

Proof of Theorem 3.1(2). This follows from Lemma 5.6, Lemma 5.7 and Lemma 5.8. �

5.5. Proof of Corollary 3.2. It is guaranteed by Lemma 5.4 and Lemma 5.8. �

5.6. Proof of Theorem 3.7. First we prove lim supn→∞ µA(Σ
n)1/n ≤ λ−1

A r(LM). For

n ≥ 1, f ∈ F k
b (X) and ω ∈ X , we note the equation

Ln
Mf(ω) =

∑

w∈Sn
0 :w·ω0∈Wn+1(M)

eSnϕ(w·ω)f(w · ω) = Ln
A(χΣn−1f)(ω).(5.6)

Therefore µA(Σ
n−1) ≤ ‖hA‖∞νA(Σn−1) = ‖hA‖∞λ−n

A νA(Ln
M1) ≤ ‖hA‖∞λ−n

A ‖Ln
M1‖∞.

Thus the assertion holds by using the fact r(LM) = rC(LM) = limn→∞ ‖Ln
M1‖1/n∞ .

Next we show lim infn→∞ µA(Σ
n)1/n ≥ λ−1

A r(LM). Recall the quotient space S/↔
defined in Section 2.1. Choose any T ∈ S/↔ so that XM(T ) has a periodic point. We see

µA(Σ
n−1) = λ−n

A νA(Ln
MhA) ≥ λ−n

A νA(Ln
M(T )hA)(5.7)

using the equation (5.6). By virtue of Theorem 3.4 replacing M by M(T ), we have the

spectral decomposition Ln
M(T ) = ηn

∑p−1
i=0 κ

inPi +Rn, where we put η = r(LM(T )) and the
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notation κ,Pi,R are given in this theorem. For any n ≥ 1, we denote q(n) = n mod p.

We notice the equation

p−1
∑

i=0

κinPif =

p−1
∑

i,j,l=0

κi(n+j−l)hχΣj
ν(fχΣl

) = p

p−1
∑

l=0

hχΣl+q(n)
ν(fχΣl

).

Thus we obtain for any large n

νA(Ln
M(T )hA) = ηnνA(p

p−1
∑

l=0

hχΣl+q(n)
ν(hAχΣl

)) + νA(RnhA) ≥
c16
2
ηn(5.8)

with c16 := min0≤q<p p
∑p−1

l=0 νA(hχΣl+q
ν(hAχΣl

)) > 0, where the last inequality uses

the fact ‖η−nRnhA‖∞ ≤ c16/2 for any large n. It follows from (5.7) and (5.8) that

lim infn→∞ µA(Σ
n)1/n ≥ λ−1

A r(LM(T )) for any T ∈ S/↔. Proposition 4.9(1) says r(LM) =

maxT∈S/↔ r(LM(T )) and consequently we get lim infn→∞ µA(Σ
n)1/n ≥ λ−1

A r(LM). Hence

the assertion holds together with the facts λ = exp(P (ϕ|XM
)) an λA = exp(P (ϕ)). �

6. Applications and examples

6.1. Convergence of the topological pressure and the Gibbs measure of per-

turbed potential in our open system setting.

Proposition 6.1. Assume that the conditions (A.1)-(A.3) and (B.1)-(B.3) are satisfied.

Then the topological pressure of ϕ(ǫ, ·) converges to the topological pressure of ϕ|XM
.

Proof. Choose any limit point η of {exp(P (ϕ(ǫ, ·)))}ǫ. By Proposition 4.6, η becomes

an eigenvalue of LM and therefore η ≤ λ := r(LM). On the other hand, we can

choose T ∈ S/↔ so that exp(P (ϕ|XM(T )
)) = λ together with Proposition 4.9(1). Let

N =
⋃

M(ij)=1,M(T )(ij)=0[ij] and ψ(ǫ, ·) = ϕ(ǫ, ·) − (1/ǫ)χN . Let λ0 be any limit point of

{exp(P (ψ(ǫ, ·)))}ǫ. Then we may assume λ0 ≤ η by the definition of ψ(ǫ, ·). We will

show λ0 = λ. Take a nonnegative eigenfunction g0 of λ0 of LM(T ) from Proposition 4.6,

and a positive eigenvector ν of λ of L∗
M(T ) from Theorem 3.4. Since M(T ) is irreducible,

ν(g0) > 0 and therefore the equation (λ0 − λ)ν(g0) = ν((LM(T ) − LM(T ))g0) = 0 implies

λ0 = λ. Thus λ = η. Hence the proof is complete. �

Proposition 6.2. Assume that the conditions (A.1)-(A.3) and (B.1)-(B.3) are satisfied.

Assume also that {T ∈ S/↔ : P (ϕ|XM(T )
) = P (ϕ|XM

)} is only one element T . Take the

pair (h, ν) in Corollary 3.5. Then the Gibbs measure µ(ǫ, ·) of ϕ(ǫ, ·) converges to the

σ-invariant Borel probability measure hν weakly as ǫ→ 0.

Proof. Take (λ(ǫ), h(ǫ, ·), ν(ǫ, ·)) as the spectral triplet given as (5.2) and (λ, h0, ν0) as

the spectral triplet given in Corollary 3.5. Put g(ǫ, ·) = h(ǫ, ·)/‖h(ǫ, ·)‖∞. Note the

form h(ǫ, ·) = g(ǫ, ·)/ν(ǫ, g(ǫ, ·)). First we state ν(ǫ, ·) → ν0 weakly. This is yielded
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by the existence of limit point of ν(ǫ, ·) (Proposition 4.4) and by the simplicity of λ

of the dual L∗
M (Corollary 3.5). Next we show supǫ>0 ‖h(ǫ, ·)‖k < ∞. To do this, we

check lim infǫ→0 ν(ǫ, g(ǫ, ·)) > 0. Fix an M-admissible word w ∈ T k. Since g(ǫ, υ) ≤
e
c6g(ǫ, ω) holds for any ω, υ ∈ [w] and since g(ǫ, ω) has a limit point c17h0(ω) > 0

for some c17 > 0, we obtain lim infǫ→0 inf [w] g(ǫ, ·) ≥ e
−c6c17h0(ω) > 0. Therefore

ν(ǫ, g(ǫ, ·)) ≥ ν(ǫ, [w]) inf [w] g(ǫ, ·) and the right hand side has a positive lower bound

by ν(ǫ, [w]) → ν0([w]) > 0. Consequently {h(ǫ, ·)} has a finite upper bound and satisfies

lim supǫ→0 ‖h(ǫ, ·)‖k <∞. Finally we prove convergence of µ(ǫ, ·) = h(ǫ, ·)ν(ǫ, ·). Let f ∈
F k
b (X). By using Theorem B.1, we have the estimate of κ(ǫ, f) := ν(ǫ, h(ǫ, ·)f)/ν(ǫ, h0):

|κ(ǫ, f)− ν(h(ǫ, ·)f)| =|κ(ǫ, (LA,ϕ(ǫ,·) −LM)(h⊗ κ(ǫ, ·)− I)(E − λI)−1(h(ǫ, ·)f))|

≤‖LA,ϕ(ǫ,·) −LM‖∞
ν(ǫ, h0)

( ‖h‖∞
ν(ǫ, h0)

+ 1
)

‖(E − λI)−1‖k‖h(ǫ, ·)f‖k → 0

as ǫ → 0 by using convergence ν(ǫ, h0) → ν0(h0) = 1 and Proposition 4.3, where E :=

LM − λ(h0 ⊗ ν0). Moreover, when we take a limit point c18h0 of {h(ǫ, ·)} with a constant

c18 > 0, we see ν(h(ǫ, ·)f) → c18ν0(h0f) as ǫ→ 0 running through a suitable sequence. If

we put f = 1, then we see that c18 must be 1 by κ(ǫ, 1) → 1. Thus ν(h(ǫ, ·)f) → ν0(h0f).

Hence the assertion is valid by noting ν0(h0f) = ν0(χ⋃
a∈T [a]h0f) = ν(hf). �

6.2. Example (A Markov measure with countable states). Put S = {1, 2, . . . } and

take positive numbers an, bn with
∑

n∈S max{an, bn} < +∞. Let S × S zero-one matrix

M = (M(ij)) be M(ij) = 1 if j = 1 or j = i + 1, and M(ij) = 0 otherwise. We set

ϕ : XM → R by ϕ(ω) = log aω0 if ω1 = 1 and ϕ(ω) = log bω0 if ω1 = ω0 + 1. Then ϕ is

summable. The below follows immediately from Theorem 3.4 with k = 1.

Proposition 6.3. Under the above notation, the Ruelle operator L : F 1
b (XM) → F 1

b (XM)

of ϕ has the decomposition L = λ(h⊗ ν) +R and the spectral radius of R is less than λ,

where (λ, h, ν) appears in Theorem 3.4.

We define a stochastic matrix P = (P (ij)) indexed by S×S as P (i1) = b1b2 · · · bi−1ai/λ
i,

P (i i+ 1) = 1 and P (ij) = 0 otherwise. Then the measure µ = hν becomes the Markov

measure of P which runs backwards. We can check that the potential ω 7→ logP (ω0ω1)

is cohomologous to ϕ− P (ϕ) via the transfer function log h.

6.3. Example (Graph iterated function systems). Let G = (V,E) be a directed

multigraph with the countable set V of vertices and the countable set E of edges. For

e ∈ E, denoted by i(e) the initial vertex of e and by t(e) the terminal vertex of e. We

introduce a set (G, (Jv)v∈V , (Ov)v∈V , (Te)e∈E) as follows:

(G.1) The graph G is strongly connected, i.e. there is a path between any two vertices.
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(G.2) Each Jv is a nonempty closed subset of a Banach space (Yv, ‖ · ‖v) with c19 :=

supv diamJv < +∞.

(G.3) Each Ov is an open convex subset of Yv and Jv ⊂ Ov.

(G.4) Each Te is a C
1 map fromOt(e) to Oi(e) satisfying TeJt(e) ⊂ Ji(e). There exists 0 < r < 1

such that the norm ‖DTe(x)‖ of the derivative of Te at x is no larger than r for any

e ∈ E and x ∈ Ot(e). Moreover, there exist constants c20 > 0 and 0 < β ≤ 1 such that

|‖DTe(x)‖ − ‖DTe(y)‖| ≤ c20‖DTe(x)‖‖x− y‖βt(e) for any x, y ∈ Jt(e) and e ∈ E.

(G.5) s∗ := inf{s ≥ 0 :
∑

e∈E supx∈Jt(e)
‖DTe(x)‖s <∞} is defined as an real number.

Let M = (M(ee′)) be E × E zero-one matrix defined by M(ee′) = 1 if t(e) = i(e′) and

M(ee′) = 0 otherwise. Then X = XM is topological transitive by (G.1). For ω ∈ X ,

we define πω ∈ Yi(ω0) by πω =
⋂∞

n=0 Tω0 ◦ · · · ◦ Tωn(Jt(ωn)). This is well-defined by

‖DTe‖ ≤ r < 1 and is called the coding map of the limit set π(X). Let ϕ : X → R be

ϕ(ω) = log ‖DTω0(πσω)‖.(6.1)

Then the thermodynamic future of the potential sϕ (s > s∗) provides us important infor-

mation in the fractal analysis. In fact, under a suitable condition for (G, (Jv), (Ob), (Te)),

the Hausdorff dimension dimH π(X) of the limit set π(X) is given by inf{s > 0 : P (sϕ) <

0} which is so-called a generalized Bowen formula (e.g. [12, 14, 16, 15, 17]). Moreover,

the spectral decomposition of a (unperturbed) Ruelle operator Lsϕ of sϕ is an important

role for perturbation analysis of (G, (Jv), (Ob), (Te)) [25, 27, 28]. In previous work, it is

known in [13, 14, 17] that if the incidence matrix M is finitely primitive, then Lsϕ has

a gap property in the eigenvalue exp(P (sϕ)). By using results in present paper, it turns

out that the finite irreducibility is not needed to obtain such a gap property:

Theorem 6.4. Assume that the conditions (G.1)-(G.5) are satisfied. Take the function

ϕ of (6.1) and θ = rβ. Then the Ruelle operator of the potential sϕ acting on F 1
b (XM)

has the decomposition (3.2) replacing by ϕ := sϕ for each s > s∗.

Proof. It is sufficient to check the conditions of Theorem 3.4. Since G is strongly con-

nected, the incidence matrix M is irreducible. The summability of sϕ follows from the

condition (G.5) and ‖DTe‖ ≤ 1. Further, the condition (G.4) together with the chain

rule for the derivatives of Te implies that for any ω0 · · ·ωn−1 = υ0 · · ·υn−1 and ωn 6= υn
with n ≥ 1, |sϕ(ω)−sϕ(υ)| ≤ sc19c20r

(n−1)β . Thus ϕ is a locally rβ-Lipschitz continuous

function. Hence we obtain the assertion by applying Theorem 3.4 to the potential sϕ. �

6.4. Example (locally constant potentials). A function ϕ : X → R is called uni-

formly locally constant if [ϕ]n = 0 for some n ([10] for terminology). For example, the

countable Markov chains [8, 22] are of the case [ϕ]2 = 0. Note that this notion does not

depend on choosing θ. The following immediately follows from Theorem 3.1:



QUASI-COMPACTNESS OF TRANSFER OPERATORS 29

Theorem 6.5. Assume that the conditions (A.1)-(A.3) with fixed integer k ≥ 1 are satis-

fied and the potential ϕ is uniformly locally constant with [ϕ]k+1 = 0. Then the eigenfunc-

tion g in Theorem 3.1(1) of the eigenvalue exp(P (ϕ)) of the operator LM : F k
b (X) →

F k
b (X) is uniformly locally constant with [g]k = 0. Moreover, for any θ ∈ (0, 1), the es-

sential spectral radius of LM acting on F k
b (X) with the metric dθ is equal to θ exp(P (ϕ)).

Appendix A. Extension of potentials

Let X = XA be a nonempty topological Markov shift with transition matrix A and

with countable states S. Take a subsystem Y = XM of X with S × S transition matrix

M with M(ij) ≤ A(ij) and with [a] ∩ Y 6= ∅ for any a ∈ S. Let ϕ : Y → R be a

summable function. For each A-admissible word w ∈ ⋃∞
n=1 S

n with [w] ∩ Y 6= ∅, fix an

element νw ∈ [w] ∩ Y . We define a function ϕ̂ on X by

ϕ̂(ω) =







ϕ(υw), if w = ω0 · · ·ωm satisfies [w] ∩ Y 6= ∅, [wωm+1] ∩ Y = ∅ for an m ≥ 0

ϕ(ω), if ω ∈ Y.

Proposition A.1. Under the above conditions, (i) ϕ̂ = ϕ on Y ; (ii) supω∈[s] ϕ̂(ω) ≤
supω∈[s] ϕ(ω), in particular, ϕ̂ is summable; (iii) ‖ϕ̂‖∞ = ‖ϕ‖∞; (iv) [ϕ̂]n = [ϕ]n for all

n ≥ 1.

Proof. By the definition, ϕ̂ is an extension of ϕ and satisfies ‖ϕ̂‖∞ = ‖ϕ‖∞. Moreover,

by
∑

s∈S e
supω∈[s] ϕ̂(ω) ≤ ∑

s∈S e
supω∈[s] ϕ(ω) < ∞, ϕ̂ is also summable. Now we check (iv).

Let ω, υ ∈ X with dθ(ω, υ) = θn+1 for some n ≥ 0. Let m0 ≥ 0 be the smallest number so

that w0 := ω0 · · ·ωm0 satisfies [w0]∩Y 6= ∅ and [w0ωm+1]∩Y = ∅ if ω /∈ Y and m0 = +∞
if ω ∈ Y . Similarity, we take m1 ≥ 0 and w1 = υ0 · · ·υm1 for υ. Consider the four cases:

Case I: m0 < n. In this case, we see n0 = m0 and w0 = w1, and therefore |ϕ̂(ω)− ϕ̂(υ)| =
|ϕ(υw0)− ϕ(υw0)| = 0 < dθ(ω, υ).

Case II: n ≤ m0 < ∞ and m1 < ∞. We notice υw0, υw1 ∈ [ω0 · · ·ωn] and thus |ϕ̂(ω)−
ϕ̂(υ)| = |ϕ(υw0)− ϕ(υw1)| ≤ [ϕ]n+1θ

n+1 = [ϕ]n+1dθ(ω, υ).

Case III: n ≤ m0 < ∞ and m1 = ∞. By υw0, υ ∈ [ω0 · · ·ωn], we get |ϕ̂(ω) − ϕ̂(υ)| =
|ϕ(υw0)− ϕ(υ)| ≤ [ϕ]n+1θ

n+1 = [ϕ]n+1dθ(ω, υ).

Case IV: m0 = ∞. By switching ω and υ, similar arguments above Case I and Case III

imply [ϕ̂]n+1 ≤ [ϕ]n+1 for all n ≥ 0.

On the other hand, for ω, υ ∈ Y with ω ∈ [υ0 · · ·υn−1], we have |ϕ(ω) − ϕ(υ)| =

|ϕ̂(ω)− ϕ̂(υ)| ≤ [ϕ̂]ndθ(ω, υ). Thus [ϕ]n ≤ [ϕ̂]n. Hence the proof is complete. �

Appendix B. Perturbation of eigenvectors of linear operators

In this section, we recall a special case given in [24, Theorem 2.2]. Assume the following:
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(I) L is a linear operator acting on a linear space B over K.

(II) There exists a triplet (λ, h, ν) ∈ K×B×B∗ such that λ 6= 0, Lh = λh, L∗ν = λν and

ν(h) = 1, where B∗ is the dual space of B and L∗ is the dual operator of L. Moreover,

E := L−λ(h⊗ν) satisfies that (λI −E)−1 : B → B is well-defined as linear operator.

(III) L(ǫ, ·) is a parametrized linear operator acting on B with ǫ > 0 and there exists a pair

(λ(ǫ), ν(ǫ, ·)) ∈ K× B∗ such that L(ǫ, ·)∗ν(ǫ, ·) = λ(ǫ)ν(ǫ, ·) and ν(ǫ, h) 6= 0 for any ǫ.

Theorem B.1. Under the conditions above, κ(ǫ, ·) := ν(ǫ, ·)/ν(ǫ, h) has the form κ(ǫ, f) =

ν(f)+κ(ǫ, L̃(ǫ, ·)(h⊗κ(ǫ, ·)−I)(E −λI)−1f) for each f ∈ B, where L̃(ǫ, ·) := L(ǫ, ·)−L.

Proof. We start with the equation I − h ⊗ ν = (L − λ)(E − λI)−1. This is obtained by

direct checking (I−h⊗ν)(E −λI) = (E−λI)(I−h⊗ν) = L−λI. Note also the equation

ν(ǫ, (λ(ǫ)− λ)h) = ν(ǫ, (L(ǫ, ·)− L)h) using the conditions (II) and (III). Moreover,

κ(ǫ, f)− ν(f) = κ(ǫ, (I − (h⊗ ν))f) =κ(ǫ, (L − λI)(E − λI)−1f)

=κ(ǫ, (−L̃(ǫ, ·) + (λ(ǫ)− λ)I)(E − λI)−1f).

Hence the assertion holds together with λ(ǫ)− λ = κ(ǫ, L̃(ǫ, ·)h). �
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