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Abstract. Diabetic retinopathy (DR) is one of the leading causes of
blindness in the working-age population of developed countries, caused
by a side effect of diabetes that reduces the blood supply to the retina.
Deep neural networks have been widely used in automated systems for
DR classification on eye fundus images. However, these models need
a large number of annotated images. In the medical domain, annota-
tions from experts are costly, tedious, and time-consuming; as a result,
a limited number of annotated images are available. This paper presents
a semi-supervised method that leverages unlabeled images and labeled
ones to train a model that detects diabetic retinopathy. The proposed
method uses unsupervised pretraining via self-supervised learning fol-
lowed by supervised fine-tuning with a small set of labeled images and
knowledge distillation to increase the performance in classification task.
This method was evaluated on the EyePACS test and Messidor-2 dataset
achieving 0.94 and 0.89 AUC respectively using only 2% of EyePACS
train labeled images.

Keywords: Diabetic Retinopathy - Medical Imaging - Deep Learning -
Semi-supervised Learning - Self-supervised learning.

1 Introduction

Diabetic retinopathy (DR) is one of the leading causes of blindness in the
working-age population in developed countries [I5]. DR consists of a side ef-
fect of diabetes that reduces the blood supply to the retina, including lesions
that appear on the surface, such as microaneurysms, exudates, hemorrhages,
and cotton wool spots. Automated methods for detecting eye diseases present
as an useful tool for early diagnosis, important to prevent the occurrence of
blindness and lack of vision [BI3]. Recently, deep learning methods became pop-
ular for DR classification on eye fundus images because of their promising re-
sults [TI925IT3ITRITII24]. However, the majority of these approaches use labeled
images, whereas the manual labeling of medical images is expensive and time-
consuming because it requires medical experts in the retina. As a result, rela-
tively small labeled data sets are available to train deep learning models.

Some authors have proposed semi-supervised learning approaches to lever-
age unlabeled images and mitigate the lack of annotated images. In specific,
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Fig.1. The proposed method consists of four stages as follows: (1) Self-supervised
pre-training using SimCLR with unlabeled images. (2) Supervised fine-tuning on a
small set of labeled images. (3) Knowledge distillation from teacher model to student
model using teacher’s output as pseudo-labels to train student model. (4) Fine-tuning
of student model on a small set of labeled images.

Liu et al. [I4] and Xie et al. [29] propose the use of generative adversarial
networks (GAN) to extend classification while performing unsupervised im-
age reconstruction with unlabeled data in training. State-of-the-art methods
in deep semi-supervised methods such as MixMatch [4] and, FixMatch [22]
comprise strong and weak augmentations of unlabeled images and make class
pseudo-labels match via consistency regularization. In medical imaging, Hansen
et al. [I0] explore MixMatch in two distinct medical imaging domains as skin
lesion diagnosis and lung cancer prediction. Pooch et al. [I7] evaluate the per-
formance of different methods including pseudo-labeling, Mean Teacher [23],
Unsupervised Data Augmentation (UDA) [27], MixMatch [4] and FixMatch [22]
in a chest radiography classification task.

Alternatively, self-supervised learning [6] presents as a new strategy to use
unlabeled data to pre-train a neural network and allows the construction of
models that can learn relevant image representations from unlabeled medical
images. These visual representations from unlabeled data are used to train strong
semi-supervised models [7]. Azizi et al. [2] presented the effectiveness of self-
supervised learning with unlabeled data for domain-specific medical images in
dermatology skin and chest X-ray classification. Vu et al. [26] use self-supervised
contrastive learning and propose to use patient metadata to select the pairs of
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medical images requiring them to be from the same patient. Kaku et al. [12],
minimize the mean squared error between the intermediate layer representations
in complement to the contrastive loss using medical datasets such as NIH-Chest
X-rays, breast cancer histopathology, and diabetic retinopathy.

This paper presents a method that combines self-supervised learning along
with a teacher-student and knowledge distillation strategies to perform semi-
supervised learning with a small subset of labeled eye fundus images. The method
achieves 0.94 AUC on EyePACS test and 0.89 AUC on Messidor-2 Diabetic
Retinopathy dataset using only 2% EyePACS-Kaggle train labeled images (1000
images).

2 Methods

The proposed method consists of a teacher and a student network. Our method
differs from previous approaches because the teacher network heavily relies on
large unlabeled diabetic retinopathy (DR) images to learn useful representations
in pre-training compared to the labeled ones available. Furthermore, the student
network benefits from pseudo-labels created with the teacher model using unla-
beled images. The complete semi-supervised workflow proposed is summarized
in Figure[l| and consists of four stages.

1) Self-supervised unlabeled pre-training: First; the Teacher model is
pretrained using the simple framework for contrastive learning of visual rep-
resentation (SimCLR [6]). This process is unsupervised as it doesn’t need the
labels of the images. The whole EyePACS-Kaggle train dataset (57 146 images)
without the labels and a ResNet-50 backbone were used to learn useful visual
representations with domain-specific medical images. SImCLR, uses strong data
augmentations such as color distortions (brightness, contrast, saturation, hue),
cropping and rotations as shown in Figure [2| Contrastive loss NT-Xent (the nor-
malized temperature-scaled cross-entropy loss) is used to maximize the agree-
ment of diverse representations of the same image in a latent space, defined
as:

exp (sim (z;,2;) /7) 1)
2N exp (sim (1, 72) /7)
where z; and z; correspond to the outputs of the same image from the non-linear
projection head and zj corresponds to the remainder of representations of the
other N images in the batch. Additionally, 7 is the temperature parameter t,
and sim denotes a distance metric.

Li,j = — 10g

2) Fine-tuning of Teacher model with labeled images: In this phase,
a small set of 1000 random samples of labeled fundus images are used to further
refine the weights of the model. Fine-tuning is a common approach where a net-
work from a previous task is used as starting point, and weights are adjusted to
fit a new specific task. The proposed approach used the previously pretrained
SimCLR ResNet-50 [28] model with an additional sigmoid layer at the top to
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Fig. 2. Self-supervised pre-training with SimCLR uses strong data augmentations to
maximize the agreement between different representations of the same image in the
latent space.

make a binary classification from referable DR and non-referable DR.

3) Pseudo-labeling and knowledge distillation: The third step consists
of knowledge distillation from the ResNet-50 model (Teacher) to a DenseNet161
model (Student) using unlabeled data as input and teacher’s output as pseudo-
labels. Knowledge distillation is the process of transferring knowledge from one
model to another one, originally used to compress a large model to a smaller one,
encouraging the student to match a teacher’s output [I1]. However, we chose a
DenseNet161, a deeper network than the teacher for Student architecture be-
cause Xie et al. [27] demonstrated that using student models that are equal to
or larger than the teacher in addition to some noise to the student can improve
the performance of the student beyond the teacher, making predictions with
more difficult images by giving the student model enough capacity and difficult
images to learn through. We transform soft-pseudo-labels to hard-pseudo-labels
using a threshold of 0.5.
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4) Fine-tuning of Student model with labeled images: Finally, the
fourth task consists of a final fine-tuning of the student model with the same set
of 1000 labeled eye fundus images.

3 Experimental Evaluation

3.1 Datasets

EyePACS-Kaggle [20] consists of retina images taken under a variety of imaging
conditions as shown in figure [3| where the clinician rate the presence of diabetic
retinopathy in each image on a scale of 0 to 4 (No DR, Mild, Moderate, Severe,
Proliferative), respectively. For the binary classification task, grades 0 and 1
correspond to non-referable DR, while grades 2, 3, and 4 correspond to referable
DR according to the International Clinical Diabetic Retinopathy Scale [21]. The
EyePACS-Kaggle dataset is partitioned into train and tests datasets, with 35121
images and 42 918 images respectively of different sizes. In this work, we used the
EyePACS-Kaggle partition defined in Voets et al. [25] which consists of a train
set of 57146 images and a test set of 8790 images. Training is performed on the
EyePACS-Kaggle train and evaluation is performed on the EyePACS-Kaggle test
and Messidor-2 datasets. Messidor-2 [§] consists of a public dataset that contains
1748 images with grades adjudicated by a panel of three retina specialists and
constitutes a standard dataset used to compare performance results in Diabetic
Retinopathy detection. Following Voets et al. [25] and Gulshan et al. [9] pre-
processing, all fundus images are centered and resized to 299 x 299 pixels, with
the fundus center in the middle of the image.

Fig. 3. Example of eye fundus image (EFI) non-referable DR on the left and a referable
DR example on the right.

3.2 Experimental setup

All models were implemented using Pytorch [16]. EyePACS-Kaggle train dataset
without labels is used for self-supervised pretraining a ResNet-50 network using
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SimCLR data augmentations alongside a projection head with a contrastive loss
function, a learning rate of 1 x 10~°, weight decay of 5 x 10~* and batch of size
64 for 100 epochs. For knowledge distillation, the previously trained ResNet-50
network is used as a teacher to predict pseudo-labels of the EyePACS-Kaggle
train dataset while using them to train a different architecture. DenseNet161, a
deeper network is used to improve the performance of the student beyond the
teacher. The data augmentation configuration consists of random color jitter and
random horizontal flips with BinaryCrossEntropy loss function and stochastic
gradient descent as an optimizer, a learning rate of 1 x 10~* and batch size 32
for 200 epochs. A final fine-tuning of the student network is performed using the
1000 images labeled data for 100 epochs.

Three baselines were defined. First, the supervised Inception-V3 network
as proposed in Voets et al. [25] and Krause et al. [I3], although some other
architectures were also tested with similar performance. Additionally, two state-
of-the-art hybrid methods, such as MixMatch and FixMacth, were chosen to
compare the performance of semi-supervised approaches.

4 Results

The proposed method is compared to a supervised baseline that uses the fraction
of 1000 labeled images (2% of EyePACS-Kaggle) and semi-supervised learning
methods such as FixMatch and MixMatch that make class pseudo-labels match
via consistency regularization using additional unlabeled data. Additionally, a
supervised method with the complete train dataset is used as a reference for per-
formance. The proposed method successfully outperforms the methods trained
with a labeled fraction of 2% of EyePACS train and its at similar performance
compared to 100% of train labeled images method leveraging the use of un-
labeled data in the pre-train stage and creating useful visual representations.
Additionally, the knowledge distillation step creates a boosting under the AUC
metric as reported in Table[I]completing a better generalization task of detection
of diabetic retinopathy using only 1000 labeled images 2% of EyePACS-Kaggle
and the rest as unlabeled images. Further, in Figure [4] the representation of vi-
sual features is presented using the t-SNE technique in the Messidor-2 dataset.
The supervised representation of DR and non-DR seems not easily separable.
In contrast, the SimCLR-Finetuned (Teacher) and SimCLR-Distilled (Student)
seems more separable between the DR and non-DR instances, improving visual
representations and generalization.

5 Discussion and Conclusion

Despite the deep learning model’s need for a large amount of labeled data
for their training process, this paper presents a method that combines self-
supervised learning along with a teacher-student and knowledge distillation
strategies to perform semi-supervised learning with a small subset of labeled
eye fundus images. The method achieves 0.94 AUC on the EyePACS test and
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Table 1. AUC performance measures of baselines and proposed method on test
datasets. Supervised baseline is trained using 2% of EyePACS train labeled images.
Semi-supervised methods use 2% of EyePACS train labeled images and the rest as
unlabeled images.

Label fraction|Method Architecture [Kaggle Test|Messidor2
100% Supervised InceptionV3 0.96 0.88
Supervised InceptionV3 0.88 0.66
MixMatch [4] ResNet50 0.85 0.64
2% FixMatch [22] ResNet50 0.83 0.79
Train SimCLR-Finetuned (Teacher)| ResNet50 0.92 0.85
SimCLR-Distilled (Student) |DenseNetl161 0.94 0.89

(a) Fully-Supervised (b) SimCLR-Finetuned (¢) SimCLR-Distilled

Fig. 4. t-SNE visual representation in Messidor-2: (a) Supervised, (b) SimCLR-
Finetuned (Teacher), and (c) SimCLR-Distilled methods (Student).

0.89 AUC on Messidor-2 Diabetic Retinopathy dataset using only 2% EyePACS
train labeled images improving the performance from the baseline supervised
approach, and with greater performance than the other two state-of-the-art
methods, alongside a better generalization compared to the teacher model. Self-
supervised learning resulted in a great pre-training strategy to use unlabeled
medical images and create richer and better visual representations improving
downstream tasks such as diabetic retinopathy detection in this case. Although
one disadvantage of this approach consists of computing and memory inten-
sive, as it creates several representations from each image in the training batch
and could require a lengthy training process. Also, knowledge distillation from
a teacher to a student model improved performance in the presented results.
Furthermore, the student network benefits from pseudo-labels created with the
teacher model using unlabeled images, improving the generalization of outcomes
and enhancing the performance beyond the teacher. In future works, the vali-
dation of our proposed model in a clinical environment, combining images from
different sources, equipment, and audiences, especially in the unsupervised steps.
Additionally, it was hypothesized that this method could be applied to other
medical image domains where labeled images are scarce and constitute a vital
research topic for deep learning models.
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