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Abstract

Experiencing domain shifts during test-time is
nearly inevitable in practice and likely results
in a severe performance degradation. To over-
come this issue, test-time adaptation continues
to update the initial source model during deploy-
ment. A promising direction are methods based
on self-training which have been shown to be
well suited for gradual domain adaptation, since
reliable pseudo-labels can be provided. In this
work, we address two problems that exist when
applying self-training in the setting of test-time
adaptation. First, adapting a model to long test
sequences that contain multiple domains can lead
to error accumulation. Second, naturally, not all
shifts are gradual in practice. To tackle these
challenges, we introduce GTTA. By creating ar-
tificial intermediate domains that divide the cur-
rent domain shift into a more gradual one, ef-
fective self-training through high quality pseudo-
labels can be performed. To create the intermedi-
ate domains, we propose two independent varia-
tions: mixup and light-weight style transfer. We
demonstrate the effectiveness of our approach
on the continual and gradual corruption bench-
marks, as well as ImageNet-R. To further inves-
tigate gradual shifts in the context of urban scene
segmentation, we publish a new benchmark: Car-
1aTTA. It enables the exploration of several non-
stationary domain shifts. '

1 Introduction

Deep neural networks achieve remarkable performance un-
der the assumption that training and test data originate
from the same distribution. However, when a neural net-
work is deployed in the real world, this assumption is often
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Figure 1: Illustration of a gradually evolving domain. In
the beginning ¢ = 0, perfect classification is possible. At
time step ¢ = 1, the domain has gradually changed and the
original source decision boundary [, still separates both
classes. When the domain further evolves (¢t = 2), the orig-
inal decision boundary cannot separate the data anymore.
When updating the model through self-training at time step
t = 1, a good classification would still be possible at time
step ¢t = 2, as indicated by the dashed line.

violated. This effect is known as data shift (Quifionero-
Candela et al., 2008) and leads to a potentially large drop
in performance on the test data. While it is possible to im-
prove robustness and generalization directly during training
(Hendrycks et al., 2019, 2021; Muandet et al., 2013; Tobin
et al., 2017; Tremblay et al., 2018), the effectiveness re-
mains limited due to the wide range of potential data shifts
(Mintun et al., 2021) that are unknown during training.
Thus, another area of research, namely test-time adapta-
tion (TTA), follows the idea to adapt the pre-trained source
model during deployment, as the encountered test data pro-
vides information about the current distribution shift.

Recent work on TTA focuses on the setting where the
model only has to adapt to a single test domain. Needless to
say, in practice this setting is very unlikely; it is much more
likely that a model encounters different domains without
the knowledge when a change occurs. Q. Wang et al.
(2022) denotes the setting where a model is adapted dur-
ing deployment to a sequence of test domains as contin-
ual test-time adaptation. Due to potentially infinitely long
test sequences and the encounter of different domain shifts,
test-time adaptation, which is usually based on self-training
and entropy minimization, is prone to error accumulation
(Q. Wang et al., 2022).
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Clearly, the larger a shift is, the more likely it becomes that
a model introduces errors. In the case of self-training, this
likely results in an unsuccessful model adaptation due to
the lack of reliable pseudo-labels (Kumar et al., 2020). On
the contrary, Kumar et al. (2020) showed both theoretically
and empirically that a model can be adapted successfully
if the experienced shifts are small enough. Hence, adapta-
tion to large shifts can be successful if divided into smaller
gradual shifts, as illustrated in Figure 1.

Looking at the nature of shifts in reality, for many appli-
cations they do not occur abruptly, but evolve gradually
over time. While the change from day to night is only
one example, Kumar et al. (2020) mentions, among oth-
ers, evolving road conditions (Bobu et al., 2018) and sen-
sor aging (Vergara et al., 2012). Of course, gradual shifts
are not given in all settings or the gap of the experienced
gradual shift is still too large for a successful model adap-
tation. Therefore, we propose to leverage source data to
artificially create intermediate domains where, optimally,
correct labels can be utilized to prevent the incorporation
of additional errors. Even though requiring source data can
be a limitation, we argue that having access to the initial
source data is commonly the case. Now, for the creation
of the intermediate domains we suggest two independent
approaches: the first is based on mixup where the interme-
diate domains are created by linearly interpolating source
and test images. The second idea uses a content-preserving
light-weight style transfer model that is adapted online to
new target styles. Since mixup and style transfer have their
limitations and only mitigate the current domain gap, we
rely on self-training to close the remaining gap. Assuming
that mixup or style transfer moves the model closer to the
test distribution, better self-training through more reliable
pseudo-labels can be performed.

To demonstrate the effectiveness of our approach, we con-
sider the continual and gradual corruption benchmark, as
well as ImageNet-R. Due to the lack of datasets contain-
ing non-stationary domain shifts, we introduce and publish
a new benchmark for the task of urban scene segmenta-
tion: CarlaTTA. It includes various non-stationary domain
shifts in the setting of autonomous driving. We achieve new
state-of-the-art results on all benchmarks. We summarize
our main contributions as follows:

* We introduce a new framework Gradual Test-time
Adaptation (GTTA), which conducts effective self-
training by converting the current arbitrary domain
shift into a gradual one. This is achieved by generat-
ing artificial intermediate domains using either mixup
or light-weight style transfer.

* We publish a new benchmark for urban scene seg-
mentation that enables the exploration of several non-
stationary domain shifts during test-time in the field
of autonomous driving.

2 Related Work

Unsupervised Domain Adaptation Recently, there has
been a growing interest in mitigating the distributional dis-
crepancy between two domains using unsupervised domain
adaptation (UDA). Common approaches for UDA try to
align either the input space (Hoffman et al., 2018; Marsden,
Wiewel, et al., 2022; Z. Wu et al., 2019), the feature space
(Q. Zhang et al., 2019; Marsden, Bartler, et al., 2022), the
output space (Tsai et al., 2018, 2019), or several spaces in
parallel (Y. Li et al., 2019; Yang & Soatto, 2020). One
line of work relies on adversarial learning, where a do-
main classifier tries to discriminate whether some feature
maps (Ganin & Lempitsky, 2015) or network outputs (Tsai
et al., 2018; Vu et al., 2019) belong to the source or tar-
get domain. It is also possible to exploit adversarial learn-
ing or adaptive instance normalization (AdaIN) (Huang &
Belongie, 2017) for transferring the target style to source
images (Hoffman et al., 2018; Marsden, Wiewel, et al.,
2022). Lately, self-training has gained a lot of attraction
(Tranheden et al., 2021; Mei et al., 2020; P. Zhang et al.,
2021; Hoyer et al., 2022; G. Li et al., 2020). Self-training
utilizes a pre-trained (source) model to create predictions
for the unlabeled target data. These predictions can then
be treated as pseudo-labels to minimize, for example, the
cross-entropy. Since high quality pseudo-labels are essen-
tial to this approach, most methods differ in how they select
or create reliable pseudo-labels.

One-shot Unsupervised Domain Adaptation As pointed
out in Luo et al. (2020), even collecting unlabeled target
data can be challenging. Therefore, Luo et al. (2020) in-
troduced one-shot UDA, where only one single target im-
age is available during the model adaptation. To address
this problem, Luo et al. (2020) extends the adaptive in-
stance normalization framework of Huang and Belongie
(2017) with a variational autoencoder. By selecting styles
for which the segmentation model is uncertain, the domain
gap is mitigated. Differently, X. Wu et al. (2021) uses
a style mixing component within the segmentation model
and further adds patch-wise prototypical matching.

Test-time Adaptation Although generalizing to any test
distribution would solve many problems, the lack of infor-
mation about the test environment during training imposes
a great challenge. However, during model deployment, one
can gain some insight into the test distribution by using the
current test sample(s). This circumstance is also exploited
in recent work, where Schneider et al. (2020) showed that
even adapting the batch normalization (BN) statistics dur-
ing test-time can significantly improve the performance on
corrupted data. More sophisticated approaches perform
source model optimization during test-time. For example,
D. Wang et al. (2020) update the BN layers by entropy min-
imization. M. Zhang et al. (2021) create an ensemble pre-
diction through test-time augmentation (Krizhevsky et al.,
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2009) and then minimize the entropy with respect to all pa-
rameters. Other methods rely on self-supervised learning,
using either pre-text tasks to adapt the model (Y. Sun et al.,
2020; Liu et al., 2021; Bartler et al., 2022) or apply con-
trastive learning (D. Chen et al., 2022). Recent works make
use of diversity regularizers (Liang et al., 2020; Mummadi
et al., 2021) to prevent the collapse to trivial solutions po-
tentially caused by confidence maximization.

Continual Test-time Adaptation Continual test-time
adaptation considers online TTA with continually chang-
ing target domains. While some of the existing methods
can be applied to the continual setting, such as the online
version of TENT (D. Wang et al., 2020), they are often
prone to error accumulation due to miscalibrated predic-
tions (Q. Wang et al., 2022). CoTTA (Q. Wang et al., 2022)
uses weight and augmentation-averaged predictions to re-
duce error accumulation and stochastic restore to circum-
vent catastrophic forgetting (McCloskey & Cohen, 1989).

Gradual Domain Adaptation Recent work has indicated
that when the domain discrepancy is too large, adapting a
model through self-training can be very challenging due to
noisy pseudo-labels (Kumar et al., 2020). Therefore, nu-
merous methods consider the setting of gradual domain
adaptation (Hoffman et al., 2014; H.-Y. Chen & Chao,
2021; Y. Zhang et al., 2021), where several intermediate
domains exist between source and target. While some of
the proposed approaches successively adapt the model us-
ing adversarial learning (Wulfmeier et al., 2018; Bobu et
al., 2018), it has been shown that self-training can be very
powerful in this setting (Kumar et al., 2020).

3 Methodology

Since in many practical applications environmental condi-
tions can change over time, a model pre-trained on source
data (X, )¥) can quickly become sub-optimal for the cur-
rent test data z1' at time step ¢. Online test-time adaptation
counteracts the performance deterioration by updating the
model based on the current test data 7. As already pre-
sented by the theory for gradual domain adaptation (Kumar
et al., 2020), self-training can be particularly successful
when guaranteed that the domain shift is small enough.
Clearly, in reality this is not always given, since the domain
shift can occur at different rates and severities. Therefore,
in this work, we present a framework, depicted in Figure
2, that performs TTA in two steps: First, current test im-
ages o7 and a batch of randomly sampled source images
x* are utilized to generate an intermediate domain. Since
we rely on content-preserving methods to create interme-
diate domains, the transformed images #(z7,z°) and the
corresponding source labels »° are used to minimize the
cross-entropy loss L'gE(yS , D), where p are the softmax pre-
dictions of the transformed images z. In a second step,
reliable self-training can now be carried out to close the re-

1. transform source 2. train task model

style transfer _
T
PR - 2
. -

buffer

—~Lce(y;, b))

—~Lee(0, pl)

( IIlinlp x]s JZ: | T

ti

(12 -! J*A- / stop gradient
\ 'a] AdalN layer

Figure 2: Our framework GTTA performs test-time adap-
tation in two steps. First, utilizing the current test sam-
ples, we create intermediate domains by transforming a
batch of source samples. This is accomplished by re-
lying either on mixup or style transfer based on AdalN
layers. The transformed samples and the correspond-
ing source labels are subsequently used to minimize a
cross-entropy loss L£2;(y°,5°). Second, self-training is
performed with filtered pseudo-labels by minimizing the
cross-entropy L&g (97, pl).

maining domain gap. This is accomplished by minimizing
the cross-entropy LL (97, pl), using sharpened softmax
outputs 7 from the current test images =7 and the corre-
sponding softmax predictions p .

3.1 Generating intermediate domains

To generate intermediate domains, we propose two ideas:
mixup known for improving robustness (H. Zhang et al.,
2017) and content-preserving light-weight style transfer.
Either mixup or style transfer can be chosen depending on
the type of domain shifts and computational requirements.

Mixup The original idea of mixup is that linear interpola-
tions in the input space should lead to linear interpolations
in the output space. Since we do not want to introduce ad-
ditional label-noise during test-time, we adapt the original
idea of mixup in the sense that we do not interpolate la-
bels. Instead we only rely on our noise-free source labels
and linearly interpolate between source and test samples to
close the gap between these two domains:

Zj = (1= Ami) @5 + Amin@f;.- (1)
To reduce the mixup of samples belonging to different
classes, we interpolate source sample xf with the test sam-
ple z}; from the current test batch z} that has the highest
similarity in terms of the largest dot product in the output
softmax probability space. Investigations about the mixup
strength Apix are presented in Appendix A.4.

Style transfer Another possibility to create intermediate
domains is to leverage style transfer. However, performing
style transfer during test-time imposes some challenges.
It should be of light weight to enable real-time process-
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ing and the network should be easily trainable during test-
time, even when only having one test sample at a time.
While Kim et al. (2021) introduces a method for photo-
realistic style transfer during test-time, it is not suitable for
our setting since it takes tens of seconds to transfer one sin-
gle image-pair. This is similar to style transfer based on
adversarial learning (Isola et al., 2017; Zhu et al., 2017),
which can be unstable during training. Therefore, we fol-
low Huang and Belongie (2017) and use a VGG19 based
network that performs style transfer through an adaptive
instance normalization (AdalN) layer. This layer assumes
that the style is mostly contained in the first two moments.
In our case, the AdalN layer re-normalizes a content feature
map ZJS belonging to source image a:JS to have the same
channel-wise mean p and standard deviation o as a style
feature map 2}, extracted from the i-th test image z7;:

25— pu(z%)

j J T

- ). 2
o(z7) + pl) @)

Since 29

7 and 2L are extracted with an ImageNet pre-
trained and frozen VGG19 encoder, the network only needs
to be trained with respect to the decoder’s parameters.
Now, let E, D, and &; = D(éj) be the encoder, the de-
coder, and the transferred source image, respectively, then
the loss minimized by the decoder can be written as:

zj = o(z;)

L= ZLj [MSE(M(EA@)),u(El(:cZ;))) 3)
=1

+ MSE(o (B1(@) o (E(aT) ) | + MSE(E(2,),2)

where MSE is the mean-squared-error, Ej() represents the
output of the [-th layer of the encoder, and )\ is a weighting
term, set to As = 0.1. Since images for the task of urban
scene segmentation usually contain multiple classes, which
may also have different styles, we follow Marsden, Wiewel,
et al. (2022) in this case and use class-specific moments to
calculate Eq. 2 and Eq. 3. These moments are extracted us-
ing a resized version of the source segmentation mask for
the content feature map and pseudo-labels for the style fea-
ture map. The target moments are stored in style memory
@, allowing to transfer source images into previous styles.

3.2 Self-training

Self-training first converts the IV, softmax outputs {pE} ZN ‘Y
of the model for the current test images {xm} ~, at time
step t into pseudo-labels §.; = argmax(pl;). These
pseudo-labels are subsequently used to minimize the fol-
lowing cross-entropy loss

T T
‘CCE(yt apt

N Z Z ytllog ptlc “

i=1 c=1

where C' denotes the total number of classes. Clearly, most
problems in reality are not as simple as depicted in Figure

1, and there can already be erroneous predictions within the
training domain. Since the amount of incorrect predictions
can increase, especially when a domain change occurs, it
is important to prevent the accumulation of the initial and
subsequent errors. A factor that amplifies error accumu-
lation when conducting self-training with pseudo-labels is
that the cross-entropy loss has large gradient magnitudes
for uncertain predictions (Mummadi et al., 2021). Since it
is mostly the uncertain predictions that tend to be incorrect,
their incorporation into the training process will prevent
a successful adaption to the current target domain. This
problem can be mitigated by using a threshold which filters
out all pseudo-labels below a certain (softmax) confidence
level. Although defining a fixed threshold can work well
when adapting the model to a single target domain, it is in-
sufficient for a test sequence containing multiple domains.
In addition, different models and problems tend to have dif-
ferent confidences: Over-confident networks naturally have
high confidences, while datasets with many classes tend to
be less confident. Therefore, we introduce an adaptively
smoothed threshold with momentum «y, = 0.1 that lever-
ages the current softmax probabilities as follows:

Ny
1
e = (I — ) ve—1 + A Z max(pL.). (5)
ti;n ¢

4 Dataset: Gradual Domain Changes for
Urban Scene Segmentation

Currently, there are not many datasets that are suited for
investigating gradual test-time adaptation. Even though
there already exist various real-world and synthetic driving
datasets that contain different domains, such as Cityscapes
(Cordts et al.,, 2016), ACDC (Sakaridis et al., 2021),
Waymo (P. Sun et al., 2020), BDD100K (Yu et al., 2020),
SYNTHIA (Ros et al., 2016), and GTAS5 (Richter et al.,
2016), they all involve only stationary domains and no se-
quences with gradual changes. To close this gap we intro-
duce CarlaTTA: a dataset that enables the exploration of
gradual test-time adaptation for urban scene segmentation.
It is based on CARLA (Dosovitskiy et al., 2017), an open-
source simulator for autonomous driving research. We cre-
ate five gradual test-sequences, all evolving from the sta-
tionary source domain clear which is recorded at noon in
clear weather. day2night depicts one complete day-night
cycle by varying the sun altitude and sun azimuth angle.
Different weather changes are addressed by the sequences
clear2fog and clear2rain, where clear2fog changes cloudi-
ness and fog density, while clear2rain varies cloudiness,
precipitation, puddles, and wetness. dynamic combines the
domain changes day2night, clear2fog, and clear2rain. Not
only does it result in overlapping domain shifts, but also
introduces new shifts, such as, reflecting lights during a
rainy night. To also investigate long-term behavior, dy-
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Figure 3: CarlaTTA: A synthetic driving dataset to explore gradual domain shifts in urban scenes.

namic contains multiple day-night and weather cycles re-
sulting in a five times longer sequence. highway builds
on top of the dynamic weather setting. In contrast to the
previous datasets which mainly introduce covariate shifts,
highway also introduces label distribution shifts, since the
vehicle drives from the city onto the highway. Example
images are shown in Figure 3. Further visualizations and
insights into our dataset, including a detailed illustration of
the weather parameters, are presented in Appendix C.

5 Experiments

Baselines Since BN has proven to be very effective during
test-time (Schneider et al., 2020), we consider several vari-
ations that can be derived from the following equations:

pem = (1= )i, + apfy,
, 6)

otm = (1 — )65 +acl .

While (f1,55) denote the running mean and standard
deviation of channel m estimated during source training,
(ul . ol ) are the corresponding moments extracted from
the current test batch at time step ¢t. By using Eq. 6,
the notation of BN related baselines can be harmonized:
a = 0 refers to the commonly known source baseline (BN—
0), @« = 1 only exploits the current test statistics (BN—
1), and o = 0.1 leverages the source statistics as a prior
(BN-0.1). However, none of them exploits gradual domain
shifts, since Eq. 6 is instantaneous at time step ¢. There-
fore, we introduce BN-EMA, which incorporates previous
domain shifts by performing an exponential moving aver-
age using the running statistics from time step (t — 1):

:[j’tm = (1 - Oé):a’(t—l)m + a:“’?m

Gtm = (1 —@)G—1)m + aUtTm.

)

To further evaluate our method, we compare to several ap-
proaches from related fields: TENT (D. Wang et al., 2020)

uses BN-1 in combination with an entropy minimiza-
tion strategy with respect to the BN parameters. CoTTA
(Q. Wang et al., 2022) utilizes BN-1 and a mean teacher
with test-time augmentation to perform entropy minimiza-
tion. Further it introduces stochastic restore, where source
pre-trained weights are restored with a certain probability.
AdaContrast (D. Chen et al., 2022) uses pseudo-label re-
finement for self-training and contrastive learning.

For segmentation, we additionally consider MEMO
(M. Zhang et al., 2021), which combines test-time aug-
mentation and entropy minimization and two methods from
one-shot UDA. While ASM (Luo et al., 2020) uses an
AdalN based style transfer model to explore the style
space, SM-PPM (X. Wu et al., 2021) integrates style mix-
ing into the segmentation network and combines it with
patch-wise prototypical matching.

5.1 Adapting to shifts caused by corruptions

Corruption benchmarks CIFAR10C, CIFAR100C, and
ImageNet-C were originally published to evaluate robust-
ness of neural networks (Hendrycks & Dietterich, 2019).
The benchmark comprises of 15 corruptions with 5 severity
levels, which were applied to the validation images of Ima-
geNet (Deng et al., 2009) and the test images of CIFAR10
and CIFAR100 (Krizhevsky et al., 2009), respectively.
In accordance with the RobustBench benchmark (Croce
et al.,, 2020), a pre-trained WideResNet-28 is used for
CIFAR10-to-CIFAR10C, ResNeXt-29 for CIFAR100-to-
CIFARI100C, and ResNet-50 for ImageNet-to-ImageNet-
C. Following the implementation and hyperparameters of
Q. Wang et al. (2022), a batch size of 200 is utilized for
CIFAR and a batch size of 64 for ImageNet. Note that we
also investigate single sample test-time adaptation in Ap-
pendix A.5. We use Adam (Kingma & Ba, 2014) as an opti-
mizer with a fixed learning rate of le-5 for all experiments.
Due to the low-resolution images of CIFAR, we only con-
sider the mixup variant GTTA-MIX for CIFAR10C and CI-
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Table 1: Classification error rate (%) on the corruption benchmark for the online continual test-time adaptation task on the
highest corruption severity level 5. We report the performance of our method averaged over 5 runs.

Time t
o 2
Elgl § . & 5 . 5§ . g 5 £ ¢
= 2 S I~y S & S § S ) S é“' i X &y
Method g ,g C?g S . §5:r g? FCZ 50 &9 § @ <§0 § § \g g ) § Mean
«n Q
BN-0 (src.) |V | - |72.3 65.7 72.9 46.9 54.3 34.8 42.0 25.1 41.3 26.0 9.3 46.7 26.6 58.5 30.3 43.5
BN-1 v | -1281 26.1 363 12.8 353 142 12.1 17.3 174 153 84 12.6 238 19.7 27.3 20.4
LS) TENT-cont. |v | 1 |[24.8 20.6 28.6 144 31.1 16.5 14.1 19.1 18.6 18.6 12.2 20.3 25.7 20.8 249 20.7
Eﬁt AdaContrast |[v' | 1 [29.1 22.5 30.0 14.0 32.7 14.1 12.0 16.6 149 144 8.1 100 21.9 17.7 20.0 18.5
% CoTTA V111|243 21.3 26.6 11.6 27.6 12.2 103 148 14.1 124 7.5 106 183 134 173 16.2
GTTA-MIX | X |1 (260 21.5 29.7 11.1 30.0 12.2 10.5 15.1 14.1 123 7.5 10.0 204 15.8 21.4|17.2+0.06
GTTA-MIX | X | 4 |23.4 183 255 10.1 27.3 11.6 10.1 14.1 13.0 109 74 9.0 194 145 19.8(15.6+0.04
BN-O (src.) |v' | - | 73.0 68.0 39.4 29.3 54.1 30.8 28.8 39.5 458 50.3 29.5 55.1 37.2 747 412 46.4
o BN-1 V| - 42,1 40.7 4277 27.6 41.9 29.7 27.9 349 35.0 41.5 265 30.3 357 329 41.2 35.4
S |TENT-cont. |v | 1 |37.2 35.8 41.7 379 51.2 48.3 485 584 63.7 71.1 70.4 823 88.0 885 904 60.9
% AdaContrast |v' | 1 [42.3 36.8 38.6 27.7 40.1 29.1 27.5 32.9 30.7 38.2 259 283 339 333 36.2 334
% CoTTA v | 11]40.1 37.7 39.7 269 38.0 27.9 26.4 32.8 31.8 40.3 24.7 269 32.5 28.3 33.5 32.5
GTTA-MIX | X | 1 394 344 36.6 24.7 36.8 26.6 24.3 30.1 28.9 34.6 22.8 25.1 30.7 26.9 34.7|30.4+0.01
GTTA-MIX | X | 4 |36.4 32.1 34.0 24.4 35.2 259 239 28.9 27.5 30.9 22.6 23.4 294 25.5 33.3|28.9+0.02
BN-O(src.) |v'| - [97.8 97.1 98.2 81.7 89.8 85.2 78.0 83.5 77.1 759 41.3 945 825 79.3 68.6 82.0
BN-1 v | -850 83.7 85.0 84.7 84.3 73.7 61.2 66.0 68.2 52.1 349 827 559 51.3 59.8 68.6
TENT-cont. |v' | 1 |81.6 74.6 72.7 77.6 73.8 65.5 55.3 61.6 63.0 51.7 382 72.1 50.8 47.4 533 62.6
% AdaContrast |v | 1 | 829 809 784 81.4 78.7 72.9 64.0 63.5 64.5 53.5 384 66.7 54.6 49.4 53.0 65.5
%D CoTTA v 1]847 82.1 80.6 81.3 79.0 68.6 57.5 60.3 60.5 48.3 36.6 66.1 47.2 41.2 46.0 62.7
E GTTA-MIX | X | 1 |80.5 74.7 72.4 77.8 75.7 64.3 54.0 57.0 58.6 44.6 339 67.5 494 447 49.3|60.3+0.07
a GTTA-MIX | X | 4 752 674 64.6 73.3 72.5 61.8 52.7 53.0 54.9 42.6 33.8 63.9 489 444 47.0|57.1+£0.14
GTTA-ST |X| 1 |80.6 74.1 743 76.8 74.9 62.3 539 56.4 58.0 44.1 334 622 48.6 449 50.4|59.740.08
GTTA-ST | X|41]76.7 69.0 69.3 73.1 72.1 59.6 51.6 53.4 56.7 42,9 33.7 57.2 479 434 47.9|57.0+0.06

FAR100C. A mixup strength of \pix = % is used for all
experiments. For ImageNet-C, we additionally compare to
the style transfer variant GTTA-ST. The style transfer net-
work consists of the same VGG19 based encoder-decoder
architecture as used in (Marsden, Wiewel, et al., 2022) and
is pre-trained for 20k iterations on the source domain using
Adam with learning rate 1 x 1074,

Continual corruption benchmarks We first consider the
continual TTA setting, as proposed in Q. Wang et al.
(2022). Starting with a network pre-trained on source data,
the model is adapted during test-time in an online fashion.
Unlike the standard setting where the model is reset be-
fore being adapted to a new corruption type, the continual
setting does not assume to have any knowledge about the
current domain or shift. Test-time adaptation is performed
under the highest corruption severity level 5.

The results are reported in Table 1. Simply evaluating
the pre-trained source model yields an average error of
43.5% for CIFAR10C, 46.4% for CIFAR100C, and 82.0%

for ImageNet-C. Using the current test batch to adapt the
batch statistics (BN-1) already drastically decreases the er-
ror for all datasets. As already pointed out by Q. Wang et al.
(2022), TENT-continual outperforms BN—1 in early stages,
but quickly deteriorates after a few corruptions. This be-
comes particularly evident for CIFAR100C, where TENT
achieves an error of 90.4% for the last corruption. To avoid
error accumulation, one can use TENT-episodic instead.
However, in the episodic setup, knowledge from previous
examples cannot be leveraged, resulting in a performance
on par with BN-1. Another option to stabilize the train-
ing which we investigate in Appendix A.l is source re-
play. This has the restriction of requiring access to source
data, but stabilizes self-training and improves the perfor-
mance, e.g., for TENT on all datasets. CoTTA shows its
strong suits for CIFAR10C outperforming BN-1 by 4.2%
and performs comparably to TENT on ImageNet-C. Ada-
Contrast outperforms BN-1, but lacks behind CoTTA on
all datasets. Our method GTTA successfully shows on all
datasets that generating intermediate domains by mixup or
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Table 2: Average classification error rate (%) for the gradual corruption benchmark across all 15 corruptions. We separately
report the performance averaged over all severity levels (level 1-5) and averaged only over the highest severity level 5 (level
5). The number in brackets denotes the difference compared to the continual benchmark.

BN-0 BN-1 TENT-cont. AdaCont. CoTTA GTTA-MIX GTTA-MIX GTTA-ST GTTA-ST
src.-free | v v v v 4 X X X X
updates - - 1 1 1 1 4 1 4
level 1-5| 24.7 13.7 20.4 12.1 10.9 10.5 9.5 - -
CIFAR10C
level 5 435 204 25.1 (+44) 15.8(2.7) 142200 15.0(-2.2) 13.0(-2.6) - -
level 1-5| 33.6 29.9 74.8 33.0 26.3 24.3 239 - -
TFAR1
c 00C | evel 5 46.4 354 759 (+15.0) 35.9 (+2.5) 28.3(42) 27.6(2.8) 26.1(2.8) - -
level 1-5| 58.4 48.3 46.4 66.3 38.8 39.3 37.7 39.8 38.7
ImageNetC
level 5 | 820 68.6 589(3.7) 72.6(+7.1) 43.1(-19.6) 51.8(-8.5) 47.7(-9.4) 51.9(-7.8) 48.3(-8.7)

style transfer allows a better adaptation via self-training.
Performing a single update per test batch leads to state-of-
the-art results on CIFAR100C and ImageNet-C. Perform-
ing four updates results in a further improvement on all
datasets and also sets state-of-the-art results on CIFAR10C.
Note that utilizing more update steps for source-free meth-
ods like CoTTA does not improve the performance, on the
contrary. A more in-depth analysis about when multiple
update steps are beneficial is discussed in Appendix A.1.

Gradual corruption benchmarks We now investigate a
setting, where the test domain changes gradually. Starting
from the lowest severity level 1, the severity level is incre-
mented as follows: 1 -2 = --- -5 — ... =52 = 1.
After a cycle, we switch to the next corruption type and
sequentially repeat the same procedure for all corruptions.

The results for the gradual setting are reported in Table 2.
For a direct comparison between the results of the contin-
ual and gradual setting, we report the average error at the
highest severity level 5 in addition to the average over all
severities. The effect that TENT-continual’s performance
deteriorates over time is even more prominent in the grad-
ual setup due to longer sequences. TENT and AdaContrast
show both for some of the datasets a worse performance at
level 5 compared to the continual setup. CoTTA and GTTA
both benefit from the gradually changing domains. GTTA-
MIX shows the best performance on all datasets, except for
ImageNet-C at level 5 where CoTTA takes the lead. GTTA-
ST performs slightly worse than GTTA-MIX.

5.2 Adapting to real-world distribution shifts

ImageNet-R To investigate the performance in the pres-
ence of distribution shifts not caused by corruptions, we
also analyze ImageNet-R (Hendrycks et al., 2021) using
the same setting as for ImageNet-C. ImageNet-R consists
of 30,000 samples depicting several renditions of 200 Im-
ageNet classes. The results are shown in Table 3. While
GTTA-MIX again outperforms previous methods on this
benchmark, GTTA-ST shows a tremendous improvement.

Table 3: Classification error rate (%) for ImageNet-R aver-
aged over 5 runs using a ResNet-50.

Method source-free | updates | error rate
BN-0 (source) v - 63.8
BN-1 v - 60.4
TENT-cont. v 1 57.6
AdaContrast v 1 59.1
CoTTA v 1 57.4
GTTA-MIX X 1 56.440.23
GTTA-MIX X 4 56.6+0.76
GTTA-ST X 1 53.840.19
GTTA-ST X 4 52.5+0.24

Comparing GTTA-MIX and GTTA-ST We find that
mixup is especially suited for compensating domain gaps
covered by the corruption benchmark and not necessar-
ily for real-world distribution shifts where style transfer
demonstrates its advantages. Since mixup in our case is
a linear combination of source and test images, it is intu-
itive, that GTTA-MIX particularly performs well on cor-
ruptions that are additive. Examples are, Gaussian noise,
snow, frost, and fog. When it comes to natural distribution
shifts, such as introduced by ImageNet-R, mixup has its
limitations. In contrast, style transfer based on adaptive
instance normalization can perform arbitrary style trans-
fer, as shown by the original work (Huang & Belongie,
2017). Even though GTTA-ST can cope with various do-
main shifts, as established by the results on ImageNet-C
and ImageNet-R, it has a slight memory and computational
overhead due to the additional style transfer network.

5.3 Experiments on CarlaTTA

Setup To demonstrate the effectiveness of our approach
for natural shifts in the context of autonomous driving, we
consider the CarlaTTA benchmark below. We report the
mean intersection-over-union (mloU) over the entire test
sequence. All methods use the same pre-trained source



Introducing Intermediate Domains for Effective Self-Training during Test-Time

Table 4: mloU (%) for CarlaTTA. The source model
achieves 78.4% mloU on the clear test split.

s8] § & F & &
Method ﬁ (égo § § § §
BN-0 (source) | v/ | 584 528 71.8 46.6 28.7
BN-0.1 V| 627 565 728 521 372
BN-1 v | 620 568 714 526 328
BN-EMA v/ | 634 583 734 539 319
MEMO v/ | 610 551 716 503 352
TENT-cont. v | 615 560 709 503 320
TENT-ep. vV | 619 568 714 526 328
CoTTA v/ | 614 568 707 464 338
ASM X | 585 530 692 502 394
SM-PPM X | 631 567 727 532 334
self-training X | 632 541 744 503 332
style-transfer | X | 66.0 622 74.6 59.1 419
GTTA-ST X1 667 616 747 603 448

model trained for 100k iterations on the stationary source
domain clear. To prevent overfitting to the source domain,
we apply random horizontal flipping, Gaussian blur, color
jittering, as well as random scaling in the range [0.75, 2] be-
fore the image is cropped to a size of 1024 x 512. Following
the standard framework in UDA for semantic segmentation
(Tsai et al., 2018), we use the DeepLab-V2 (L.-C. Chen et
al., 2017) architecture with a ResNet-101 backbone. The
style transfer network consists of the same architecture as
described in Section 5.1, with the only difference that now
class-conditional AdalN layers are used.

Implementation details The segmentation model is
trained with SGD using a constant learning of 2.5 x 1074,
momentum of 0.9, and weight decay of 5 x 10~%. Dur-
ing test-time adaptation, we use batches consisting of two
source samples and two crops of the current test sample.
While one of the source samples is transferred into the cur-
rent test style, the other is transferred into a previously seen
style, as domain shifts may reoccur. During the online
adaptation, both networks are updated once for each new
test sample.

5.3.1 Results for CarlaTTA

Our results are summarized in Table 4. As expected, BN-0
(source) performs the worst by a large margin. While BN—
EMA outperforms for all scenarios except highway, BN—
0.1 is absolutely 4.4% better than the second best (BN-1)
on the highway split. Regarding TENT, we find that the
episodic setting performs better than the continual setting.
Nevertheless, both variants cannot surpass BN—1. Follow-
ing X. Wu et al. (2021), we evaluate ASM without the
attention module and use 4 updates per test sample. For
SM-PPM, we get the best results using § adaptation steps.

dynamic

70

60
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50

40

0 1000 2000 3000 4000 5000 6000
time step

Figure 4: mloU up to time step ¢ for the dynamic sequence.

SM-PPM performs better than TENT or ASM, however, it
is still slightly worse on average compared to BN-EMA.
CoTTA does not perform better than BN-1 and perfor-
mance significantly drops for the longer dynamic sequence.
We attribute this to the circumstances that the mean teacher
always lags behind the current test domain.

In contrast, our approach GTTA-ST substantially outper-
forms all baselines by a large margin. Compared to the
source model, the mIoU increases by more than 8% in four
out of five cases. While self-training alone only provides a
clear advantage in two cases, it cannot effectively exploit
the gradual domain shift in this setting and even suffers
from error accumulation. Style transfer, on the other hand,
has a clear advantage in all evaluation settings, since it does
not introduce any error accumulation due to label-noise.
The combination of both methods now increases the per-
formance on day2night, dynamic, and highway as through
the intermediate domain introduced by style transfer, self-
training benefits from more reliable pseudo-labels.

In Figure 4, we illustrate the mIoU up to time step ¢ for the
dynamic sequence. While the performance of the source
model suffers heavily from the domain shift, GTTA-ST is
able to maintain good performance throughout the test se-
quence. Further visualizations and ablation studies are lo-
cated in Appendix B.

6 Conclusion

In this work we addressed current challenges in online con-
tinual and gradual test-time adaptation. Through the cre-
ation of intermediate domains by mixup or style transfer,
successful self-training for arbitrary domain shifts can be
performed. This is supported by experiments for the vari-
ous gradual changes covered by CarlaTTA and the contin-
ual and gradual corruption benchmarks. On all presented
benchmarks, we outperform existing methods by a large
margin. We are certain that CarlaTTA will give other re-
searchers the opportunity to further investigate the setting
of gradual test-time adaptation.
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Supplementary Materials

A Ablation studies for the classification benchmarks

A.1 Component analysis

Influence of individual components We begin our ablation studies by examining each component on the continual TTA
benchmarks. The results are summarized in Table 5. First, we investigate the effect of solely performing self-training and
the advantages of filtering pseudo-labels. Compared to the BN-1 performance, self-training alone only improves the per-
formance on CIFAR10C and CIFAR100C. For ImageNet-C and ImageNet-R, we experience error accumulation resulting
in a drastic performance degredation on ImageNet-C. Filtering pseudo-labels according to our proposed threshold benefits
all continual classification benchmarks surpassing the BN—1 performance. This is expected since less confident predictions
are more likely to be incorrect and can significantly contribute to error accumulation due to large gradient magnitudes
(Mummadi et al., 2021). Utilizing source data in the form of source replay stabilizes online test-time adaptation in the
sense that the performance is improved on all investigated datasets. We also analyze source replay for TENT (D. Wang et
al., 2020) and find that it is also beneficial for methods based on entropy minimization. TENT-continual with source replay
achieves an error rate of 18.1%, 31.2%, 61.3%, and 57.6% on CIFAR10C, CIFAR100C, ImageNet-C, and ImageNet-R,
respectively. This corresponds to an error reduction of -2.6%, -29.7%, -1.3%, and -1.0%. Especially for CIFAR100C, this
is a significant improvement, as TENT-continual without source replay suffers from heavy error accumulation. Last but
not least we look into the effect of omitting self-training and solely doing mixup or style transfer. While training on the
intermediate domains provided either by mixup or style transfer significantly improves the performance upon BN-1, both
methods are limited in mitigating the domain gap. Adding self-training to the framework further benefits the results. This
highlights that self-training can have a big performance improvement when provided with reliable pseudo-labels.

Performing multiple update steps  As already shown in Table 1, GTTA-MIX and GTTA-ST benefit from doing multiple
update steps. In general, performing multiple updates does not necessarily lead to a performance improvement. Assum-
ing that a proper learning rate for a single update step was chosen, performing, e.g., four updates does not improve the
performance when only doing self-training, as presented in Table 5. This especially becomes apparent for ImageNet-C
and ImageNet-R, where a drastic performance degradation is experienced. This is not surprising as in the setting of on-
line test-time adaptation only the current test batch 27 is commonly utilized to perform adaptation. We denote this as
over-adaptation, where as a result error accumulation can be very prominent. Naturally, filtering less confident predictions,
which are more likely to be false predictions, reduces error accumulation. Source replay further helps in the setting of mul-
tiple updates to stabilize the adaptation and even results in a performance improvement on CIFAR10C and CIFAR100C
compared to a single update. Finally, generating intermediate domains in the form of either mixup or style transfer is the
key factor to benefit from multiple updates on CIFAR10C, CIFAR100C, and ImageNet-C. Since mixup has its limitations
to create intermediate domains for natural shifts, as imposed by ImageNet-R, only style transfer benefits from multiple
updates on this dataset.

A.2 Trade-off between efficiency and performance

In Table 6 (a) we further explore the effect of performing different numbers of update steps for our overall approaches
GTTA-MIX and GTTA-ST, since for some applications it can make sense to neglect computational efficiency in favor of
a higher accuracy and vice versa. For GTTA-MIX, CIFAR10C and CIFAR100C benefit increasingly from performing
multiple update steps. They show the best performance at 8 update steps reducing the error rate to 15.0% and 28.3%,
respectively. For ImageNet-C the best performance is achieved at 6 update steps reducing the error rate from 60.3% for
one update to 56.4%. Since mixup shows its difficulties for natural domain shifts, as covered by ImageNet-R, performing
more update steps does not necessarily result in a better performance. For GTTA-ST, the best performance for ImageNet-C
is again achieved at 6 update steps, resulting in an error rate of 56.3%. In contrast to mixup, style transfer can benefit from
multiple update steps for ImageNet-R, achieving the best performance of 52.3% performing 8 update steps.



Robert A. Marsden®, Mario Dobler”, Bin Yang

Table 5: Component analysis for the continual classification benchmarks. The classification error rate (%) is reported as
an average over 5 runs. We investigate the effect of self-training, filtering pseudo-labels, source-replay, and performing
mixup and style transfer without self-training (on the right).

i . . . style
BN-1 | self-training self-training | + source replay + mixup mixup trari/s fer
self-training n/a v v v v X X
threshold n/a X v v v n/a n/a
updates | 1 4 ! 4 ! 4 1 4 ! !
dataset
CIFAR10C 20.4 199 | 248 18.4 19.4 18.1 17.6 17.2 15.6 17.7 -
CIFAR100C 354 | 335 | 406 | 32.0 | 334 | 305 | 29.1 304 | 289 31.3 -
ImageNet-C 68.6 | 819 | 97.7 | 66.6 | 94.1 652 | 889 | 603 | 57.1 63.1 62.2
ImageNet-R 604 | 61.2 | 79.6 | 55.7 | 67.5 | 554 | 560 | 564 | 56.6 59.7 56.9

Table 6: Classification error rate (%) for different: (a) numbers of update steps; (b) amounts of saved source samples.

(a) (b)
updates % source
1 2 4 6 8 100 50 25 10 5 1

dataset dataset

CIFAR10C 17.2 16.5 15.6 152 15.0 CIFARIOC 17.2 17.2 17.2 174 17.8 18.8
GTTA-MIX CIFAR100C 30.4 29.7 28.9 28.6 28.3 CIFARI100C 30.4 30.4 30.5 30.6 30.9 32.0

ImageNet-C 60.3 584 57.1 564 56.6 ImageNet-C 60.3 60.0 60.4 60.3 60.3 60.5

ImageNet-R 56.4 55.9 56.6 56.1 57.3 ImageNet-R 56.4 56.4 56.1 56.3 55.9 56.5
GTTA-ST ImageNet-C 59.7 58.0 57.0 56.3 57.0 ImageNet-C 59.7 59.6 59.7 59.7 59.5 59.8

ImageNet-R 53.8 529 52.5 529 52.3 ImageNet-R 53.8 54.1 54.0 54.1 54.5 54.0

A.3 Amount of source samples

Since applications can vary in the amount of available memory, we show in Table 6 (b) the error rate for different percent-
ages of saved source samples. While the performance on ImageNet-C and ImageNet-R is only marginally affected by the
amount of available source samples for both GTTA-MIX and GTTA-ST, the error rate increases slightly for CIFAR10C
and CIFAR100C. Still, using only 10% of the source data does not increase the error rate significantly for both CIFAR10C
and CIFAR100C.

A.4 Mixup strength

In Table 7 we investigate the effect of mixup, in particular, how much source or test image is taken into account to create
intermediate samples. First, it can be seen that mixup is beneficial for all datasets. ImageNet-R plays a special role in the
sense that only a small mixup strength An;x = 0.1 marginally improves upon source replay, which corresponds to a mixup
strength of A\yix = 0. For higher mixup strengths, the performance drastically decreases. For CIFAR10C and CIFAR100C
Amix = 1/3 is a good choice, corresponding to weighting source images twice as strong as test images. ImageNet-C further
benefits from higher mixup strength and shows its best performance at Ay,jx = 0.5, corresponding to an equal weighting of
source and test images.

A.5 Single sample test-time adaptation

So far, we only considered the batch setting for the classification task. For some applications, timeliness can be critical,
e.g., in autonomous driving, and production data arrives individually rather than in batches. Simply performing prediction
and adaptation for a single sample for classification imposes some challenges. First, computing a good estimate of the
batch normalization statistics is impossible and second, gradient updates are very noisy. One straightforward approach
to overcome these challenges is to save recent data in a buffer and use a sliding window for performing prediction and
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Table 7: Classification error rate (%) averaged over 5 runs for different mixup strengths Anyix. While Ayix = 0 corresponds
to source replay, Anix = 0.5 corresponds to the case of equally weighting source and test images.

Amix 0 1/10 1/4 1/3 2/5 12
dataset

CIFAR10C 18.1 18.1 17.7 17.2 17.4 17.7
CIFAR100C |30.5 30.4 30.4 30.4 30.5 30.6
ImageNet-C 65.2 64.0 61.5 60.3 59.9 59.6
ImageNet-R 554 55.2 55.8 56.4 57.1 58.0

adaptation. Specifically, we save the last b test samples in a buffer and update the model every b samples due to the strong
correlation introduced by the buffer. For current test sample =7, at time step ¢, the sample is first added to the buffer
replacing the oldest sample. Now, the whole buffer is forwarded to make a prediction for the current sample z7. Needless
to say, this comes with a computational overhead, but allows a good estimate of the batch normalization statistics and better
gradient updates.

Table 8 illustrates the results for the previously described setting on the continual corruption benchmarks using a buffer of
size 16. Due to the much smaller batch size used in this setting, the performance of the baseline BN-1 slightly degrades,
since the estimation of the batch statistics becomes more noisy. While the performance of our approach is also slightly
worse compared to the results achieved in the batch setting of TTA, GTTA in the single-sample setting still performs on par
with most state-of-the-art methods in the batch setting. Using a larger buffer size of 32 further increases the performance.
On ImageNet-C the performance in the single sample setting is now comparable with the batch setting, being only 0.1%
and 0.3% behind for GTTA-MIX and GTTA-ST, respectively.
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Table 8: Classification error rate (%) for batch size 1 using a sliding window approach with b samples. The weight update
is performed once after the complete buffer has changed.

Time t
818 5 2 £ IS & & § 2
sl g §F S §§ 5§ 5 5§ & e 5§ 5§ J 5 &
Method § % Q‘VQ s !:g év."f c\cg § s 5§ & ¥ § § g 'é%) £ Mean
BN-0 (src.) | 1 723 6577 729 46.9 543 34.8 42.0 25.1 41.3 26.0 9.3 46.7 26.6 58.5 30.3| 43.5
v | BN-1 1 |16]30.8 28.8 39.2 15.7 37.5 16.8 15.0 20.3 20.2 17.8 10.7 15.5 27.1 23.0 29.9| 23.2
§ BN-1 1 (32(29.3 27.3 37.7 142 36.5 154 13.8 19.0 18.8 16.8 94 143 252 214 28.8]| 219
é GTTA-MIX | 1 |16]26.5 21.5 289 12.7 30.5 139 129 16.8 150 13.1 9.2 10.6 230 17.5 229|183
) GTTA-MIX | 1 |32]255 214 282 119 30.1 132 119 158 14.8 12.8 8.6 10.6 214 165 23.0| 17.7
GTTA-MIX |200| - |26.0 21.5 29.7 11.1 30.0 12.2 10.5 15.1 14.1 123 7.5 10.0 204 158 214|172
BN-O(src.) | 1 | - |73.0 68.0 39.4 29.3 54.1 30.8 28.8 39.5 45.8 50.3 29.5 55.1 372 747 41.2]| 464
Q BN-1 1 |16]46.2 445 47.1 314 46.5 33.3 31.7 39.2 38.6 454 30.8 347 40.6 37.5 45.2| 39.5
§ BN-1 1 |32]44.1 424 452 29.6 43.6 31.0 30.0 37.1 36.7 43.8 28.7 32.6 38.0 353 429|374
ﬁ GTTA-MIX | 1 |16]40.1 36.1 37.8 28.3 404 29.8 28.3 32.7 31.1 342 262 27.5 335 304 38.2]| 33.0
O |GTTA-MIX | 1 [32(389 35.0 36.8 26.6 38.3 28.0 26.5 31.2 30.1 340 244 262 321 28.6 364|315
GTTA-MIX |200| - |39.4 344 36.6 24.7 36.8 26.6 24.3 30.1 289 34.6 22.8 25.1 30.7 269 34.7| 304
BN-O(src.) | 1 | -]953 946 953 849 91.1 869 77.2 844 79.7 773 444 95.6 852 769 66.7| 824
BN-1 1 |16]86.6 852 86.0 86.6 86.5 75.7 65.1 67.8 70.5 55.2 37.8 84.6 59.1 55.0 63.7| 71.0
O BN-1 1 [32]85.4 84.0 849 85.6 85.0 74.1 619 66.8 68.4 52.6 36.1 839 57.1 523 61.7| 69.3
= |GTTA-MIX| 1 |16|80.8 73.8 71.6 79.3 79.3 70.0 61.1 58.1 59.8 47.6 37.5 73.8 542 5l1.1 533|634
% |GTTA-MIX | 1 [32]79.8 73.4 70.7 77.3 76.0 64.6 558 57.4 58.5 455 344 67.1 50.5 45.7 49.4| 60.4
é‘) GTTA-MIX | 64 | - | 80.5 74.7 72.4 77.8 75.7 64.3 54.0 57.0 58.6 44.6 339 67.5 494 447 49.3| 60.3
GTTA-ST 1 |16]80.9 743 747 77.7 77.3 66.3 58.2 59.0 60.4 47.6 37.6 629 53.5 48.8 52.6| 62.1
GTTA-ST 1 |32]80.5 744 74.0 77.3 74.8 63.5 543 56.4 57.6 452 335 61.8 50.0 45.7 50.7| 60.0
GTTA-ST | 64 | - |80.6 74.1 743 76.8 749 62.3 53.9 56.4 58.0 44.1 334 62.2 48.6 449 504 59.7

B Ablation studies for CarlaTTA

B.1 Gradual shifts for CarlaTTA

Denoting At as a proxy for the gradual shift, we generate a dynamic and a day2night sequence which allow to further study
the benefits of gradual TTA. By sub-sampling the sequences, we achieve varying degrees of gradual shift. For comparison,
we evaluate on the least common multiple. As shown in Table 9 we further benefit from a slower gradual domain shift
(At/2), gaining another 0.5% on day2night and 1.4% on dynamic. Having a faster domain shift corresponding to a bigger
delta (2At, 4At) leads to a reduced performance, indicating that exploiting small gradual shifts is indeed beneficial for
our self-training setup. Considering the dynamic sequence, for very small shifts (A¢/4) we can see a slight performance
degradation in comparison to A¢/2, however, the mloU is still 0.7% better than At.

B.2 Investigating abrupt shifts and no shifts for CarlaTTA

Since we do not have gradual shifts all the time in the real world, we investigate two additional settings: (a) no domain shift
occurs, i.e., the test domain is equal to the source domain and (b) the domain changes abruptly. The results are reported in
Table 10 (a) and (b). For the setting of (a), where no domain shift occurs, BN-0, as expected, shows the best performance
with a mIoU of 78.4%. Updating the batch statistics through an exponential moving average, i.e., considering BN—EMA,
leads to a performance decrease of 0.8%. As a result, also GTTA-ST’s performance cannot achieve BN—0. BN-1 performs
even worse at a mloU of 76.6% illustrating that even in the setting of segmentation in an urban scene a perfect estimation
of the batch normalization statistics is not possible for a single sample. For the investigation how GTTA-ST handles abrupt
shifts, instead of starting at the first sample of the day2night sequence, we begin after 300 samples, corresponding to a sun
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Table 9: Investigation of the amount of gradual shift. A¢ corresponds to the delta time used for all our standard sequences.
We report the mloU (%) for the least common multiple, averaged over 5 runs. For comparison, BN-0 and BN-1 achieve
58.3 and 61.7 on the day2night split and 39.4 and 49.1 on the dynamic split, respectively.

4At 2At At At/2 At/4

day2night | 64.6 66.1 66.7 67.2 67.7

dynamic | 53.0 552 556 57.0 563

Table 10: Mean intersection-over-union averaged over 5 runs for a) when no domain shift occurs and the test domain is
equal to the source domain; b) the domain changes abruptly from day to night.

(a) (b)
Method | BN-O BN-0.1 BN-1 BN-EMA GTTA-ST Method | BN—0 BN-0.1 BN-1 BN-EMA GTTA-ST
784 784 766 776  77.9+0.14 438 523 528 543 5974032

altitude of 0°. After one complete night-cycle, the sequence reaches its end. Our method still shows the capability to adapt,
reaching a 5.4% higher mloU than the best BN adaptation approach, namely BN-EMA.

B.3 Performance over time on CarlaTTA

In Figure 5 we illustrate the sequences day2night, clear2fog, clear2rain, and highway and their corresponding progression
of environment conditions. At time step ¢ we visualize the mean intersection-over-union averaged from the beginning ¢ = 0
up to time step t. For the day2night sequence a decline in performance can be seen at around sample 300, corresponding
to the sun setting. In the setting clear2fog the increase in cloudiness does not influence the model’s performance much.
With the fog density increasing, a steady decrease in performance can be seen. For clear2rain the performance of GTTA-
ST stays more or less constant, while the source performance steadily decreases with the start of the rain. The highway
sequence experiences the same weather behaviour as the dynamic sequence, but additionally experiences a shift of urban
scenery to a highway scene. As a result, the performance decreases drastically in the beginning. At around sample 550
an increase in performance can be experienced. This is due to the car driving back into the city, leaving the city again at
sample 770.
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C Dataset: CarlaTTA

In the following, we will discuss the specifics about our dataset CarlaTTA. For the generation, CARLA 0.9.13 was used.
The data is recorded using an RGB camera and a corresponding semantic segmentation sensor with a resolution of 1920 x
1024 and a field of view of 40°. Both sensors are positioned 0.5 m forward and 1.2 m upward relative to the ego-vehicle.
14 classes are considered. We visualize the class priors for all sequences in Figure 8.

Table 11: clear weather parameters and maximum values used for rain and fog in the settings clear2rain and clear2fog,
respectively.

sun rain fog
altitude azimuth | cloudiness wind | precipitation deposits wetness | density distance falloff
unit ° ° % % % %o % % m -
clear 90 0 10 5 0 0 0 0 0 0
night (max) -90 180 - - - - - - - -
rain (max) - - 55 90 80 85 100 - - -
fog (max) - - 55 90 - - 10 50 0 0.9

clear The source dataset clear is the basis for the four domain changes: day2night, clear2fog, clear2rain, and dynamic.
The data for clear is recorded in Townl1OHD due to being the only town in CARLA with high resolution textures. To
increase diversity we generate multiple sequences using different seeds. Specifically, for each seed, up to 40 vehicles and
20 pedestrians are randomly sampled from all (safe) blueprints. We end up with 3500 train and 500 test samples. clear is
recorded at noon (sun altitude of 90°) with a cloudiness of 10% and a wind intensity of 5%. All weather parameters are
fixed in this setting. The complete overview of the weather parameters used for the clear setting is given in Table 11.

day2night, clear2fog, clear2rain, dynamic Different domain changes are introduced by the sequences day2night,
clear2fog, clear2rain, and dynamic. Each sequence starts with the weather parameters of clear and follows the behav-
ior illustrated in Figure 6. The weather model is based on the implementation of CARLA*. The maximum values used for
the night, rain, and fog stetting are depicted in Table 11, with a bar indicating no change from the default parameters of
clear. While the default sequence length is 1200 samples, dynamic contains 6000 samples to have the capability to study
long-term behavior. Figure 7 shows every 100th sample of the mentioned domain shifts.

day2night-slow and dynamic-slow day2night-slow and dynamic-slow are only considered for the gradual domain shift
ablation study. Compared to the regular sequences, where 1200 samples correspond to one complete day-night cycle, in
the slow setting, 4800 samples correspond to one day-night cyle. This enables the investigation of smaller domain shifts.

highway Since TownlOHD does not contain any other settings than urban scenery, we use Town04 for the highway
sequence. For the corresponding source dataset, we use sequences generated from TownO2 (urban setting, similar to
Town04) and sequences from Town04 where the ego vehicles only drives in the city. The source dataset contains overall
3000 train and 500 test samples. The highway sequence starts in the city of Town04 and shortly after continues on the
highway. It follows the same weather behavior as dynamic. Examples of the sub-sampled sequence are visualized in the
last column in Figure 7.

"https://github.com/carla-simulator/carla/blob/0.9.13/PythonAPI/examples/dynamic\
_weather.py
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Figure 5: mloU up to time step ¢ for day2night, clear2fog, clear2rain, and highway. Additionally, we illustrate the
progression of the weather parameters to have a direct comparison when a domain shift occurs.
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Figure 6: Progression of the weather parameters for the sequences day2night, clear2fog, clear2rain, and dynamic. Note
that highway follows the weather behavior of dynamic.
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day2night clear2fog clear2rain dynamic

Figure 7: Sequence for the different domain changes. Every 100th example is shown.
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Figure 8: Prior probabilities for the 14 classes. On the top we visualize the prior probabilities corresponding to data
originating from Town10HD. On the bottom, we compare clear-highway to highway. The label distribution shift is clearly
prominent as the test-time sequence evolves from an urban scenery into a highway setting.



