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Abstract

Semi-supervised semantic segmentation needs rich and robust supervision on unla-
beled data. Consistency learning enforces the same pixel to have similar features
in different augmented views, which is a robust signal but neglects relationships
with other pixels. In comparison, contrastive learning considers rich pairwise
relationships, but it can be a conundrum to assign binary positive-negative super-
vision signals for pixel pairs. In this paper, we take the best of both worlds and
propose multi-view correlation consistency (MVCC) learning: it considers rich
pairwise relationships in self-correlation matrices and matches them across views
to provide robust supervision. Together with this correlation consistency loss, we
propose a view-coherent data augmentation strategy that guarantees pixel-pixel
correspondence between different views. In a series of semi-supervised settings on
two datasets, we report competitive accuracy compared with the state-of-the-art
methods. Notably, on Cityscapes, we achieve 76.8% mloU with 1/8 labeled data,
just 0.6% shy from the fully supervised oracle.

1 Introduction

In semi-supervised learning, the most important challenge is how to effectively utilize unlabeled
data. Consistency [3}137,139]] and contrastive learning [16, 6] are two popular strategies. For image
classification, given augmented views of unlabeled images (Fig. [I), consistency learning enforces
different views of the same image to have similar features, whereas contrastive learning encourages
the network output of a certain image to be dissimilar to all but those of the same image.

Semi-supervised semantic segmentation, the problem studied in this paper, requires rich and robust
supervision on unlabeled data. By minimizing feature distance for pixels from the same location
in different views, consistency learning [[11} 36, 32]] establishes very reliable supervision signals.
However, this approach does not provide sufficiently abundant supervision, as it ignores relationships
with pixels in different locations. Contrastive learning [51} 153} 52, [29} [1]], on the other hand, employs
ample pairwise supervision by promoting (punishing) feature similarities of positive (negative) pixel
pairs. Nonetheless, deciding binary positive-negative assignments can be non-trivial. First, if we treat
each pixel as a distinct class [42} 51] as done in image classification, the neighboring pixels would be
forced to have dissimilar features. This is clearly undesirable because these pixels usually describe
the same object and are strongly correlated. Second, some works use pseudo labels to decide pixel
semantics and in turn assign binary positive-negative pairs [53 52} [1} |29]], but this process is often
hindered by the noisy nature of pseudo labels. Small errors in pseudo labels may reverse the binary
positive-negative pair assignment, completely overturning feature similarity supervision.

To obtain rich and robust supervision, we propose multi-view correlation consistency (MVCC)
learning, which achieves state-of-the-art results in multiple settings. In a nutshell, we introduce a
correlation consistency loss to enforce self-correlation matrices to be similar between views (Fig. [I)).
Compared to consistency learning, our method computes similarities between a much greater number
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Figure 1: An illustration of three ways to utilize unlabeled data for supervision. Given features
of three data points (n € {1,2,3}) in two augmented views ({f,} and {f/,}), (a) consistency
learning provides robust supervision by maintaining similar features of the same data point across
views, but disregards relationships between different data points. (b) On the other hand, contrastive
learning considers rich pairwise relationships by repelling features of different data points, but lacks
a robust way to decide positive or negative assignment in semi-supervised semantic segmentation.
(c) The proposed correlation consistency learning uses pixel pairs richly and robustly supervises the
self-correlation matrices to be similar across views.

of pixel pairs and thus benefits from a richer description of the data distribution. Compared with
contrastive learning, importantly, pixel-pixel similarity no longer increases (decreases) according to
the positive (negative) assignment; instead, it is supervised by the similarity of the same pixel pair
in another augmented view. Apparently, the proposed supervision is relatively weak, but the way
it is formulated allows for robust pairwise supervision, avoiding the each-pixel-as-a-separate-class
assumption and mitigating the influence of noisy pseudo labels.

Apart from the loss function, MVCC introduces a view-coherent augmentation strategy that provides
pixel-pixel correspondence between views for image-level [45, 26] and region-level [11} 35, 20]
augmentation. For the former, we use sampling grids of affine transformations and implement
invertible and differentiable geometric augmentation, e.g., random cropping, scaling, and flipping,
with affordable computation cost. For the latter, we restrict region-level augmentation methods (e.g.,
CutMix [48]]) to be view coherent, so that for each area, we can find its correspondence in other views.
In addition, this augmentation strategy is complementary to pixel-level augmentation [24,36].

2 Related work

Consistency and contrastive learning in semi-supervised semantic segmentation. Consistency
learning usually follows the same pipeline in classification: either directly minimizes feature dis-
tances [39} 133|111} 136]], or uses a common target as middle ground [27} 3| 2]]. On the other hand, for
contrastive learning, some follow the image classification pipeline and treat each pixel as a distinct
class [42] I51]. Others believe neighboring pixels are correlated and should not be forced to have
distinct features and thus use pixel classes to construct positive and negative pairs [41} 149, [19]]. In
the absence of human labels, pseudo labels are considered for this purpose [53} 52, [1]], but their
unreliable quality would potentially limit system performance. In this work, the proposed correlation
consistency loss does not treat every pixel as a class or use pseudo labels to give binary pairs.

Data augmentation for segmentation can be performed on the pixel, region, and image levels.
Pixel-level augmentation intends to add noise on images or feature maps [24, [36]]. Region-level
augmentation usually replaces parts of an image with another image, such as MixUp [50] (overlay
an image onto another), CutMix [48} [11]] (replace image region), ClassMix [35] (CutMix based on
pseudo labels), and AEL [20] (class-balanced extension to Copy-Paste [12] and CutMix). Image-level
augmentation uses geometric transformations, e.g., cropping, scaling, and flipping. For the three
strategies, a common requirement is the pixel-pixel correspondence between augmented views, but it
a) is costly to compute pixel-pixel distances in image-level augmentation [45} 26, and b) is often not
satisfied in region-level augmentation. We solve these problems by introducing efficient image-level
augmentation and view-coherent extension of region-level augmentation.

Pseudo label is a popular choice for entropy minimization in semi-supervised learning, which can be
either hard (one-hot) labels [28 [14} 137, 2118, [18]] or soft labels [3}!44}[7}147]]. It may be obtained from
the same network used in training [3| [37]], a temporal ensemble network using exponential moving
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average (EMA) [39,[11], or a pair of differently initialized networks [[14} 8]]. Following MixMatch,
our system uses the average Softmax probabilities from EMA models as pseudo labels.

3 Method

3.1 Overview

We adopt the semi-supervised learning pipeline MixMatch [3]], a consistency learning method that
can effectively leverage unlabeled data over multiple augmented views. Note that we do not use the
MixUp augmentation [S0] because it is found less effective in segmentation [22]. Suppose we have a
segmentation network f (-) and two different views @y and x{; of an unlabeled image. MixMatch
first averages the output from the EMA temporal ensemble network f (-) to formulate the soft pseudo
label gy = (f (@y) + f (x()) /2. With this common pseudo label gy, two views y and x{; of the
unlabeled image, and the human-annotated image-label pair (x, yr ), the network f (-) is optimized
with the following loss functions,

Lo =H(f(xL),yL), (D
Ly = |f(xv) — gull3 + I (=) — ull3, 2

where H (-, -) denotes the cross-entropy loss and ||-||2 the Lo norm. As long as f (xy) and f (ay;) are
pixel-pixel corresponded, the consistency regularization in Eq. [2]is robust. Based on this pipeline, we
introduce a correlation consistency loss and a view-coherent data augmentation strategy, constituting
multi-view correlation consistency (MVCC) learning. In the following, we detail the components.

3.2 Correlation-consistency loss

As mentioned, it is desirable to have rich and robust supervision in semi-supervised semantic
segmentation. While the consistency loss Ly provides robust supervision, it neglects relationships
between non-corresponding pixels. To obtain rich supervision, contrastive learning uses pairwise
relationships, and InfoNCE loss [40] is often adopted. Specifically, this loss function directly enforces
similar (distinct) features from positive (negative) pairs,

_ B exp (f-f*/7)
ENCE;; IOgeXp(f.f+/T)+Ef, exp(f.f—/r)’ ©)

where 7 denotes the temperature hyper-parameter, and £ and f~ form positive and negative pairs,
respectively, with a certain feature f. The binary positive-negative pair assignment directly influences
feature similarity learning, but is difficult to decide: treating each pixel as a distinct class [51]] breaks
the correlation between neighboring pixels; using pseudo labels to assign positive and negative
pairs [53L 152} [1]] is susceptible to their noisy nature.

Motivated by the above discussions, we investigate more robust supervision for rich pairwise re-
lationships. Specifically, we propose the correlation consistency loss, which no longer regularizes
feature similarities based on binary positive-negative pair assignment. Instead, it keeps the feature
correlation maps in two views (see Fig.|2)) to be similar.



3.2.1 Loss function

Mathematically, we formulate the correlation consistency loss as follows. Given N pixels in a certain
view that have D-dimensional features { f,}, fn € R”,n € {1, ..., N}, first, we choose the EMA
model features on the opposite view { ffl} as their target, and stack them respectively to formulate

{fu} = F € RV*P and its target { f}, } — F'. Next, we calculate their pairwise relationships,
Afeat:]:']:T> Aéma:]?/'ﬁ/T7 (4)
where Agey, AL, € RN XN denote self-correlation matrices. Then, similar to the Softmax operation
in Eq.[3] we normalize the similarity between each pixel and all others with the Ly norm,
!
| = Afeal[i,:] i emal(s,:] (5)
T P
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where [4, :] denotes all the elements in the i-th row. Lastly, we repeat Eq.[4]and Eq. [5] for the other
view and compute the correlation consistency loss between self-correlation matrices,

2
) ; (6)
F

where ||-|| - denotes the Frobenius norm (entry-wise Lo norm for matrix).

To balance the loss terms (Eq[I] Eq.[2] and Eq.[6), we set the final loss as
L=L+01xLy+0.1x Lcc. (7

1 ~ 2 - ~
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3.2.2 Category-normalized data sampling

Two issues exist with the proposed correlation consistency loss. a) The complexity for computing
pairwise relationships O (N 2) scales poorly with the number of pixels N. b) There is a long-tailed
pixel distribution over classes [[L8| 20].

To tackle them both, we introduce category-normalized data sampling, which chooses a similar
number of pixels for each class. First, for each mini-batch of unlabeled images, we compute the
empirical categorical distribution over C classes as {p.} ,¢ € {1, ..., C'}, based on their pseudo labels.
Then, each pixel j is given a sampling probability ¢; o 1/p, that is proportional to the inverse of the
empirical probability for its class ¢ (using its pseudo label). Finally, for Eq.[d] we randomly choose
N pixels over the mini-batch according to the sampling probability g; of each pixel j. Using this
trick, we can efficiently sample a manageable number of pixels to avoid computation cost explosion,
and at the same time make sure that the sampled pixels have a relatively balanced class distribution.

3.2.3 Features for correlation matrices

To obtain the D-dimensional features { f,,}, we sample feature vectors from the C'-dimensional
Softmax output maps f (-) of both views, so D = C. In our preliminary experiment, we do not
witness a significant accuracy difference when using features from additional projection heads.

For their consistency targets { _7/1,}’ instead of EMA network output from the opposite view, we
use the pseudo labels { ( fut+ _7’,) / 2} due to two considerations. a) The soft pseudo label contains
information from both views and has better stability. b) It offers a common target for one pixel across
two views, which provides a middle ground to help enforce consistency [13,2]. In this setting, although
Lcc also uses pseudo labels as supervision signals like Lncg, its consistency-based implementation
makes it more robust to label noise. See Section [3.4] for more discussions.

3.3 View-coherent data augmentation
3.3.1 Image-level data augmentation

Image-level geometric augmentation methods like cropping, flipping, and scaling are found effective
for semantic segmentation, but seldom applied in semi-supervised settings due to the high cost
of computing pixel-pixel correspondence. In fact, existing methods [45, 26] go through every
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Figure 3: An illustration of the proposed image-level augmentation method. We augment an image
(a) to image (b) through affine transformation, which is implemented by sampling grids (blue dots).
From (b), we extract its feature map (c). To restore pixel-pixel correspondence between (a) and (d),
we apply inverse affine transformation (through another sampling grid) to obtain (d) from (c).

pixel in every view to calculate their distances in a common coordinate system, and then decide
correspondence based on a certain threshold, which has O (N 2) computation complexity.

To reduce complexity in obtaining pixel-pixel correspondence, we use sampling grids [23] to imple-
ment affine transformations, which are differentiable and invertible. As shown in Fig.[3] for pixels
in one view, sampling grids compute their coordinates in another view via affine transformations.
After extracting feature map of the augmented image, we invert the applied augmentation via another
sampling grid, returning a feature map that is pixel-pixel corresponded with the original image. From
Fig.[3| (a) to Fig.[3|(b) and from Fig.[3|(c) to Fig.[3|(d), the computation complexity is both O (),
so the overall complexity is O (N). In practice, given two views, we use this implementation for
image-level augmentation to produce two sets of segmentation maps that are pixel-pixel corresponded
(Fig. . Note it is from such feature maps that we generate the pseudo labels gy .

3.3.2 Region-level data augmentation

Region-level augmentation modifies an area of an image. For views generated by different image-level
geometric augmentation, if applied randomly, region-level augmentation easily breaks coherency
between views, leading to non-corresponded pixels.

To solve this problem, we introduce a view-coherent extension of existing region-level data augmen-
tation. Essentially, as shown in Fig. ] (right), we first invert the geometric augmentation to provide
correspondence. Then, we apply the same region-level augmentation to the two views to maintain
correspondence. Lastly, we add the image-level augmentation back to the two views so that the
network can still enjoy geometric augmentations. The proposed view-coherent extension supports
region-level augmentation methods such as CutMix [T1], ClassMix and AEL [20]. In this
work, we use the most basic one, CutMix, for demonstration.

3.4 Discussions

Contrastive learning (Lncg) is more susceptible to noisy pseudo labels than our method (Lcc).
Both methods promote or punish feature similarities with pseudo labels as supervision signals (Eq.[3]
and Section [3.2.3), but have different sensitivities to pseudo label noise. Suppose we have a pair of
pixels that are incorrectly assigned with slightly different pseudo labels. The former might believe they
are of different classes and strongly punish the feature similarity due to its binary positive-negative
assignment. In comparison, the latter applies much softer supervision: maintaining self-correlation
between features to be consistent with that of the pseudo labels, and thus reduces the influence
of pseudo label noise. In fact, the unreliable binary assignment is an innate problem with Lncg
in semi-supervised semantic segmentation, which is verified by the wide usage of hard negative
sampling in previous contrastive methods [41}, 26) (1, 53].

Scenarios where contrastive learning is most affected. As mentioned above, contrastive learning
is susceptible to pseudo label noise. So it suffers most when pseudo label noise is at a high level. This
happens when the labeled data ratio is low and models are too weak to predict accurate pseudo labels.
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Figure 4: Flow of unlabeled images in multi-view correlation consistency (MVCC) learning. Left:
we feed two views to the EMA model and then average the pixel-pixel corresponded feature maps
f (zy) and f (z{;) to obtain pseudo label gy. Right: for view-coherent region-level augmentation,
we first invert image-level augmentation, then apply the same region-level augmentation, and finally
restore the image-level augmentation. With pixel-pixel correspondence in f (zy) and f (x(;), we
calculate the unsupervised loss (Eq. [2)) and the correlation consistency loss (Eq. [f). Dotted lines:
forward pass only; solid lines: both forward and backward passes; arrows: loss computation.

MVCC vs. SwAV [4]: no need for clustering. While both methods rely on consistency, their
mechanisms are significantly different. SWAV clusters the features and enforces consistency between
cluster assignments (correlation between each feature and cluster centers) to avoid the large batch
size requirement. In comparison, correlation consistency does not need to cluster the data and instead
maintains consistency of the self-correlation matrices, which requires less computation. In addition,
semantic segmentation does not have the large batch size requirement that SWAV deals with: different
from images, even with a small batch size, pixels still provide abundant pairwise relationships.

Limitation. Despite its robustness under limited supervision (see Section4.3), Lcc applies weaker
supervision than Lncg. It means for fully-labeled scenarios with reliable human labels, the traditional
InfoNCE loss will likely outperform the proposed loss function.

Potential negative social impacts. Semi-supervised learning might allow for model training at a
larger scale, which can have a negative environmental impact.

4 Experiment

4.1 Experimental settings

Dataset. We verify the efficacy of the proposed MVCC algorithm on the following datasets.
Cityscapes 9] is a dataset for urban street scene understanding. It consists of 2,975 training images
and 500 validation images of high resolution among 19 different semantic classes. Pascal VOC 2012
[LO] is a generic object dataset across 21 distinct semantic classes. It contains 1,464 training images
and 1,449 validation images of medium resolution. Following common practice, we additionally
include the augmented partition [[15] for a combined training set (10,582 images in total). For both
datasets, we assume 1/32, 1/16, 1/8, and 1/4 of all the training data are labeled.

Network architecture. We use DeepLabV3+ [3]] with depth-wise separable convolutions. Specifi-
cally, it has a ResNet-50 [[17] feature extractor and an output stride of 16.

Implementation details. For data augmentation, we use random scaling, flipping, cropping (512 X
1024 for Cityscapes and 360 x 360 for Pascal VOC), and color jitter to produce two different views, and
apply CutMix in a view-coherent manner. For multiple views, their scaling and translation (cropping
offset) differences are maintained within [0.9,1.1] and [0, 0.1] times the image size, respectively.
The EMA model update ratio is set as 0.99 following existing works [[11, 27, 39]. In addition, we
apply label smoothing with a factor of 0.1 to stabilize the training following image classification
(38134} 31]]. For category-normalized data sampling, we choose N = 2048 pixels for both datasets.

For labeled data and two views of unlabeled data, we use batch sizes of 4 and 8 for Cityscapes and
Pascal VOC, respectively. Learning rates are set to 0.05 and 0.01 for the two datasets, and the feature
extractor has 0.1 x the base learning rates. We run SGD optimizer with a momentum of 0.9 on both



Table 1: Comparison with state of the arts on Cityscapes. Under each labeled data ratio, we show
mloU (%) of the overall system (first column) and improvement (in absolute value) over supervised-
only baseline (second column). Methods with * are re-implemented by USRN [13]]. Highest numbers
in each column are highlighted in bold. For our method, standard deviation of three runs is shown.

Method 1/32 1/16 1/8 1/4 Oracle
ECS [32] - - - - 67.4 +4.3 70.7 +3.4 74.8
PC2Seg [52]] - - - - 72.1 +4.0 73.8 +0.9 73.6
Alonso et al. [1] - - - - 70.0 - 71.6 - 74.2
ELN [25] - - - - 70.3 +10.5 73.5 +11.7 77.7
ST++ [46] - - - - 72.7 +6.9 73.8 +5.4 -
PSMT [30]] - - - - 74.4 +5.5 75.2 +3.4 -
DBSN* [47] 62.2 +2.4 67.3 +3.0 73.5 +4.6 - - 78.3
CAC [26] 62.2 +2.4 69.4 +5.1 69.7 +3.7 72.7 +2.0 77.7
CPS™ [8] 62.5 +2.7 69.8 +5.5 74.4 +5.5 - - 78.3
USRN [13] 64.6 +4.8 71.2 +6.9 75.0 +6.1 - - 78.3
MVCC (Ours) |72.0+1.1 +16.7|74.8 =04 +13.2(76.8 £0.1 +89 [77.2£0.1 +4.8 |77.4£0.1

Table 2: Comparison with state of the arts on Pascal VOC. All notations are the same with Tablem

Method 1/32 1/16 1/8 1/4 Oracle
ECS [32] - - - - 70.2 +5.0 72.6 +2.8 76.3
Alonso et al. 1] - - - - 71.8 - - - 75.9
ELN [25] - - 73.2 +5.6 74.6 +4.1 76.6

72.6 +7.8 74.4 +6.1 75.4 +4.9

ST++ [46] - - -

DBSN* [47]] 64.6 +5.4 69.8 +5.9 - - - - 76.8
CAC [26] 65.1 +5.9 70.1 +6.2 724 +4.1 74.0 +2.8 76.3
CPS™ [8] 64.8 +5.6 68.2 +4.3 - - - - 76.8
USRN [13] 68.6 +9.4 72.3 +8.4 76.8

MVCC (Ours) |70.9+0.6 +11.8|73.8 03 +9.4|753+£03 +6.2|75.8+0.2 +4.6|759£0.2

datasets with polynomial learning rate decay. All experimental results are averaged from 3 runs on 3
different labeled / unlabeled splits and obtained from a single RTX 3090.

Evaluation protocol. Following common practice, we feed one single image of its original size
to the network for testing, and report mean Intersection-over-Union (mloU). In addition, we also
report the relative improvements of each method over its reported supervised-only baselines. We does
not include [8} 20, 43| in our comparison because they use sliding window inference and ensemble
multiple results for testing (which largely increases mloU [30]).

4.2 Comparison with state of the art

We summarize the results in in Table [I|and Table 2] and make comparisons in two aspects.

Improvement over supervised-only baseline. Compared with the baseline where only labeled
training data are used, MVCC consistently produces higher mloU across all settings. Specifically,
under 1/32, 1/16, 1/8, and 1/4 labeled training data, we witness +16.7%, +13.2%, +8.9, and +4.8%
improvement on Cityscapes, and +11.8%, 9.4%, +6.2%, and +4.6% improvement on Pascal VOC.
Compared to existing methods, the improvement itself is very competitive, especially under lower
labeled data ratios (1/32 and 1/16 splits), which are challenging but arguably more similar to the
real-world scenario (with abundant unlabeled data). ST++ [46] achieves more improvement under the
1/4 setting for both datasets. ELN [25]] reports improvement significantly higher than other methods
under 1/8 and 1/4 setting on Cityscapes, but its improvement is lower on Pascal VOC.

Overall system performance. With a reasonably effective fully supervised oracle, on both datasets,
MVCC learning achieves very competitive accuracy. On Cityscapes, we report 72.0%, 74.8%, 76.8%,
and 77.2% mloU under 1/32, 1/16, 1/8, and 1/4 labeled training data, respectively. These results
compare favorably against results of existing methods under similar settings. On Pascal VOC, MVCC
produces 70.9%, 73.8%, 75.3%, and 75.8% mloU, respectively, which are higher than methods with
similar network architectures. It is noteworthy that the proposed method works particularly well
compared to competing methods under low labeled data ratios. On the other hand, for higher labeled
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Figure 5: Variant and hyperparameter analysis on Pascal VOC. Left: Comparison between the
proposed method (“MVCC”), its contrastive learning variant (“Lcc — Lnce”), and its consistency
learning only variant (“w/o Lcc”). Middle: Impact of the weight for the correlation consistency loss
(Eq.[7). Right: Impact of the number of sampled pixels N (Section[3.2.2). We use 1/8 labeled data
for the middle and right figures.

data ratios, with 1/8 labeled training data, MVCC produces an overall result just 0.6% lower than the
fully supervised oracle on both datasets, further demonstrating its effectiveness.

We show visual result demos in Fig.[6] Compared to the supervised-only baseline, in MVCC, pixels
of the same object (e.g., trees, pavement, wall) are given more consistent predictions.

4.3 Variant and ablation study

We examine other design choices by comparing them  Table 3: Comparison with variants on Pas-

with the proposed method in Table[3]and Fig.[5] If not ¢a] VOC (1/8 labeled data ratio).
specified, we use Pascal VOC with 1/8 labeled data.

Effectiveness of correlation consistency loss Lcc. Methoq - mioU (%)
. « » : supervised-only baseline 69.1
Without Lcc (“w/o Lcc”), our method reduces to its
. . . . . . MVCC (full system) 75.3
consistency learning variant. In Fig.[3] this variant has wlo Lec 74.4
consistently lower mloU under every labeled data ratio.  p . 'p 747
Specifically, under 1/8 labeled data, mIoU drops by 0.9% same geometric augmentation ~ 74.8
(Table[3). Such results verify the effectiveness of Lcc. w/o view-coherent CutMix 55.1
Comparison between correlation consistency £ w/ projection head 754
p y ~cc w/o label smoothing 75.2

and InfoNCE loss Lncg. When we replace L with
Lnce (“Lec — Lnce”), our method becomes its con-
trastive learning variant. This variant follows the im-
plementation in [41], and all other settings are the same as the proposed MVCC. We have two
observations. First, this variant is consistently inferior to our method under all the ratios. Specifically,
under 1/8 ratio, the mIoU difference is 0.6%. Second, under relatively high labeled data ratios, e.g.,
1/8, we find this variant more effective than the consistency only variant “w/o Lcc”, demonstrated
by a 0.3% higher mloU. Third, under lower labeled data ratios, its effectiveness is limited, which is
consistent with the analysis in Section 3.4}

Effectiveness of image-level augmentation. As shown in Fig.[d] the proposed MVCC approach use
different image-level geometric augmentation for different views. In Table 3] we examine its benefit
with the “same geometric augmentation” variant, where two views of an unlabeled image are under
the same geometric augmentation. Observing a 0.5% mloU drop, we verify it is useful for different
views to undergo different image-level augmentation.

Effectiveness of view-coherent region-level augmentation on different geometrically aug-
mented views. For different geometrically augmented views, randomly applying region-level aug-
mentation breaks area correspondence between views (Section [3.3.2). In our experiment, when
randomly applying CutMix to the two views (“w/o view-coherent CutMix” in Table 3, segmentation
accuracy drops significantly (20.2% in mloU).

Influence of an additional projection head. As indicated by the “w/ projection head” variant
in Table 3] further including a projection head and restricting correlation consistency loss on the
projected features does not bring significant improvement.



Figure 6: Result comparison on Cityscapes with 1/32 labeled data. From left to right: input images,
supervised-only baseline, MVCC learning, and ground truth.

Influence of label smoothing. Removing label smoothing from our system (“w/o label smoothing”)
does not cause a major performance change. With that said, experiments find that label smoothing
helps to stabilize training: it reduces the standard deviation from £0.8% to +0.3% mloU.

Hyperparameter analysis. In Fig.[5| we assess the system sensitivity to the weight of Lcc (Eq.[7)
and the number of pixels IV (Section . For the former, its optimal value is between 0.05 and 0.1,
and decreasing or increasing it leads to mIoU drops. We set this weight as 0.1 in our experiments
to align with previous contrastive methods [41], 53, [T, [T9]. For the latter, we observe a slight mIoU
increase when its value increases. We choose N = 2048 as a trade-off between accuracy and
computation complexity. Note that we adopt the same hyperparameter values across all settings.

5 Conclusion

In this paper, we analyze the pros and cons of consistency and contrastive learning in the context
of semi-supervised semantic segmentation. Our analysis motivates us to look for rich and robust
supervision on unlabeled data: using possibly many pixel pairs and forcing their pairwise similarity to
be constant across views. We integrate this supervision signal in a multi-view correlation consistency
(MVCC) approach, which is shown to outperform its consistency learning only and contrastive
learning variants. This approach additionally contains a view-coherent data augmentation strategy
for the dense prediction task, which allows for differentiable and invertible image-level geometric
augmentation and view-coherent region-level augmentation. In a series of semi-supervised settings,
our method has very competitive performance compared with the state of the art.

References

[1] Idigo Alonso, Alberto Sabater, David Ferstl, Luis Montesano, and Ana C. Murillo. Semi-supervised
semantic segmentation with pixel-level contrastive learning from a class-wise memory bank. In Proceedings
of the IEEE/CVF International Conference on Computer Vision (ICCV), pages 8§219-8228, October 2021.

[2] David Berthelot, Nicholas Carlini, Ekin D Cubuk, Alex Kurakin, Kihyuk Sohn, Han Zhang, and Colin
Raffel. Remixmatch: Semi-supervised learning with distribution alignment and augmentation anchoring.
arXiv preprint arXiv:1911.09785, 2019.

[3] David Berthelot, Nicholas Carlini, lan Goodfellow, Nicolas Papernot, Avital Oliver, and Colin A Raffel.
Mixmatch: A holistic approach to semi-supervised learning. In H. Wallach, H. Larochelle, A. Beygelzimer,
F. d'Alché-Buc, E. Fox, and R. Garnett, editors, Advances in Neural Information Processing Systems,
volume 32. Curran Associates, Inc., 2019.

[4] Mathilde Caron, Ishan Misra, Julien Mairal, Priya Goyal, Piotr Bojanowski, and Armand Joulin. Unsu-
pervised learning of visual features by contrasting cluster assignments. Advances in Neural Information
Processing Systems, 33:9912-9924, 2020.

[5] Liang-Chieh Chen, Yukun Zhu, George Papandreou, Florian Schroff, and Hartwig Adam. Encoder-decoder
with atrous separable convolution for semantic image segmentation. In Proceedings of the European
conference on computer vision (ECCV), pages 801-818, 2018.



(6]

(71

(8]

(9]

[10]

(1]

(12]

(13]

[14]

[15]

(16]

(17]

(18]

(19]

[20]

[21]

[22]

(23]

[24]

[25]

(26]

Ting Chen, Simon Kornblith, Mohammad Norouzi, and Geoffrey Hinton. A simple framework for
contrastive learning of visual representations. In International conference on machine learning, pages

1597-1607. PMLR, 2020.

Ting Chen, Simon Kornblith, Kevin Swersky, Mohammad Norouzi, and Geoffrey Everest Hinton. Big
self-supervised models are strong semi-supervised learners. In Advances in Neural Information Processing
Systems, volume 33, pages 22243-22255, 2020.

Xiaokang Chen, Yuhui Yuan, Gang Zeng, and Jingdong Wang. Semi-supervised semantic segmentation
with cross pseudo supervision. In Proceedings of the IEEE/CVF Conference on Computer Vision and
Pattern Recognition, pages 2613-2622, 2021.

Marius Cordts, Mohamed Omran, Sebastian Ramos, Timo Rehfeld, Markus Enzweiler, Rodrigo Benenson,
Uwe Franke, Stefan Roth, and Bernt Schiele. The cityscapes dataset for semantic urban scene understanding.
In Proceedings of the IEEE conference on computer vision and pattern recognition, pages 3213-3223,
2016.

Mark Everingham, Luc Van Gool, Christopher KI Williams, John Winn, and Andrew Zisserman. The
pascal visual object classes (voc) challenge. International journal of computer vision, 88(2):303-338,
2010.

Geoff French, Samuli Laine, Timo Aila, Michal Mackiewicz, and Graham Finlayson. Semi-supervised
semantic segmentation needs strong, varied perturbations. In Proceedings of the British Machine Vision
Conference (BMVC), 2018.

Golnaz Ghiasi, Yin Cui, Aravind Srinivas, Rui Qian, Tsung-Yi Lin, Ekin D Cubuk, Quoc V Le, and Barret
Zoph. Simple copy-paste is a strong data augmentation method for instance segmentation. In Proceedings
of the IEEE/CVF Conference on Computer Vision and Pattern Recognition, pages 2918-2928, 2021.

Dayan Guan, Jiaxing Huang, Aoran Xiao, and Shijian Lu. Unbiased subclass regularization for semi-
supervised semantic segmentation. arXiv preprint arXiv:2203.10026, 2022.

Bo Han, Quanming Yao, Xingrui Yu, Gang Niu, Miao Xu, Weihua Hu, Ivor Tsang, and Masashi Sugiyama.
Co-teaching: Robust training of deep neural networks with extremely noisy labels. In NeurlPS, pages
8535-8545, 2018.

Bharath Hariharan, Pablo Arbeldez, Lubomir Bourdev, Subhransu Maji, and Jitendra Malik. Semantic
contours from inverse detectors. In 2011 International Conference on Computer Vision, pages 991-998.
IEEE, 2011.

Kaiming He, Haoqi Fan, Yuxin Wu, Saining Xie, and Ross Girshick. Momentum contrast for unsupervised
visual representation learning. In Proceedings of the IEEE/CVF Conference on Computer Vision and
Pattern Recognition, pages 9729-9738, 2020.

Kaiming He, Xiangyu Zhang, Shaoqing Ren, and Jian Sun. Deep residual learning for image recognition.
In Proceedings of the IEEE conference on computer vision and pattern recognition, pages 770778, 2016.

Ruifei He, Jihan Yang, and Xiaojuan Qi. Re-distributing biased pseudo labels for semi-supervised semantic
segmentation: A baseline investigation. In Proceedings of the IEEE/CVF International Conference on
Computer Vision, pages 6930-6940, 2021.

Hanzhe Hu, Jinshi Cui, and Liwei Wang. Region-aware contrastive learning for semantic segmentation. In
Proceedings of the IEEE/CVF International Conference on Computer Vision, pages 16291-16301, 2021.

Hanzhe Hu, Fangyun Wei, Han Hu, Qiwei Ye, Jinshi Cui, and Liwei Wang. Semi-supervised semantic
segmentation via adaptive equalization learning. Advances in Neural Information Processing Systems, 34,
2021.

W.-C. Hung, Y.-H. Tsai, Y.-T. Liou, Y.-Y. Lin, and M.-H. Yang. Adversarial learning for semi-supervised
semantic segmentation. In Proceedings of the British Machine Vision Conference (BMVC), 2018.

Md Amirul Islam, Matthew Kowal, Konstantinos G Derpanis, and Neil DB Bruce. Feature binding with
category-dependant mixup for semantic segmentation and adversarial robustness. In Proceedings of the
British Machine Vision Conference (BMVC), 2020.

Max Jaderberg, Karen Simonyan, Andrew Zisserman, et al. Spatial transformer networks. Advances in
neural information processing systems, 28, 2015.

Zhanghan Ke, Di Qiu, Kaican Li, Qiong Yan, and Rynson WH Lau. Guided collaborative training for pixel-
wise semi-supervised learning. In Computer Vision—-ECCV 2020: 16th European Conference, Glasgow,
UK, August 23-28, 2020, Proceedings, Part XIII 16, pages 429—-445. Springer, 2020.

Donghyeon Kwon and Suha Kwak. Semi-supervised semantic segmentation with error localization network.
arXiv preprint arXiv:2204.02078, 2022.

Xin Lai, Zhuotao Tian, Li Jiang, Shu Liu, Hengshuang Zhao, Liwei Wang, and Jiaya Jia. Semi-supervised
semantic segmentation with directional context-aware consistency. In Proceedings of the IEEE/CVF
Conference on Computer Vision and Pattern Recognition, pages 1205-1214, 2021.

10



[27]

(28]

(29]

(30]

(31]

(32]

(33]

[34]

(35]

(36]

(371

(38]

[39]

[40]

(41]

[42]

[43]

[44]

[45]

[46]

[47]

Samuli Laine and Timo Aila. Temporal ensembling for semi-supervised learning. In International
Conference on Learning Representations (ICLR), 2016.

Dong-Hyun Lee et al. Pseudo-label: The simple and efficient semi-supervised learning method for deep
neural networks. In Workshop on challenges in representation learning, ICML, volume 3, page 896, 2013.

Shikun Liu, Shuaifeng Zhi, Edward Johns, and Andrew J Davison. Bootstrapping semantic segmentation
with regional contrast. In International Conference on Learning Representations, 2022.

Yuyuan Liu, Yu Tian, Yuanhong Chen, Fengbei Liu, Vasileios Belagiannis, and Gustavo Carneiro. Perturbed
and strict mean teachers for semi-supervised semantic segmentation. arXiv preprint arXiv:2111.12903,
2021.

Michal Lukasik, Srinadh Bhojanapalli, Aditya Menon, and Sanjiv Kumar. Does label smoothing mitigate
label noise? In International Conference on Machine Learning, pages 6448—6458. PMLR, 2020.

Robert Mendel, Luis Antonio De Souza, David Rauber, Jodo Paulo Papa, and Christoph Palm. Semi-
supervised segmentation based on error-correcting supervision. In European Conference on Computer
Vision, pages 141-157. Springer, 2020.

Takeru Miyato, Shin-ichi Maeda, Masanori Koyama, and Shin Ishii. Virtual adversarial training: a
regularization method for supervised and semi-supervised learning. /IEEFE transactions on pattern analysis
and machine intelligence, 41(8):1979-1993, 2018.

Rafael Miiller, Simon Kornblith, and Geoffrey Hinton. When does label smoothing help? In Advances in
neural information processing systems, 2019.

Viktor Olsson, Wilhelm Tranheden, Juliano Pinto, and Lennart Svensson. Classmix: Segmentation-based
data augmentation for semi-supervised learning. In Proceedings of the IEEE/CVF Winter Conference on
Applications of Computer Vision, pages 1369-1378, 2021.

Yassine Ouali, Céline Hudelot, and Myriam Tami. Semi-supervised semantic segmentation with cross-
consistency training. In Proceedings of the IEEE/CVF Conference on Computer Vision and Pattern
Recognition, pages 12674—12684, 2020.

Kihyuk Sohn, David Berthelot, Chun-Liang Li, Zizhao Zhang, Nicholas Carlini, Ekin D Cubuk, Alex
Kurakin, Han Zhang, and Colin Raffel. Fixmatch: Simplifying semi-supervised learning with consistency
and confidence. In Advances in neural information processing systems, 2020.

Christian Szegedy, Vincent Vanhoucke, Sergey loffe, Jon Shlens, and Zbigniew Wojna. Rethinking the
inception architecture for computer vision. In Proceedings of the IEEE conference on computer vision and
pattern recognition, pages 2818-2826, 2016.

Antti Tarvainen and Harri Valpola. Mean teachers are better role models: Weight-averaged consistency
targets improve semi-supervised deep learning results. In I. Guyon, U. V. Luxburg, S. Bengio, H. Wallach,
R. Fergus, S. Vishwanathan, and R. Garnett, editors, Advances in Neural Information Processing Systems,
volume 30. Curran Associates, Inc., 2017.

Aaron Van den Oord, Yazhe Li, and Oriol Vinyals. Representation learning with contrastive predictive
coding. arXiv e-prints, pages arXiv—1807, 2018.

Wenguan Wang, Tianfei Zhou, Fisher Yu, Jifeng Dai, Ender Konukoglu, and Luc Van Gool. Exploring
cross-image pixel contrast for semantic segmentation. In Proceedings of the IEEE/CVF International
Conference on Computer Vision, pages 7303-7313, 2021.

Xinlong Wang, Rufeng Zhang, Chunhua Shen, Tao Kong, and Lei Li. Dense contrastive learning for
self-supervised visual pre-training. In Proceedings of the IEEE/CVF Conference on Computer Vision and
Pattern Recognition, pages 3024-3033, 2021.

Yuchao Wang, Haochen Wang, Yujun Shen, Jingjing Fei, Wei Li, Guoqgiang Jin, Liwei Wu, Rui Zhao,
and Xinyi Le. Semi-supervised semantic segmentation using unreliable pseudo-labels. arXiv preprint
arXiv:2203.03884, 2022.

Qizhe Xie, Zihang Dai, Eduard Hovy, Minh-Thang Luong, and Quoc V Le. Unsupervised data augmenta-
tion for consistency training. In Advances in neural information processing systems, 2020.

Zhenda Xie, Yutong Lin, Zheng Zhang, Yue Cao, Stephen Lin, and Han Hu. Propagate yourself: Exploring
pixel-level consistency for unsupervised visual representation learning. In Proceedings of the IEEE/CVF
Conference on Computer Vision and Pattern Recognition, pages 16684—16693, 2021.

Lihe Yang, Wei Zhuo, Lei Qi, Yinghuan Shi, and Yang Gao. St++: Make self-training work better for
semi-supervised semantic segmentation. arXiv preprint arXiv:2106.05095, 2021.

Jianlong Yuan, Yifan Liu, Chunhua Shen, Zhibin Wang, and Hao Li. A simple baseline for semi-supervised
semantic segmentation with strong data augmentation. In Proceedings of the IEEE/CVF International
Conference on Computer Vision (ICCV), pages 8229-8238, October 2021.

11



(48]

[49]

(50]

(51]

(52]

(53]

Sangdoo Yun, Dongyoon Han, Seong Joon Oh, Sanghyuk Chun, Junsuk Choe, and Youngjoon Yoo.
Cutmix: Regularization strategy to train strong classifiers with localizable features. In Proceedings of the
IEEFE/CVF International Conference on Computer Vision, pages 6023-6032, 2019.

Feihu Zhang, Philip Torr, Rene Ranftl, and Stephan Richter. Looking beyond single images for contrastive
semantic segmentation learning. Advances in Neural Information Processing Systems, 34, 2021.

Hongyi Zhang, Moustapha Cisse, Yann N. Dauphin, and David Lopez-Paz. mixup: Beyond empirical risk
minimization. In International Conference on Learning Representations, 2018.

Xiangyun Zhao, Raviteja Vemulapalli, Philip Andrew Mansfield, Boqing Gong, Bradley Green, Lior
Shapira, and Ying Wu. Contrastive learning for label efficient semantic segmentation. In Proceedings of
the IEEE/CVF International Conference on Computer Vision, pages 10623-10633, 2021.

Yuanyi Zhong, Bodi Yuan, Hong Wu, Zhiqgiang Yuan, Jian Peng, and Yu-Xiong Wang. Pixel contrastive-
consistent semi-supervised semantic segmentation. In Proceedings of the IEEE/CVF International Confer-
ence on Computer Vision, pages 7273-7282, 2021.

Yanning Zhou, Hang Xu, Wei Zhang, Bin Gao, and Pheng-Ann Heng. C3-semiseg: Contrastive semi-
supervised segmentation via cross-set learning and dynamic class-balancing. In Proceedings of the
IEEE/CVF International Conference on Computer Vision, pages 7036-7045, 2021.

12



	1 Introduction
	2 Related work
	3 Method
	3.1 Overview
	3.2 Correlation-consistency loss
	3.2.1 Loss function
	3.2.2 Category-normalized data sampling
	3.2.3 Features for correlation matrices

	3.3 View-coherent data augmentation
	3.3.1 Image-level data augmentation
	3.3.2 Region-level data augmentation

	3.4 Discussions

	4 Experiment
	4.1 Experimental settings
	4.2 Comparison with state of the art
	4.3 Variant and ablation study

	5 Conclusion

