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Abstract. Adversarial examples are inputs intentionally generated for
fooling a deep neural network. Recent studies have proposed unrestricted
adversarial attacks that are not norm-constrained. However, the previ-
ous unrestricted attack methods still have limitations to fool real-world
applications in a black-box setting. In this paper, we present a novel
method for generating unrestricted adversarial examples using GAN
where an attacker can only access the top-1 final decision of a classi-
fication model. Our method, Latent-HSJA, efficiently leverages the ad-
vantages of a decision-based attack in the latent space and successfully
manipulates the latent vectors for fooling the classification model.
With extensive experiments, we demonstrate that our proposed method
is efficient in evaluating the robustness of classification models with lim-
ited queries in a black-box setting. First, we demonstrate that our tar-
geted attack method is query-efficient to produce unrestricted adversar-
ial examples for a facial identity recognition model that contains 307
identities. Then, we demonstrate that the proposed method can also
successfully attack a real-world celebrity recognition service. The code is
available at https://github.com/ndb796/LatentHSJA.

Keywords: Black-box adversarial attack, generative adversarial net-
work, unrestricted adversarial attack, face recognition system

1 Introduction

Since state-of-the-art deep-learning models have been known to be vulnerable to
adversarial attacks [20/40], a large number of defense methods to mitigate the
attacks are proposed. These defense methods include adversarial training [32)
and certified defenses [4415]. Most previous studies have demonstrated their ro-
bustness against adversarial attacks that produce norm-constrained adversarial
examples [32[44T5]. The common choices for the constraint are ly, Iy, I, and
loo norms [I0], because a short distance between two image vectors in a image
space implies the visual similarity between them.

Recent studies show that adversarial examples can be legitimate even though
the perturbation is not small norm-bounded. These studies have proposed unre-
stricted adversarial examples that are not norm-constrained but still shown as
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Fig. 1. Showcases of our Latent-HSJA attack method against a facial identity recogni-
tion model. The first row shows target images and the second row shows source images.
The adversarial examples in the last row are classified as target classes and require a
feasible number of queries (only 20,000 queries).

natural images to humans [352739]. For example, manipulating semantic infor-
mation such as color schemes or rotation of objects in an image can cause a sig-
nificant change in the image space while not affecting human perception. These
unrestricted adversarial examples effectively defeat robust models to a norm-
constrained perturbation [39/18]. However, only a few studies [43I27/39] have
evaluated the effectiveness of unrestricted adversarial attacks for deep-learning
models in a black-box setting.

In a black-box setting, an attacker can only access the output of a classifi-
cation model. Real-world applications such as Clarifai and Google Cloud Vision
provide only the top-k predictions of the highest confidence scores. Recent stud-
ies have proposed norm-constrained adversarial attack methods for the black-
box threat models based on query-response to a classification model [926]T4].
However, these black-box attacks have not yet successfully expanded to unre-
stricted adversarial examples. Although a few studies have demonstrated their
unrestricted adversarial attacks in a black-box setting, their methods suffer from
a large number of queries (more than hundreds of thousands of queries) com-
pared with existing norm-based black-box attack methods [27] or only support
an untargeted attack [43].

We propose a novel method, Latent-HSJA, for generating unrestricted ad-
versarial examples using GAN in a black-box setting. To generate unrestricted
adversarial examples, we utilize the disentangled style representations of Style-
GAN2 [30]. Our method manipulates the latent vectors of GAN and efficiently
leverages the decision-based attacks in a latent space. Especially, our targeted
attack can be conducted with a target image classified as a target class and
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a specific source image with limited queries (Figure . We mainly deal with
the targeted attack because the targeted attack is more difficult to conduct and
causes more severe consequences than an untargeted attack.

We show that the proposed method is query-efficient for the targeted at-
tack in a hard-label black-box setting, where an attacker can only access the
predicted top-1 label. It is noted that a black-box attack method should be
query-efficient due to the high cost of a query (0.001$ in Clarifai). The proposed
method for the targeted attack is able to generate an unrestricted adversarial
example with a feasible number of queries (less than 20,000 queries) for a facial
identity recognition model that contains 307 identities. This result is compa-
rable to that of state-of-the-art norm-constrained black-box attacks [26]9U14].
Especially, our method generates more perceptually superior adversarial exam-
ples than previous methods in a super-limited query setting (less than 5,000
queries). Moreover, we demonstrate that our method can successfully attack a
real-world celebrity recognition service.

Our contributions are listed as follows:

— We propose a query-efficient novel method, Latent-HSJA, for generating un-
restricted adversarial examples in a black-box setting. To the best of our
knowledge, our method is the first to leverage the targeted unrestricted ad-
versarial attack in a query-limited black-box setting.

— We demonstrate that the proposed method successfully defeats state-of-the-
art deep neural networks such as a gender classification model, a facial iden-
tity recognition model, and the real-world celebrity recognition model with
a limited query budget.

2 Related Work

2.1 Adversarial Examples

Many deep-learning applications have been deployed in security-important areas
such as face recognition [6], self-driving car [2I], and malware detection [4].
However, the recent deep neural network (DNN) models have been known to
be vulnerable to adversarial examples [12120034]. A lot of studies have presented
adversarial attack methods in various domains such as image, text, and audio
applications [BII3IT7]. The adversarial examples can be also used to improve the
robustness of automated authentication systems such as CAPTCHAs [38/33].
One key aspect in categorizing the threat model of adversarial attacks is the
accessibility to components of DNN models, known as white-box or black-box
(Figure [2). In the white-box threat model, the attacker can access the whole
information of a DNN model, including its weights and hyper-parameters. Many
adversarial attacks assume the white-box threat model. The fast gradient sign
method (FGSM) is proposed to generate an adversarial example by calculating
the gradient only once [20]. The projected gradient descent (PGD) is then pro-
posed to efficiently generate a strong adversarial example with several gradient
calculation steps [32]. The CW attack is commonly used to find an adversarial



4 Na et al.

. Hidden Layers

: Output Layer

. <= Decision-based =»
- Top-1 Decision A SCOT@-base(] m—

White-box >

{

OO A\ >7
NEL XX = XXZEH0) e
SEKAN O

[ . .
| = ST NSRS 5 &R > "Barack Obama
} Z’f‘i&.ﬁf‘i& /1‘;“\. e
el S S TS 2

Input x //\\.//\\.'. 2%

Facial Identity Recognition Model F

Fig. 2. An illustration of the common threat models. In a white-box threat model, the
attacker can access the whole information of a DNN model including trained weights.
In a score-based threat model, the attacker can access the output layer over all classes.
In a decision-based threat model, the attacker can access the top-1 final decision.

example with a small perturbation by calculating a gradient vector typically
more than thousands of times [12].

In the black-box threat model, the attacker can access only the output of a
DNN model. The black-box threat model can be divided into two variants, the
score-based threat model and the decision-based threat model. The score-based
threat model assumes that an attacker is able to access the output of the soft-
max layer of a DNN model. Natural Evolution Strategy (NES) attack generates
adversarial examples by estimating the gradient based on the top-k prediction
scores of a DNN model [26]. On the other hand, the decision-based threat model
assumes that an attacker is able to get the final decision of a DNN model, i.e.,
a predicted label alone. Boundary Attack (BA) uses random walks along the
boundary of a DNN model to generate an adversarial example that looks similar
to the source image [9]. HopSkipJump-Attack (HSJA) is then proposed to pro-
duce an adversarial example efficiently by combining binary search and gradient
estimation [14]. As decision-based attacks (BA and HSJA) can access only the
top-1 label, they start with an image already classified as the target class and
maintain the classification result of the adversarial example during the whole
attack procedure [9I14].

In this paper, we consider the decision-based threat model known as the
most difficult black-box setting where an attacker can access only the top-1
label. This threat model is suitable for a real-world adversarial attack scenario
because recent real-world applications such as the Clarifai service may provide
only the top-1 label. Specifically, we present a variant of the HSJA [14], namely
Latent-HSJA, by adding an encoding step to the original HSJA procedure. The
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most significant difference between the original HSJA and our attack is that our
attack leverages a latent space, not an input image space.

Semantic

Manipulation

x Xadv
(Egyptian Cat 54.1%) (Magpie 75.6%)

Fig. 3. An illustration of an unrestricted adversarial example based on an unrestricted
attack method [35].

2.2 Generative Adversarial Networks

Generative Adversarial Network (GAN) has been proposed to generate plausible
new data examples [19]. Especially, GANs with deep convolutional layers have
shown remarkable achievements and are able to produce realistic examples in
an image-specific domain [36]. Previous studies with GAN have shown that it
is possible to generate high-resolution images up to 1024 x 1024 resolution in
various domains such as the human face, vehicles, and animals [28/29]. Recently,
StyleGAN architecture shows an outstanding quality of the synthesized image
by combining progressive training and the idea of style transfer [29130].

With the advent of GAN, some previous studies have shown that adver-
sarial examples can exist in the distribution of GAN [355]. It implies that an
attacker can generate various adversarial examples by manipulating latent vec-
tors of GAN. From this intuition, we propose a novel method that efficiently
utilizes GAN for generating unrestricted adversarial examples that look percep-
tually natural. With extensive experiments, we have found that the StyleGAN2
architecture is suitable for our Latent-HSJA to efficiently generate realistic un-
restricted adversarial examples in a black-box setting [30].

2.3 Unrestricted Adversarial Attacks

Most previous studies consider attack methods that generate adversarial exam-
ples constrained to the specific p-norm bound [20/12/34]. Specifically, lo, I, l2,
and lo, norms are commonly used [I0]. Therefore, previous defense methods
also focus on a norm-constrained adversarial perturbation. Especially, recently
proposed defense methods [T544] provide certified robustness against an adver-
sarial perturbation with a specific size of p-norm bound. On the other hand,
recent studies have proposed various unrestricted adversarial attack methods
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Fig. 4. An illustration of our attack method. Our proposed attack method consists
of two steps. In the first encoding step, our method predicts two latent vectors (wsre
and werg) according to input images. In the second attack step, our method drives the
latent vector w4 towards the latent vector wsrc in a latent space. The red line denotes
a decision boundary of a classification model in a latent space.

that are not norm-constrained [B527RIIT] (Figure . Moreover, some studies
have shown that these unrestricted attacks can bypass even the certified defense
methods [39TE].

Nonetheless, the current unrestricted adversarial attacks have not yet suc-
cessfully expanded to the black-box threat model. A related study has proposed
an unrestricted black-box attack using an image-to-image translation network.
However, it requires a large number of queries (more than hundreds of thousands
of queries) in a black-box setting, which is not desirable for fooling real-world
applications [27]. In this paper, we present a targeted attack method that gen-
erates unrestricted adversarial examples with a limited query budget (less than
20,000 queries). To the best of our knowledge, we are the first to propose a tar-
geted black-box attack method that generates unrestricted adversarial examples
with limited queries.

3 Proposed Methods

In a decision-based threat model, the common goal of an attacker is to generate
an adversarial example x4, that fools a DNN-based classification model F(x)
whose prediction output is the top-1 label for an input x [14[9]. In the targeted
attack setting, the attacker finds an adversarial example x4, that is similar to an
Zsre and is classified as a target class y4,g by the model F'. The distance metric D
is used to minimize the size of an adversarial perturbation. The common choice
of the distance metric D is p-norm.
The general form of the objective is as follows:

minimize D(Zsre, Tadv) St F(Tadv) = Yirg-

ZTadv



Unrestricted Black-box Adversarial Attack Using GAN with Limited Queries 7

For the unrestricted attack, the attacker sets D as a metric to measure a
distance of semantic information such as rotation, hue, saturation, brightness,
or high-level styles between two images [S[1823]. Our proposed method also
minimizes the semantic distance between two images. We use D as the [, distance
between the two latent vectors, i.e., wgre and wyq,. We postulate that if the
distance between two latent vectors is short enough in the latent space of the
GAN model G, the two synthesized images are similar in human perception.
Especially when two latent vectors are exactly the same, the images generated
by propagating two latent vectors into the GAN model should be the same.

Therefore, our attack uses the following objective:

minimize D(Wsre, Wadn) 8-t F(G(Wadv)) = Yirg-

Wadv

3.1 Decision-based Attack in Latent Space

We propose a method to conduct an unrestricted black-box attack, namely,
Latent-HSJA, consisting of two steps (Figure [4)). First, we find latent vectors of
source and target images (wsr. and wyq). We use the latent vector of the target
image wrg as an initial latent vector for an adversarial example wgqy. The
corresponding adversarial example G(wgqq,) should be adversarial (i.e., classified
as the target class) at the start of the attack. Second, we conduct a decision-
based update procedure in the latent space. Our method always maintains the
predicted label of the adversarial example to be adversarial during the whole
attack procedure (F(G(Wadv)) = Yirg). We illustrate our attack algorithm in
Figure [d

We utilize the HSJA method [14] for the second step of the proposed method
(the decision-based update). Our decision-based attack minimizes D(wWgyc, Wadw)
while preserving that the model output F(G(wqqy)) is always classified as the
target class ¥¢4. After we run the attack algorithm, we get an adversarial latent
vector wagy such that G(wgdy) & Zsre in human perception. Our method tends
to change the semantic information of an adversarial example G(wqq,) because
our method chooses to update the latent vector wgq, in the latent space rather
than directly update the image x,4, in the image space.

Algorithm 1: Decision-based attack in a latent space

Require: Encoder denotes an image encoding network, G denotes a
pre-trained GAN model, LatentHSJA denotes our attack based on the
HopSkipJump-Attack, and F' denotes a classification model for the attack.

Input: Two input images Tsrc, Tirg-

Result: The adversarial example g4y -

Were = Encoder(zsre);

Wirg = Encoder(xirg);

Wadv = LatentHSJA(G, Fy, Wsre, Wirg);

Tadv = G(wadv)§
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Table 1. The validation accuracies of our trained models. Our attack method is eval-
uated on these classification models.

Architectures | Identity Dataset | Gender Dataset

MNasNet1.0 78.35% 98.38%

DenseNet121 86.42% 98.15%
ResNet18 87.82% 98.55%
ResNet101 87.98% 98.05%

As a result, we can generate a perceptually natural adversarial example even
in an early stage of the attack because our Latent-HSJA updates coarse-grained
semantic features of the image. On the other hand, previous decision-based at-
tack methods based on p-norm metrics suffer from a limitation that the generated
adversarial example x.4, is not perceptually plausible in an early stage of the
attack (less than 5,000 queries).

3.2 Encoding Algorithm

Our attack requires an accurate encoding method that maps an image = into a
latent vector w such that F(x) = F(G(Encoder(x))). Ideally, a perfect encoding
method can satisfy this requirement. We first prepare wy,4 by using the encoder
so that G(wy,4) is classified as an adversarial class y;,4. Secondly, we also prepare
Were by using a given source image ... With this pair (wer. and wy4), we could
finally get the adversarial example G(wgq,) by conducting the Latent-HSJA
(Algorithm [I).

For developing an encoding method that finds a latent vector according to
an image for the StyleGAN-based generators, two approaches are commonly
used. The first is an optimization-based approach that updates a latent vector
using gradient descent steps [1I2]. The second approach trains an additional
encoder network that embeds an image to a latent vector [I6J3742]. Recent
studies have also shown that hybrid approaches combining the two methods
could return better-encoded results [46l7]. We have found that the optimization-
based encoding method is unsuitable for our attack because it could cause severe
overfitting. Previous studies have also shown that such overfitting is not desirable
for semantic image manipulation [46/42]. When the initial latent vector is highly
overfitted, our attack could fail. We have observed that the recent pSp encoder
provides successful encoding results for our attack method [37].

4 Experiments

4.1 Experiment Settings

Dataset For experiments, we use the CelebA-HQ dataset [31], a common base-
line dataset for face attribute classification tasks. The CelebA-HQ dataset con-
tains 30,000 face images that are all 1024 x 1024 resolution images. There are
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Fig. 5. Showcases of our Latent-HSJA attack method against a face gender classifica-
tion model. The first row shows target images and the second row shows source images.
The adversarial examples in the last row are classified as target classes and require a
feasible number of queries (only 20,000 queries).

6,217 unique identities and 40 binary attributes in the CelebA-HQ dataset. First,
we filter the CelebA-HQ dataset so that each identity contains more than 15 im-
ages for training the facial identity recognition models. As a result, our filtered
facial identity dataset contains 307 identities, and there are 4,263 face images for
training and 1,215 face images for validation. Secondly, we utilize the original
CelebA-HQ dataset to train the facial gender classification models. The CelebA-
HQ dataset contains 11,057 male images and 18,943 female images. We split
these two datasets into 4:1 as training and validation.

Classification Models For validating our Latent-HSJA, we have trained clas-
sification models on the two aforementioned datasets. We have fine-tuned MNas-
Net1.0, DenseNet121, ResNet18 and ResNet101 [41J24/22] that are pre-trained
on the ILSVRC2012 dataset. All classification models resize the resolution of in-
puts to 256 x 256 in the input pre-processing step. The validation accuracies of
all trained models are reported in Table[I] We have found the ResNet18 models
show good generalization performance for both tasks, thus we report the main
experimental results using the fine-tuned ResNet18 models. We also evaluate
our attack method on a real-world application to verify the effectiveness of our
method. The celebrity recognition service of Clarifai contains a large number of
facial identities of over 10,000 recognized celebrities. For each face object of an
image, this service returns the top-1 class and its probability.

Attack Details In our attack method, we utilize the StyleGAN2 architecture
[30]. For updating a encoded latent vector, a previous study utilizes w™ space
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Fig. 6. An illustration of our targeted black-box attack results for a facial identity
classification model. Our method (Latent-HSJA) is comparable with state-of-the-art
norm-constrained adversarial attacks (HSJA) in a black-box setting.

whose dimension is 18 x 512 to get better results [I]. Following the previous work,
we use w space and normalize all the latent vectors so that the values of latent
vectors are between [0, 1] and utilize the HSJA in the normalized latent space.
In our experiments, we randomly select 100 (image z, encoded latent w) pairs
such that F(z) is equal to F/(G(w)) in the validation datasets for facial identity
recognition and gender recognition. As mentioned in the previous section, the
goal of our unrestricted attack is to minimize the lo distance between w4, and
Wsre. We note that the attack success rate is always 100% because Latent-HSJA
maintains the adversarial example to be always adversarial in the whole attack
procedure, and the objective of attacks is to minimize the similarity distance D.
For whole experiments, we report the targeted adversarial attack results.

Evaluation Metrics The adversarial example x4, should be close to the source
image . such that F(2a4y) = Ysrg in the targeted adversarial attack setting.
Therefore, we calculate how different the adversarial example .4, is from the
source image .. using several metrics. We consider the similarity score SIM [25]
and perceptual loss LPIPS [45] for evaluating our attack compared with the pre-
viously proposed p-norm based attack. Previous studies have demonstrated that
the similarity score and LPIPS can be used for measuring perceptual similarity
between two human face images [37].
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Table 2. Experimental results of our Latent-HSJA compared with previous p-norm
based HSJA against the gender recognition model and identity classification model.
All adversarial examples are generated for fooling the ResNet18 models. The SIM and
LPIPS scores are calculated using zsr. and adversarial example Zqqv (G(wsre) and
G(wqdv) for Latent-HSJA).

Gender Recognition
Model Queries
500 1000 | 3000 | 5000 | 10000 | 20000
SIM1T | 0.546 | 0.621 | 0.724 | 0.780 | 0.840 | 0.886
LPIPS] | 0.484 | 0.340 | 0.181 | 0.122 | 0.068 | 0.037
SIM1T | 0.769 | 0.794 | 0.817 | 0.821 | 0.824 | 0.828
LPIPS] | 0.066 | 0.052 | 0.041 | 0.039 | 0.037 | 0.036
Identity Classification
Model Queries
500 1000 | 3000 | 5000 | 10000 | 20000
SIM1T | 0.538 | 0.569 | 0.663 | 0.728 | 0.821 | 0.895
LPIPS| | 0.313 | 0.287 | 0.187 | 0.132 | 0.067 | 0.029
SIM1T | 0.665 | 0.719 | 0.779 | 0.797 | 0.811 | 0.819
LPIPS| | 0.164 | 0.119 | 0.072 | 0.061 | 0.053 | 0.049

Method Metric

HSJA [14]

Ours

Method Metric

HSJA [14]

Ours

4.2 Gender Classification

Gender classification is a common binary classification task for classifying a face
image. For the gender classification model, the targeted attack setting is the
same as the untargeted attack setting. We demonstrate that adversarial examples
made from our Latent-HSJA are sufficiently similar to the source images g
(Figure [5)). Especially, our method is more efficient in the initial steps than the
norm-based adversarial attack (Table . Our adversarial examples show better
results in the evaluation metrics of SIM and LPIPS compared to the norm-based
adversarial attack below 5,000 queries.

4.3 Identity Recognition

For the evaluation of our method against the facial identity recognition task, we
have experimented with the targeted attack. We demonstrate that our method
is query-efficient for the targeted attack. Our targeted attack is based on Algo-
rithm([I] As illustrated in Figure[6] our method mainly changes the coarse-grained
semantic features in the initial steps (Table. This property is desirable for the
black-box attack since our adversarial example will quickly be semantically far
away from the target image. Moreover, the previous decision-based attacks of-
ten generate disrupted images that contain perceptible artificial noises with a
limited query budget (under 5,000 queries). In contrast, our method maintains
the adversarial examples to be always perceptually feasible.
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Fig. 7. An illustration of our targeted unrestricted black-box attack results for Clarifai
service.

Table 3. The results of brute-forcing for finding feasible target image instances that
can be used for starting points of our Latent-HSJA using StyleGAN [29] (higher |Class|
is better). The facial identity classification model contains 307 identities.

Dataset Model Queries || |Class| | |Class|sso | |Class|s90

1000 183 117 36

5000 252 203 90

FFHQ [29] 10000 267 241 111
40000 300 275 168

80000 305 288 200

1000 242 170 46

5000 301 268 131

CelebA-HQ [31] 10000 304 289 171
40000 307 306 245

80000 307 306 274

4.4 Real-world Application

Ethical Considerations We are aware that it is important not to cause any dis-
turbance to commercial services when evaluating real-world applications. Prior
to experiments with the Clarifai service, we received permission from Clarifai to
use the public API with a certain budget for the research purpose.

Attack Results As illustrated in Figure[7] our method is suitable for evaluating
real-world black-box applications’ robustness. We demonstrate that our method
requires a feasible number of queries (about 20,000) with a specific source image.
We note that the targeted attack for this real-world application is challenging
because this service contains more than 10,000 identities. When running our
attack method 5 times with random celebrity image pairs (2syc, Ztrg), we have
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gotten the average value of SIM is 0.694 and the average value of LPIPS is 0.125.
As aresult, the Clarifai celebrity recognition service shows better robustness than
our trained facial identity recognition model.

5 Discussion

We have found a generative model can efficiently create various images that are
classified as a specific target class if the distributions of both a generative model
and a classification model are similar to each other. We present a brute-forcing
method for finding numerous target images. For validating the brute-forcing
method, we simply use a pre-trained StyleGAN model [29]. We have demon-
strated that sampling random image G(w) with a large number of queries can
find various images that could be classified as a target class (Table . For ex-
ample, the brute-forcing with 80,000 queries can find the majority classes of the
facial identity recognition model including high confidence (> 90%) images. We
note that the instance generated by brute-forcing is not appropriate as an ad-
versarial example itself because this instance may have similar semantic features
to the target class images. However, our result shows that if the GAN learns
a similar distribution of the classification model and has enough capability for
sampling various images, it is easy to find various images that are classified as a
specific target class. For example, we can use a found image by brute-forcing as
an initial starting point in our attack procedure.

6 Conclusion

In this work, we present Latent-HSJA, a novel method for generating unre-
stricted adversarial examples in a black-box setting. We demonstrate that our
method can successfully attack state-of-the-art classification models, including
a real-world application. Our method can explore the latent space and generate
various realistic adversarial examples in terms of that the latent space of GAN
contains a large number of adversarial examples. We especially utilize the valu-
able features of the StyleGAN2 architecture that have highly disentangled latent
representations for a black-box attack. The experimental results show that our
attack method has the potential as a new adversarial attack method. However,
we have observed that the adversarial example is sometimes not feasible even
though MSFE(waqy, Wsr.) is small enough. Therefore, future work may seek a
better evaluation metric useful for our unrestricted adversarial attack. In addi-
tion, for generating strong a adversarial example, an attacker can use a hybrid
approach that combines our Latent-HSJA with other norm-based decision-based
attacks in terms of that our attack method shows better results in an early stage
of the attack. Although we focus on the unrestricted attack on the face-related
applications in this work, we believe our method is scalable to other classifica-
tion tasks because GAN networks can be trained on various datasets. We hope
our work has demonstrated new possibilities for generating semantic adversarial
examples in a real-world black-box scenario.
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