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Full Body Video-Based Self-Avatars for Mixed
Reality: from E2E System to User Study

Diego Gonzalez Morin, Ester Gonzalez-Sosa, Pablo Perez, and Alvaro Villegas

Abstract—In this work we explore the creation of self-avatars through video pass-through in Mixed Reality (MR) applications. We present our end-
to-end system, including: custom MR video pass-through implementation on a commercial head mounted display (HMD), our deep learning-based
real-time egocentric body segmentation algorithm, and our optimized offloading architecture, to communicate the segmentation server with the
HMD. To validate this technology, we designed an immersive VR experience where the user has to walk through a narrow tiles path over an active
volcano crater. The study was performed under three body representation conditions: virtual hands, video pass-through with color-based full-body
segmentation and video pass-through with deep learning full-body segmentation. This immersive experience was carried out by 30 women and
28 men. To the best of our knowledge, this is the first user study focused on evaluating video-based self-avatars to represent the user in a MR
scene. Results showed no significant differences between the different body representations in terms of presence, with moderate improvements
in some Embodiment components between the virtual hands and full-body representations. Visual Quality results showed better results from the
deep-learning algorithms in terms of the whole body perception and overall segmentation quality. We provide some discussion regarding the use
of video-based self-avatars, and some reflections on the evaluation methodology. The proposed E2E solution is in the boundary of the state of the
art, so there is still room for improvement before it reaches maturity. However, this solution serves as a crucial starting point for novel MR distributed
solutions.

Index Terms—Mixed Reality, Video-Based Avatars, Offloading.
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1 INTRODUCTION

THE use of self-avatars, the virtual representation of
the user’s body from its own perspective, is starting

to become ubiquitous in Virtual Reality (VR) and Mixed
Reality (MR). The possibility of seeing your own body while
immersed brings many benefits. First, it increases the users’
Sense of Presence (SoP), as it shifts the user from being
an observer to really experiencing the Virtual Environment
(VE) [1], [2]. Besides, it enhances spatial perception and
distance estimation [3], [4] while bringing a positive impact
on cognitive load [5], trust and collaboration [6]. Apart from
increasing the SoP, self-avatars also increase the Sense of
Embodiment (SoE) [7], [8]. As defined by Kilteni et al. [9],
SoE refers to the feeling of being inside, controlling and
having a virtual body. SoE includes the sense of ownership
as one’s self attribution of a body, sense of location defined
as one’s spatial experience of being inside a body, and sense
of agency as the sense of having global motor control over a
body.

In a nutshell, an avatar is a user representation that can
be described based on its visibility, fidelity and dynamics
(see Fig.1). In what concerns to avatars visibility, the mini-
mal configuration of an avatar just relies on modelling the
users’ hands [10]. On the other hand, the current trend is to
model the partial body (e.g., upper body limbs [11]) or even
the entire human body [12].

Once decided the level of visibility, it is necessary to
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Fig. 1. Self-avatars can be described based on their visibility, fidelity and
dynamics. There are different related technologies

decide which avatar fidelity or realism level (shape and
texture for skin and clothes), should be used for modelling
the human body. Existing works for hand representations
range from abstract forms [7], minimal iconic representation
[7], robot hands, to more realistic ones with gender-matched
and skin-matched limbs [13]. Fidelity approaches for full
body avatars includes minimal representations, such as the
stickman appearance [8], cartoonish ones (e.g., the ones
used in Mozilla Hubs), realistic avatars usually found in
human model libraries such as Rocketbox library [14], or
personalized ones found in VR platforms (e.g. Virbella). The
latest tendency relies on models that preserve the user’s
body shape such as using a skinned multi-person linear
body (SMPL) model [15], or 3D scanning systems such as
point-cloud representation for fully personalized avatars
[16]. There is still room for improvement with modelling
identity-preserving avatars, specially concerning real-time
performance issues. It remains an interesting challenge,
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since it has been proven the benefits of avatar fidelity and
realism level in object size perception [12], [17], body own-
ership [18], presence [19], co-presence [20], among others.

One remaining challenge is how to capture all move-
ments from the user’s body so that the avatar can accu-
rately mimic them. It is an important feature as it facilitates
interaction tasks in MR [21]. Modelling head and hands
movements have been widely studied. Head tracking is
provided by almost all standard HMDs. Besides, there are
recent commercial solutions for hand tracking, such as
Leap Motion sensor [22], or camera-based hand tracking
as in the Meta Quest 2 or HTC VIVE. On the other hand,
less work has been done on full body tracking, including
lower limbs and torso. Some works proposed using 2 VIVE
trackers attached to the feet for allowing foot tracking and
visibility [21], [23], [24]. Although traditional approaches for
full body capture are based on inertial measurements units
(IMUs) sensors placed on a suit that the user wears [19],
[25], [26], there are emerging solutions based on computer
vision that can track the user’s body movements using one
single depth sensor such as Azure Kinect v2 [27]. Apart
from the already mentioned challenges of full body tracking
and avatar appearance resembling the user’s own identity,
there is still the subjective factor of whether users accept the
avatar as a virtual representation of themselves or not.

An alternative approach to computer-generated (CG)
avatars is the use of video-based self-avatars. This can be
done through the combination of VR video pass-through
and computer vision algorithms: user’s real body is incor-
porated into the virtual scene by segmenting the egocentric
vision of a stereo camera placed in front of or integrated
with the HMD. The VR community has explored this idea
over the last decade. For instance color-based approaches
[28], [29], [30], [31] can be deployed in real time but they
tend to work well just for controlled conditions. Further,
they failed at dealing with different skin colors or long-
sleeve clothes [28]. Alternatively, depth cameras solutions
have been proposed [32], [33], [34]. Despite being effective
for some situations, they still lack precision to provide a
generic, realistic, and real time immersive experience. In our
previous work [35], [36] we proposed a real-time egocentric
body segmentation algorithm. This algorithm, inspired in
Thundernet’s architecture [37], achieves a frame rate of
66 fps for an input resolution of 640x480, thanks to its
shallow design. To train it, we created a 10, 000 images
dataset with high variability in terms of users, scenarios,
illumination, gender, among others. Therefore, this paper
extends our previous work [35], [36] [38], [39] and further
investigates how to integrate the real time egocentric user
body segmentation algorithm. Our main contributions can
be summarized as:

• a detailed description of our E2E system which man-
ages to integrate our real time egocentric segmenta-
tion algorithm in a realistic MR experience. It is com-
posed of three main modules: video pass-through
capable VR device, real-time egocentric body seg-
mentation algorithm, and optimized offloading ar-
chitecture.

• a subjective evaluation of the video-based self-avatar
technology integrated in a gamified immersive ex-

Fig. 2. Example of video-based self-avatar in an immersive experience.

perience, conducted by 58 users. To the best of our
knowledge, it is the first work that includes a user
study using full body video-based self-avatars.

The rest of this article is structured as follows: Section 2
covers relevant state of the art regarding the use of segmen-
tation algorithms in Augmented Virtuality (AV) and Aug-
mented Reality (AR) domains. Section 3 describes the imple-
mentation details of our egocentric body segmentation E2E
system. Section 4 gives detail about the gamified immer-
sive experience designed to validate the video-based self-
avatar technology. Section 5 presents the subjective results
obtained with a set of 58 different subjects performing the
immersive experience. We describe the conducted between-
subjects and within-subjects experiments. Finally Section 6
further elaborates on the benefits and drawbacks of using
video-based avatars in place of CGI avatars. Last Section 7
concludes the paper.

2 RELATED WORKS

2.1 Augmented Virtuality

Augmented Virtuality is a MR subcategory of the reality
continuum that aims to merge portions of the reality sur-
rounding the user with a virtual environment. In particular,
introducing user’s own body has attracted a lot of interest
to the scientific community. For instance, Bruder et al. pro-
posed skin segmentation algorithm to incorporate users’
hands handling different skin colors [29]. Conversely, a floor
subtraction approach was developed to incorporate users’
legs and feet in the VE. Assuming that the floor appearance
was uniform, the body was retained by simply filtering out
all pixels not belonging to the floor [29].

Chen et al., in the context of 360◦ video cinematic ex-
periences, explored depth keying techniques to incorporate
all objects below a predefined distance threshold [40]. This
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Fig. 3. Simplified representation of our custom video pass-through implementations.

distance threshold could be changed dynamically to control
how much of the real world was shown in the VE. The
user could also control the transitions between VE and real
world through head shaking and hand gestures. Some of
the limitations that the authors pointed out were related to
the reduced field of view of the depth sensor.

Pigny et Dominjon [41] were the first to propose a
deep learning algorithm to segment egocentric bodies. Their
architecture was based on U-NET and it was trained using a
hybrid dataset composed of images from the COCO dataset
belonging to persons and a 1500-image custom dataset cre-
ated following the automatic labelling procedure reported
in [35]. The segmentation network has two decoders: one
for segmenting egocentric users, the other for exocentric
users. However their segmentation execution speed could
not currently totally keep up with the cameras update rate
while maintaining a decent quality. They reported 16 ms of
inference time for 256×256 images, and observed problems
of false positives that downgrade the AV experience.

Later, in [11], the authors developed a system able to
segment the user’s hand and arms using a dataset composed
of 43K images from TeGO, EDSH, and a custom EgoCam
dataset, using semantic segmentation deep learning net-
work based on DeepLabv3+. For the experiment, they used
an HTC Vive HMD, a monocular RGB camera, and a Leap
Motion controller to provide free-hands interaction camera.
Inference time takes around 20ms for 360x360 RGB video
in a workstation provided with Nvidia Titan Xp GPU (12GB
memory). They manage to run VR rendering and CNN
segmentation in the same workstation.

In the last years, there is an increase interest in bringing
real objects beyond human body parts to the VE. Prelimi-
nary works can be found in [42], where the mobile phone is
segmented using VR controllers, in [43] where training tools
are segmented with green chroma, or in [44], where objects
are segmented from bounding boxes previously estimated
using standard object recognition networks.

2.2 Augmented Reality

In the context of Augmented Reality, real-time semantic
segmentation is used to allow the dynamic and realistic
occlusion of virtual objects rendered on top of the real scene.
This feature is extremely relevant in AR as it allows the
user to correctly perceive the 3D position of the virtual
objects within the real-world. For example, if the user places
his/her hand in front of a virtual object the hand should oc-
clude it, otherwise the object would be perceived as being in

front of the user’s hand. Besides, the semantic information
can be used to blend virtual objects interacting with real
hands or other real objects in a more coherent and realistic
way. More recent approaches combine the use of semantic
information and inaccurate depth precision maps to provide
a more realistic blending between virtual and foreground
objects [45].

3 SYSTEM DESIGN AND IMPLEMENTATION

The generation of real-time, accurate and effective video-
based self-avatars for MR requires the following solutions
to be integrated as a single MR end-to-end system:

• Video pass-through capable VR device: captures the
real scenario using a frontal stereo camera, accurately
aligns it to the user’s view and head movement, and
renders it, in real-time, within the immersive scene.

• Real-time egocentric body segmentation algorithm:
identifies the pixels corresponding to the user’s body
from the frames captured by the frontal camera.

• Optimized offloading architecture: egocentric body
segmentation algorithms require high-end hardware
not available in current state of the art HMDs. Con-
sequently, we need a communication architecture
which allows the fast data exchange between the
immersive client and the server running the segmen-
tation algorithm.

3.1 Custom Video pass-through Implementation

There are several VR devices with video pass-through ca-
pabilities which are already commercially available, such as
the Varjo XR-31 or the HTC VIVE Pro2. These devices are
still tethered, constraining the range of possible use cases of
the proposed system. Consequently, we decided to build our
own video pass-through solution [39] for the Meta Quest 23,
as it is a well-known commercially successful stand alone
VR device. For this purpose, we had to build our own
hardware along with the necessary software to effectively
integrate the captured video into the VR scene, ensuring
a perfect alignment between the captured feed and head
movement.

1. https://varjo.com/products/xr-3/
2. https://www.vive.com/eu/product/vive-pro/
3. https://store.facebook.com/en/quest/products/quest-2/
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3.1.1 Stereo Camera and 3D-printed Attachment
Our video pass-through system must capture high defini-
tion stereoscopic video at a rate of at least 60 Hz to comply
with many MR video pass-through use cases4. We chose
the ELP 960P HD OV9750 stereo camera5 which provides
a maximum resolution of 2560x960 at a 60Hz update rate
and a field of view of 90◦. Most of commercially available
video pass-through MR devices incorporate stereo cameras
which are aligned with the user’s eyes. On the other hand,
we realized after some initial tests that for our particular
use case tilting the stereo cameras 25◦ towards the ground
provided a better experience and ergonomics for the user.
We designed a custom 3D printed attachment to fix the
stereo camera to the VR device with the described offset
as in Fig. 3.

3.1.2 Video Capture
Aligned with most of AR and VR applications, our solution
is built using Unity 19.3. Consequently, we must be able
to access the stereo camera feed from Unity to be able to
process and render it within the immersive scenario. Our
system has been designed to work both in tethered and
wireless modes. Due to the device’s particularities, both
modes differ in the way that the video stream from the
stereo camera is captured:

• Wireless Mode: as the Quest 2 relies on Android as
the base operative system, we built a native Android
plugin to capture the video frames from the stereo
camera. The plugin is based in the cross-platform
UVC library [46] for webcam video capturing. We
implemented a custom interfacing plugin to allow
Unity to access the captured frames with as low
latency as possible.

• Tethered Mode: in this case, we capture the video
frames as a simple webcam using Unity’s C# API.

3.1.3 Rendering Planes Placement
In any video pass-through MR application, the rendered
stereo camera’s feed and user’s head movement must be
perfectly aligned to avoid any user discomfort or VR sick-
ness. This misalignment can come from three non-exclusive
sources: lens distortion effects, inaccurate placement of the
planes where the camera feed is rendered, and motion-to-
photon delays. We need to apply the necessary calibration
steps to reduce the effect of the aforementioned misalign-
ment sources.

The captured video frames from the stereo camera are
rendered into two virtual planes (in blue in Fig. 4), which
we refer to as rendering planes, one for each eye. The first
step is to obtain the intrinsic parameters [fx, fy, cx, cy] and
distortion coefficients [k1, k2, k3, p1, p2] from the stereo cam-
era so we can accurately correct the camera’s lens distortion
and properly scale the rendering planes. We used a well-
known camera calibration technique described by Z. Zhang
[47].

We used a custom shader for Unity to correct the cam-
era’s lens distortion using the estimated parameters, applied

4. https://developer.oculus.com/resources/oculus-device-specs/
5. https://bit.ly/3qGHY8h

Fig. 4. Schematized representation of the VR device’s and stereo cam-
era’s rendering frame’s coordinate frames. In orange, the VR device
rendering camera coordinate frame. In blue, the rendering planes co-
ordinate frame. In red, the parameters to be estimated using our custom
calibration method.

to the rendering planes’ material. The shader implements
the following distortion correction equation [48] for each
pixel pxy :

x′ =x+ x̄(k1r
2 + k2r

4 + k3r
6) + p1(r2 + 2x̄2) + 2p2x̄ȳ

(1)

y′ =y + ȳ(k1r
2 + k2r

4 + k3r
6) + p2(r2 + 2ȳ2) + 2p1x̄ȳ,

(2)

where x̄ = x − cx, ȳ = y − cy , r =
√
x̄2 + ȳ2. Finally, we

need to properly scale the rendering planes according to the
intrinsic camera parameters, so that the real objects captured
by the stereo camera are perceived with the appropriate
size. Using an arbitrary distance(dr) between the rendering
frames and the origin of the virtual cameras assigned to
each eye (eye cameras) we can estimate the scale S for a
given resolution [Rx, Ry]:

S = [sx, sy] = [dr
Ry

fy
, sy

Rx

Ry
]. (3)

Once the camera has been correctly calibrated, we can
solve the inaccurate placement of the rendering planes. The
goal is to estimate the pose of the stereo camera with respect
to the VR device’s coordinate frame, as in Fig. 4. Specifically,
we need to estimate the accurate position and orientation
of the rendering frames with respect to the virtual cameras
coordinate frames. The goal is to calculate the geometrical
relationship [∆x,∆y, β], depicted in Fig. 4 between both
coordinate frames.

While this calibration is traditionally achieved using a
classic camera-IMU (inertial measurement unit) calibration
method [49], commercial devices don’t provide access to
raw sensor data with accurate time-stamps. Consequently,
we decided to design our own workaround calibration
method. Our method relies on the complementary hand
controllers commonly available with current state of the
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art VR devices. These controllers are accurately tracked
by the VR device relative to its own coordinate frame.
Consequently, we designed and 3D printed an attachment
for the Meta Quest 2 controllers which includes an Aruco
[50] cube as the one shown in Fig. 3.

Using a standard Aruco tracking library [50] written
in C++ along with the estimated camera intrinsic param-
eters and distortion coefficients, we can accurately track
the Aruco cube and, consequently, the correspondent con-
troller’s pose using the incorporated stereo camera. This
estimation can be used to directly infer the geometrical
relationship between the stereo camera’s and VR device’s
coordinate frames. Consequently, we can directly estimate
[∆x,∆y, β], by estimating the required translation and rota-
tion of the stereo camera’s coordinate frame within the VR
scene to perfectly align the VR controller pose as measured
by the VR device and by the stereo camera. This relationship
is constant, as the stereo camera is rigidly attached to the VR
device.

3.1.4 Delay Alignment Buffers
Even though the stereo camera lens distortion has been
properly corrected and the video feed rendered on well-
aligned and scaled rendering planes within the virtual
scene, we need to introduce a method to remove the
misalignment produced by the motion to photon latency.
This latency produces an unnatural decoupling between
the stereo feed, the head movement, and, consequently, the
virtual scene. This artifact not only degrades the experience
but can produce VR sickness.

In a delay free system, we could just place the stereo
camera coordinate frame in a fixed relative position and
orientation with respect to the VR device coordinate frame.
However, in a realistic scenario, this setup would produce
the effect that the visual feed is delayed with respect to
the user’s head movement. To overcome this issue we add
a delay alignment buffer, which stores the position and
orientation corresponding to the stereo camera’s coordinate
frame. The size of the buffer corresponds to an arbitrary
time tc which depends on the empirically estimated motion
to photon delay. We assume tc to be constant for the same
stereo camera and VR device models. Consequently, by
placing and rotating the stereo camera feed always to the
first pose stored in the buffer, we achieve an accurate head
movement to stereo feed alignment.

3.2 Egocentric Segmentation
This is a crucial step in our setup: we need an accurate
real-time egocentric body segmentation algorithm which
allows to identify which pixels, from the stereo camera feed,
correspond to the user’s body. Our algorithm is based on
deep learning techniques. Particularly, it is based on the
use of semantic segmentation networks [51]. In this case,
the segmentation is performed from first point of view
(egocentric vision).

The designed algorithm must meet two requirements:
i) real-time performance achieving an update rate above
60Hz, and ii) high quality segmentation in uncontrolled
conditions. Concerning the first requirement, we designed
our architecture inspired in Thundernet [37], a very shal-
low semantic segmentation algorithm composed of: i) an

encoding subnetwork; ii) a pyramid pooling module (PPM)
that enables to extract features at different scales; and iii)
a decoding subnetwork (see Fig.5). Several modifications
were applied to the baseline architecture: i) larger pooling
factors of 6, 12, 18, 24 were used in the PPM module to better
extract features of larger input images, ii) three additional
long skip connections between encoding and decoding sub-
networks for refining object boundaries were added, and
iii) weighted cross entropy loss function was used to handle
class imbalance between human body (foreground) and
background.

To achieve high quality segmentation, a data-centric
approach was followed, putting a strong emphasis on the
variability of the training data. We created a dataset of
almost 10.000 images composed of three datasets: i) Ego
Human dataset, a semi synthetic dataset composed of
egocentric body parts (arms, lower limbs, torsos) merged
with realistic backgrounds that facilitates the process of
groundtruth generation; ii) a subset of THU-READ dataset,
originally created for action recognition, whose segmen-
tation groundtruth was created manually using Amazon
Mechanical Turk, and iii) EgoOffices: an egocentric dataset
that was manually captured using a portable custom. The
dataset was captured by more than 25 users and multiple
realistic scenarios, such as different apartments or office
rooms. As the hardware setup involves the use of a stereo
camera for providing stereo vision, to the user, we re-
trained Thundernet architecture with images composed of
two copies of the same images resulting in a 640 × 480
image, to replicate stereo vision. For more details, please
refer to [36].

3.3 ZMQ-Based Offloading Architecture
Our egocentric body segmentation solution can’t fulfil the
real-time requirements using mobile hardware, such as
smartphones or untethered VR devices. Consequently, we
decided to wirelessly offload the segmentation algorithm to
a nearby server. The offloading architecture must be specif-
ically designed to allow real-time processing, providing the
highest throughput and lowest latency possible. For this
reason, we used ZeroMQ6, a TCP-based architecture which
has shown outstanding performance in most throughput
and latency benchmarks [52]. We have developed our own
ZMQ-based offloading architecture, which is already vali-
dated in realistic MR offloading use cases [53]. The architec-
ture has been specifically designed to ensure high reliability,
throughput, and low latency data transmissions.

The architecture has been designed following a
publisher-subscriber scheme in which one or multiple nodes
advertise services to which other nodes can publish or sub-
scribe to. These nodes can be defined as individual agents
within the architecture which can subscribe or publish to
an available data channel or topic. The architecture includes
two main components: alga and polyp. Polyp is a data re-
router which allows multiple nodes to subscribe and publish
to different services.

Alga is the main component which oversees data ex-
change between the VR client and the nearby server, fol-
lowing a publisher-subscriber logic. It is the core communi-

6. https://zeromq.org/
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Fig. 5. Deep learning architecture implemented and used for the task of egocentric human body segmentation, as described in [36]

Fig. 6. Final E2E simplified architecture, including the languages in which each agent was built.

cation custom library which allows the direct data exchange
between nodes, efficiently handling the data reception and
transmission between them. While UDP-based protocols op-
timize the required throughput and transmission latencies,
we preferred to prioritize the overall reliability of the archi-
tecture by using TCP as the underlying protocol. Besides,
TCP allows port binding which considerably simplifies the
server-client implementation.

The architecture implements several types of publish-
ers/subscriber according to the kind of data to transmit.
Each type used a specific sort of custom packets, each
divided in three sub-packets: topic, header, and data. For
our particular application, we use the Picture and Unsigned
8-bits Picture packets. The first one is specifically designed
to transmit individual JPEG-coded color frames. In our case,
this packet type is used to transmit the stereo camera infor-
mation. The second type is designed to transmit 8-bit sin-
gle channel frames, specifically designed for segmentation
masks. Consequently, this packet type is used to transmit
the resulting segmentation mask back to the VR client.

The architecture is built both in C++ and Python. On the
server side, we use the Python version of the architecture to
align with the egocentric body segmentation algorithm. As
the VR client is built in Unity, we created a C++ plugin,
allowing to use non-blocking asynchronous transmission
and reception. This is necessary to avoid extra latencies
coming from Unity’s update rate not being synchronized
with the camera capture or segmentation algorithm.

3.4 End to End System

The final E2E setup is depicted in Fig. 6. The principal data
flow of the E2E architecture is the following:

1) Stereo camera frame capture: As we have already
described, the VR client runs Unity and is in charge
of obtaining individual frames from the stereo cam-
era video feed. The individual frames are moved to

the underlying C++ plugin running our offloading
architecture.

2) Transmit stereo color frame to server: The offload-
ing architecture, via Alga, is in charge of packing
each frame and transmit them via TCP through
an arbitrary topic. The segmentation server, runs
another instance of Alga and receives the frames
through the same topic.

3) Egocentric body segmentation: The server then
infers the segmentation mask for each received
frames.

4) Transmit result back to VR client: The mask is
transmitted back to the VR client via Alga, through
another arbitrary topic.

5) Shader application on rendering frames: Finally,
the client applies the received masks to the cus-
tom shader attached to the rendering frames. The
shader is in charge of rendering exclusively the
stereo camera pixels corresponding to the user’s
body according to the received mask.

3.4.1 Hardware Setup
The egocentric segmentation server was running on a PC
with an Intel Xeon ES-2620 V4 @ 2.1Ghz with 32 GB of RAM
and powered with 2 GPU GTX-1080 Ti with 12GB RAM
each. On the VR client side, we considered two modalities:

• Standalone Mode: The immersive scene is running
directly on the Meta Quest 2 HMD, to which the
stereo camera is directly connected.

• Tethered Mode: The immersive scene runs on a
workstation to which a Meta Quest 2 is connected
via an USB-C cable using the ”Link” mode. The
stereo camera is connected to the workstation. In this
case the client workstation includes an Intel Core i7-
11800H and a Nvidia Geforce RTX 3070 GPU.

We used Unity version 2019.3 on the client side, where
the stereo frames are captured at a resolution of 1280x480.
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TABLE 1
Performance evaluation results for the tethered and wireless scenarios

along with the server processing times.

Tethered Wireless Server
Mean 7.37 ms 10.39 ms 16.7 ms

Variance 14.37 ms 19.38 ms 0.006 ms
95-th Perc. 14.0 ms 18.0 ms 31.2 ms

For the validation experiments we used a Netgear R6400
router, providing symmetric wireless 200 Mbps when a
single user is connected [53].

3.5 Performance Evaluation

The proposed offloading architecture has been thoroughly
benchmarked in terms of throughput and latency in mul-
tiple relevant scenarios and wireless technologies [53]. We
decided to extend the benchmark by testing the architecture
on the final E2E system. To obtain the following results we
used the exact hardware setup described in Section 3.4.1.

3.5.1 Offloading Architecture and Video Pass Through
We first aim to evaluate the performance of our offloading
architecture alone in the following setups:

• Wireless Scenario: Meta Quest 2 in Standalone mode
using Wifi. We want to understand how the imple-
mented system behaves on a device with limited
computing resources.

• Tethered Scenario: Meta Quest 2 connected to a
workstation. In this case the system has considerably
higher computing resources. The workstation is con-
nected to the server via an ethernet cable, with a 1
Gbps interface.

In this first round of experiments, we removed the seg-
mentation algorithm from the server, directly transmitting
back to the client a single channel 8-bit mask of the incoming
frame. This mask is obtained using a chroma-key algorithm
which adds a negligible overhead on the server side. For
each scenario, we repeated a set of 4 experiments each
transmitting 1000 frames. No other users are connected to
the router. We store the times that each frame takes from the
moment it is loaded in memory on the client side to when
the final mask is received from the server on the client side.
The initial results are shown in the first two columns of
Table. 1. Our E2E setup provides mean round trip times
of 7.37 and 10.30 milliseconds on tethered and wireless
scenarios respectively, with confidence intervals below 20
ms in both cases.

3.5.2 Segmentation Server
In this case, the goal is to measure the total time consumed
by the server in performing all the necessary steps for a
frame: reception, necessary transformations such as scaling,
and inference. Similarly to the previous set of experiments,
we carried out 4 experiments each processing 1000 frames.
We obtained a mean time of 16.7 ms, as shown in Table 1,
which guarantees an update rate of 60 Hz, complying with
MR applications real-time requirements.

Fig. 7. Left: Mask-color pixels alignment observed when no delay buffer
is used. Right: alignment achieved using the delay buffer.

3.5.3 End to End System
Finally, by aggregating the results obtained in the previous
two experiments we obtained E2E mean round trip times
(RTT) of 29.67 ms and 32.39 ms. This latency is low enough
to allow the use of delay buffers to ensure a proper align-
ment of the color frame and masks, as described in Section
3.6.

3.6 Delay buffers
As the obtained RTTs values are higher than the device’s
update period of 16 ms, the hand pixels appear to be
misaligned with respect to the segmentation mask. The
misalignment comes from the fact that the segmentation
mask arrives to the VR client an average of 32.29 ms later
than its corresponding stereo pixels are loaded in memory
and rendered. The feeling is as if the mask follows the
actual hand. This artifact, shown in Fig. 7, affects the overall
experience and must me removed.

To overcome this issue, we decided to add a frame buffer
of an arbitrary size according to the update rate of the
camera and the measured mean RTT (32.29 ms). By doing
this we overcome the artifacts generated by the system’s
added delays, ensuring the mask and its corresponding
stereo pixels to be rendered simultaneously. Notice that
the size in time of this delay buffer must be added to the
alignment buffer described in Section 3.1.4.

4 SUBJECTIVE EVALUATION

Our study aims to investigate the role of full body video-
based self-avatars in Mixed Reality and how our E2E
implementation affects the overall experience in terms of
presence, embodiment, visual quality, and acceptability. We
compare our video-based avatar approach with a state-of-
the-art hand tracking solution , as well as with our previous
implementation of video-based avatars using chroma-key
segmentation [30].

4.1 Research Questions
The following research questions were established:

• RQ1 The inclusion of a stereo camera that allows
video pass-through increases sense of presence and
embodiment with respect to a virtual representation
of your hands. Seeing your full body, including your
feet, is relevant for the experience.

• RQ2: Deep learning based segmentation is a better
solution for self-avatars in uncontrolled conditions
than color-based segmentation.
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Fig. 8. Left: the physical rooms used for the experiments. Right: the distribution of the tiles within the volcano path.

Fig. 9. Detail of the different sequences happening in the immersive experience. Tiles are placed following the design depicted in Fig.8

4.2 Immersive Experience: Design and Considerations
We decided to create an immersive scene which forces the
users to be aware of and use their entire body, involving
demanding visuomotor tasks. To this aim, a volcano immer-
sive environment was created. Users were told to walk over
a set of narrow and non-contiguous tiles creating a path
along the crater of the volcano, forcing the users to pay
attention to their lower limbs while walking. To provide
passive haptics, to increase the feeling of being there, we
incorporate 1cm height steps, as can be seen in Fig.8. The
main purpose of the steps is to elicit visuotactile stimuli.
To align the real and virtual steps we implemented a C++
plugin running an standard Aruco tracking library [50], and
the camera calibration parameters estimated in Section 3.1.3.
We placed an Aruco marker as shown in Fig. 8.

The whole path of tiles is not visible to the user from the
beginning. On the contrary, the tiles are activated, in order,
when users match their hands with neon-light representa-
tion of the hands shown on the floor7. The neon-light hands
are placed on the ground/tiles level so that the users need
to touch with their own hands the actual surface, increasing
the haptic sensations. The hands are tracked using Meta
Quest 2 hand-tracking solution. Finally, at the end of the tiles

7. Hand tracking was provided by Meta Quest 2

path, we created a virtual portal that, once reached by the
users, would teleport them to a friendly scenario. The goal
of this final friendly scene is to allow the users to explore the
virtual environment as well as its own body representation
without any stress or pressure. The representation of the
entire setup and the described details are shown in Fig. 9.

The total area occupied by the setup is 4m x 6m, using
16 steps in total. The used distribution is shown in Fig. 8. In
Fig. 1 we can observe RTT difference between the wireless
and tethered setup to be sufficiently low to be negligible.
Consequently, we decided to use the tethered setup in which
the Meta Quest 2 is connected to a workstation running the
scene to reduce the battery consumption and increase length
of the experiment runs.

4.3 Conditions
The main goal of the experiment is to evaluate the different
modalities available to create the self-avatar user represen-
tations (see Fig.10). The following three conditions were
explored:

• Virtual Reality: the user is represented with the
virtual hand models provided by the Meta Quest 2.

• Chroma: users are represented as the output of a
simple algorithm that masks everything in the range
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Fig. 10. Conditions explored in the user study. From left to right: Local scenario, Condition 1 - Virtual hands, Condition 2 Pass-Through Color, and
Condition 3 Pass-Through Deep Learning.

Virtual Reality Chroma Deep Learning

A B C

Deep Learning Deep Learning Chroma

Introduction to Experiment

Q? Q?

Q? Q?

Final comments

Q?

Q?

Between Subjects Within Subjects

Fig. 11. Diagram of the protocol followed to conduct between-subjects
and within-subjects experiments

of skin colour, similarly as in [30]. To ensure that
users could see their feet as a reference to walk, we
asked them to wear some pink booties, which were
perfectly detected by the color-based filter, as can be
seen in Fig.10.

• Deep learning. the user is represented by the output
of our semantic segmentation algorithm reported in
Section 3.2 using the described E2E architecture.

4.4 Protocol
At the beginning, participants were briefed about the exper-
iment and the purpose of it, and asked to sign a consent
form. Three modalities were set up: A, B, and C. To coun-
terbalance the order effect, users were evenly distributed
among modalities. On each modality, users need to perform
the experiment under two conditions, as depicted in Fig.11.
After each condition users answered the questionnaire de-
scribed in Section 4.5 .

Experiments took place in Madrid during three consec-
utive days in March 2022 in a local university. The first and
third day room A was used, while the second day room B
was used (see Fig.8).

It is worth noting that, for safety reasons, users under
modality A did not use the 1 cm steps described above,
since the Virtual Reality condition did not allow them to see
their feet.

4.5 Questionnaire
After, providing some demographics information about age,
gender, and previous experience with VR, users were asked
to fill a 30 − item subjective questionnaire, where 12 were
used to measure embodiment, 7 for presence, 6 for visual
quality, and 4 for acceptability.

Embodiment. We have used the embodiment question-
naire (EQ) proposed by Gonzalez-Franco and Peck [54]. We
chose to include a subset of 13 items, namely: Q1, Q2, Q3 for
ownership, Q6, Q7, Q8 and Q9 for agency, Q14 for location;
Q17, Q19, and Q20 for external appearance, and Q25 for
external stimuli (modifying it to ”I had the feeling that if
I fell off the bridge I was going to hurt myself”). Unlike in
the original questionnaire, Q20 (“I felt like I was wearing
different clothes from when I came to the laboratory”) have
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been reversed, since now the users should be able to see
their own clothes. Items from tactile sensation factor were
not included as they were not addressed in our study. A
total score has also been computed following [54], as the
weighted average of all items, where items Q1-Q14, which
belong to the main embodiment components (ownership,
agency, and location) have double weight than the rest of
the items (Q17-Q25).

Presence. We have used Witmer and Singer’s presence
questionnaire version 3 (PQv3) [55]. PQv3 contains 32 items
to explain sense of presence using the four different sub-
dimensions: involvement, interface quality, adaptation /
immersion, and sensory fidelity. We use a subsampling
with 7 items, as it shows a good correlation with the full
questionnaire in the overall score (computed as the mean of
all items), as well as in the represented sub-dimensions: in-
volved, adaptation / immersion and haptic sensory fidelity
[56].

Visual Quality. To complete the evaluation of the expe-
rience, we have included additional questions to assess the
subjective perception of the visual quality of the different
elements [30]. The visual quality of the virtual Environment,
the virtual objects, and user’s own Body, Arms, and Legs
were assessed using ITU-T P.913 Absolute Category Rating
scale (ACR). Since some of the elements may not appear
under some conditions, an additional category was included
indicating that the element was not visible at all, which was
rated as 0. Additionally, the annoyance of elements from
the local Background that were misclassified as foreground
by the segmentation algorithm (false positives) were rated
using ITU-T P.913 Degradation Category Rating (DCR). A
Total score has also been computed using the average of all
scores (including both ACR and DCR ratings).

Acceptability. Four additional questions were included
to explore people acceptability. Cybersickness was assessed
using the single-item Vertigo Score Rating (VSR) scale [57],
as recommended by ITU-T P.919. We use the ratio of users
with severe symptoms (V SR ≤ 2) as evaluation score.
Global Quality of Experience (QoE) was asked using ITU-T
ACR scale, and then the proportion of good-or-better (GoB)
ratings was extracted [58]. Finally, the Net Promoter Score
was extracted with two computations: the traditional one,
based on the self-reported probability of recommending the
game to a friend (“NPS-R”) [59], and a variant based on the
self-reported willingness to pay (“NPS-P”) [60].

Qualitative evaluation. Users had two moments to
provide free-form feedback, one answering why would you
recommend the experience, and a final comment free-form text
about the overall experience.

4.6 Statistical analysis

The design of the experiment allows for two types of anal-
ysis (see fig 11): a between-subject analysis between the
first execution of the three conditions, aimed at compar-
ing the Virtual Reality baseline solution with both video-
based avatars (RQ1), and a within-subject analysis between
Chroma and Deep Learning implementations, to address
RQ2.

Presence, Embodiment, and Video Quality measures
can be modeled as normal variables, and therefore we

TABLE 2
Distribution of users for Modalities

Modality A B C Total
Number of Men 11 10 7 28

Number of Women 7 10 13 30
Total 18 20 20 58

will analyze them using parametric statistics [61]. One-way
ANOVA will be used for the between-subject analysis, with
Bonferroni-corrected pairwise Student T-tests as post-hoc
analysis. One-way ANOVA with repeated measures will be
used for the between-subject analysis. No post-hoc test is
needed, as there are only two conditions.

Acceptability scores do not use a (weighted) average
of the different ratings to provide a final score, but an
analysis of the distribution of the ratings. Consequently, to
test for the significance of the differences of the acceptability
measures, Mann-Whitney U-tests will be applied to the
distributions of ratings, with Bonferroni correction for the
within-subject analysis.

A significance level of p < 0.05 is established for all the
tests.

4.7 Participants

The game was evaluated by 58 voluntaries (30 female and
28 male. Participant ages ranges from 18 to 63 (M=22.16,
SD=8.62), most of them students from a local university
and some of them staff, with no implication in the devel-
opment of the project at all. All users were Caucasian but
one woman, who has Black ethnicity. Table 2 shows a fair
homogeneous distribution between modalities and gender
distribution between modalities. 22 of the 58 perform the
experiment in Room B (see Fig 9 right)., while the remainder
36 performed the experiment in Room A (see Fig 9 left). One
women assigned to C modality could only accomplish the
first condition, as she reported extreme fear of conducting
the experience one more time.

5 RESULTS

Fig. 12 shows the main quantitative results for Embodiment,
Presence, and Visual Quality.

5.1 Embodiment

The quantitative results of the different sub-scales of the Em-
bodiment Questionnaire, as well as a total value aggregating
all items, are shown on Fig. 12 top row, for both between and
within subject analysis. Results are shown in 1-7 Likert scale.
All scores are high, indicating that the sense of embodiment
is high under all conditions.

Between-subject analysis shows a significant effect of
the video-based algorithms in Location (F2,55 = 4.56,
p = .015, η2 = .14), Appearance (F2,55 = 6.48, p = .003,
η2 = .19), and Response (F2,55 = 3.26, p = .046, η2 = .11)
scales. Pairwise T-Tests show significant differences between
Virtual Reality and both Chroma and Deep Learning for
Appearance and Location; and between Chroma and Deep
Learning for Response.
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Fig. 12. Results for Embodiment (top), Presence (middle), and Visual Quality (bottom) questionnaires, both for Between Subjects (left) and Within
Subject (right) analysis. Bars show Mean values for each of the measures, and error bars show the Standard Error of the Mean (SEM).
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Within-subject analysis shows a significant effect be-
tween Chroma and Deep Learning algorithms in Ownership
(F1,38 = 4.37, p = .043, η2 = .02) and Appearance
(F1,38 = 6.13, p = .018, η2 = .03).

In summary, we can see moderate improvements in
some Embodiment components when replacing the conven-
tional virtual hands with a full-body video-based avatar,
especially in terms of Location and Appearance. We observe
small but significant improvements when we compare both
video-based avatar solutions.

5.2 Presence
The quantitative results of the different sub-scales of the
Presence Questionnaire, as well as a total value aggregating
all items, are shown on Fig 12 middle row, for both between
and within subject analysis. Results are shown in 1-7 Likert
scale.

Presence mean values are high for all sub-scales: 5.1 for
Involvement, 5.2 for Haptic sensory fidelity, and 6.1 for
Adaptation. However, no significant differences are found
between conditions in either between or within subject
analysis.

5.3 Visual Quality
Visual Quality scores are shown on Fig. 12 bottom row, for
both between and within subject analysis. Mean Opinion
Score (MOS) values are shown in the 0-5 extended ACR
scale, except for Background, which uses 1-5 DCR scale. A
Total (average) score is also shown.

Environment and Objects are common for all the condi-
tions, and the show a MOS value about 4.0 (Good), without
significant differences. The perception of Body and Arms
has a moderately lower MOS, between 3.0 (Fair) and 3.5,
and the differences between algorithms are not significant
either.

There is a significant difference on the perception of
the Legs. This is obvious for Virtual Reality, where no legs
were shown in the virtual scene, but also between Chroma
and Deep Learning algorithms, in both between and within
subject comparisons. In the within-subject comparison, the
MOS for Chroma and Deep Learning is 2.38 and 3.61 re-
spectively, which means an increase of more than 1 quality
level.

The same difference exists in the perception of the Back-
ground false positives. In this case, the highest quality is ob-
tained in the Virtual Reality scene, where no false positives
exist. The within-subject comparison between Chroma and
Deep Learning shows a significant MOS values differences,
with results of 2.90 and 3.77 respectively.

Consequently, there is a significant difference in the Total
score both for Between-Subject and Within-Subject compar-
isons.

5.4 Acceptability
Table 3 shows the acceptability results. Only two partici-
pants reported severe cybersickness effect, both in the first
execution of video-based avatar conditions: one in Chroma,
one in Deep Learning. The latter did not want to do the sec-
ond condition, and therefore her results have been excluded
from the within-subject analysis altogether.

TABLE 3
Acceptability results summary

Between Within
VR Chr DL Chr DL

Cybersickness 0 5% (1) 5% (1) 2.5% (1) 0
Good-or-Better 79 % 95 % 90 % 87 % 92 %

NPS-R 47 70 53 51 61
NPS-P 68 45 37 44 44

Quality of Experience ratings were extremely high, with
above 80% of the participants reporting Good or Excellent
QoE. Net Promoter Scores were also high, mostly in the
range 40 − 70%.

When comparing the acceptability of the three condi-
tions, no strong differences can be observed, as different
acceptability indicators show different results. Furthermore,
the U-test analysis of the underlying distribution of the
scores does not show any significant difference.Therefore
we can conclude that all three conditions have similar (and
high) levels of acceptability.

5.5 Qualitative evaluation
Several insights could be also inferred from analyzing free
text comments given by users. People in general were grate-
ful to experience this new technology, stating in most cases
that it was a very interesting/incredible/pleasant experi-
ence, reporting to have fun while doing the experiment, and
envision it as the future.

In all conditions, most users reported to feel teleported to
the place ”I felt like I was really there”, and also to experience
the threaten of the experience: ”It’s interesting to see how your
body reacts unconsciously even though you know nothing will
happen to you” or ”Even though it is a game it gives you the
feeling that you are going to fall down [...] partially tricks your
brain [...] there was a moment when I had to hold on because I felt
like I was really going to fall”. People in general reported good
perception of the distance, specially related to touching the
tiles, but show some uncertainties with respect to their
height perception. From the perspective of the game itself,
people felt that the game it’s too short, and that adding more
functionalities could make the game more fun. Some people
wearing prescription glasses, reported a more comfortable
experience when they took them off.

In the VR scenario, some users were very happy to see
their own hands without using controllers, while at the same
time, reported that it could be even better if more body parts
were perceivable. Indeed, other reported ”disconcerting expe-
rience of not knowing exactly where to walk”. With respect to
the perception of false positives, users perceive less of them
in the deep learning condition, vs the chroma condition: ”the
false positives were very low compared to the previous experience
and the avatar looked much better than in the previous experience,
it was quite good”, or this comment after conditions PT-CL:
”the second time I tried the game it looked worse, I saw many
more parts of the class, which made me feel more out of the game
environment”.

In general, in all deep learning responses, people show
high acceptance to see their own body, reporting that makes
them feel more immersed, perceiving the experience as more
realistic. Besides, user also appreciated to be able to see
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their accessories such as watches, jewelry, painted nails,
etc. Specially in modalities A, and B, users reported a high
difference with respect to the previous conditions, where
only certain body parts could be seen. For instance: ”It has
been really impressive to see the change and be able to see my own
body including my clothes and many details. It honestly blew me
away. I’ve never had a VR experience where I could actually see
my body and everything” or ”It looks like you’re the one going
through the catwalks and, moreover, the avatar looks exactly like
you”. Moreover, some people reported the benefits of seeing
your own legs: ”Seeing my legs made me feel better in space”.

In the chroma scenario, the feedback could be different
depending on whether users where wearing clothes in the
same range as the skin color ”The avatar was very well done”,
or not ”the credibility is less because the body is not completely
represented (I could not see my legs)”

Users also reported that there is still room for improve-
ment concerning seeing your entire body with deep learn-
ing. One thing is the fact that segmentation boundaries are
not perfect, and tends to be slightly bigger (thick edge) than
the actual body: ”The fact of showing one’s own body helps a lot
to the perception of space and movement of oneself, however the
noise, that is produced around the body distracts me a lot from
the scene, diverts the attention too much and took me out of the
experience” or ”I think it is a unique experience, however I think
the quality of the avatar image can be improved”. In this case,
users perceived that the segmentation performed with color-
based is more precise, although can only segment skin color
parts, e.g. ”in this experience, the hands looked more realistic
because the cropping was better, however I was not able to see my
own clothes and I saw most of the furniture in the classroom”. In
general, tracking was perceived very stable in all conditions,
although the presence of long hair can block it the device’s
sensors.

6 DISCUSSION

6.1 Implementation of a Video-based Self-Avatar Sys-
tem for MR

We have presented our fully functional Video-based self-
avatar E2E system for MR. Our implementation allows to
run the proposed segmentation algorithm in real-time on a
commercial VR device. We achieved E2E latencies below 11
ms if no algorithm is running on the server. Consequently,
the system allows to use other computationally demanding
solutions on standalone VR devices such as object tracking
or camera-based full body tracking, extending the current
boundaries of MR solutions and applications.

The system still have some limitations and we had to
assume a set of trade-offs in terms of segmentation accu-
racy, frame rate, resolution, etc. Consequently, the presented
solution can not be fairly compared to much more mature
solutions such as the virtual hands solution based in hand
tracking provided by Meta or other vendors. However,
we must remark that the presented technology is in the
boundary of the state of the art which leaves room for
improvement and it can be a starting point for future
distributed and novel MR solutions.

6.2 Video-based Self-avatars Evaluation
Regarding the first research question established in sec-
tion 4.1, our qualitative analysis shows that video-based
self-avatars provide marginal improvement only in some
components of the sense of embodiment with respect to
the Virtual Reality condition. No significant difference is
observed in presence.

Regarding the second research question, the Deep Learn-
ing algorithm offers better visual quality than the Chroma
in uncontrolled environments, both for the legs and for the
background perception. These differences result in small
improvements in Ownership and Appearance factors of the
sense of embodiment. No significant difference is observed
in presence either.

We can extract several interpretations from this. First,
all the conditions show high levels of sense of presence
and embodiment. Since in all cases users are immersed in a
virtual environment with which they interact with their own
hands (either “real” or virtual), the degree of embodiment
and presence achieved by the baseline condition is high.
Therefore any observed improvement must be necessarily
small. Second, the maturity of the virtual reality technology
is much higher than the video-based avatars and, con-
sequently, the implementation of VR looks more like an
actual finished product than the video avatars. Somehow
the benefits of seeing their own body may be limited by
the limitations on the implementation (e.g false positives).
For example, VR only shows the hand (compared to the full
arms of other solutions), but it offers better resolution in the
hand image. Both facts counterbalance and, as a result, the
video quality for the Arms is similar in all conditions.

A similar situation happens between Chroma and Deep
Learning: the former is only able to detect the hands and
some colors of clothes (red or yellow); however, these
elements are segmented with better pixel precision than
the Deep Learning algorithm. Besides, differences regarding
the amount of body parts segmented between Chroma and
Deep Learning might be reduced when subject are wearing
clothes with similar colors to the skin. This was the case for
18 out of the 58 considered subjects.

These findings are also supported by qualitative evalua-
tion given by users: they appreciate the possibility of seeing
completely your own body and at the same time reported
room for improvement. Finally, we also experienced that
some people tend to forget whether they have seen their
own body limbs or not, which increases some uncertainty
to the results.

Finally, it is also possible that the main benefits of using
video-based avatars cannot be measured in terms of pres-
ence or embodiment. Other aspects of the overall Quality of
Experience should be explored.

6.3 Evaluation methodology
First of all, we are evaluating presence, embodiment and
video quality using already existing questionnaires and
methodologies, but none of them was designed for video-
based avatars. As a consequence, there are some limitations.

Presence Questionnaire (PQ) was developed for VR,
and Embodiment Questionnaire (EQ) was designed for
computer-generated and animated avatars. When used in
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a different scenario, some items may not completely apply,
or they could be even misunderstood by the users. For
instance, we have seen that Q8 (I felt as if the movements of
the virtual body were influencing my own movements) shows
a range of values completely different from other items,
which might show that is not being well understood by the
users. Other items such as Q2, Q15, Q17, or Q20 might create
some confusion to the users due to the particular case of this
technology showing the user’s appearance as it is.

We have also observed some limitations of some ques-
tions related to visual quality, as we are using a single
question to capture at the same time quality perception
related to how much are you seeing from your body and how
sharp, accurate and stable this vision is. These two aspects of
the quality should be probably rated separately. In what
concerns NPS-P, people reported that they will be willing
to pay more if the game itself were longer.

6.4 Comparison with previous works

Previous works have also observed that a realistic virtual
hand representation elicits stronger sense of ownership [7].
Later, Fribourg et al. [8] underline a lower popularity of
the appearance factor compared to the control and point of
view, when assessing in combination (preference of choos-
ing first the degree of control, before the degree of appear-
ance). This latter conclusion might not be easily extrapolated
to the case of a video-based self-avatar, as there is no need of
avatar control when moving or interacting with real objects
(only with virtual ones).

Improvement on presence and embodiment perceived
in this work are in line with our previous work where
virtual hands (using controllers) and real hands conditions
were compared [60], showing higher difference between the
chroma-based and pure VR conditions. This is due to the
fact, that in the present study all conditions share the same
hand tracking algorithm, while in [60] the tracking in the
VR condition was done through the VR controllers.

Our results are not in line with the conclusions ex-
tracted in [62], where users needed to walk on a 60m
high broken pathway under two different conditions: i)
high resemblance shoes, or generic shoes. Authors stated
that under extreme situations which trigger psychological
arousal such as stress, high avatar-owner resemblance is not
a requirement.

6.5 Benefits of Video-based Self-avatar

The use of video-based self-avatar, provides some important
benefits, when compared with traditional avatars. First,
there is no need to scale the avatar to match user’s body
dimensions, as segmentation is done using a 1 : 1 scale,
allowing the user to have an accurate spatial perception.
Also, there are no problems related to misalignment be-
tween virtual and real body [63], uncanny valley effect
[64], or self-avatar follower effect [65]. Extending egocentric
segmentation to other items beyond human body parts,
would allow the user to easily interact with real objects
while immersed. Last but not least, users recognize the
avatars as their own body with high acceptance values.

6.6 Drawbacks of Video-based Self-avatars
There are still certain factors that can be improved for a
better integration of video-based self-avatars in MR appli-
cation. One clear issue is the discrepancy of illumination
conditions between the video-based self-avatar and the im-
mersive environment where it is integrated (e.g. 360 video,
VR environment). It would be also desirable to further
investigate how to discard false positives from the segmen-
tation algorithm, so that they do not downgrade the user
experience, e.g. by using also depth.

6.7 Applications of Video-based Self-avatars
For evaluation purposes, the technology of video-based self-
avatar has been presented in this work integrated in a
gamified immersive experience. However, we believe it can
play an important role in many emerging use cases, namely:

• seeing your own body and others peers with high
fidelity [66] on immersive telepresence systems [67],
[68] or other type of immersive communication sys-
tems [69] can further foster SoP, co-presence and
communication skills.

• seeing your own body and being able to seamlessly
interact with real object on immersive training pur-
poses [43].

• allowing, using the same segmentation technology,
to include other relevant objects from the user’s local
reality such as a notebook or smartphone.

6.8 Limitations
One of the limitation of this study is related to the lack of
comparison with a full body avatar condition due to the lack
of full body commercial tracking solutions. Also, the con-
clusions extracted from our user study are extracted from
questionnaires answered by a population subset, which,
although being balanced in terms of gender, lacks other
diversity factors such as height, age, skin colour, among
others.

7 CONCLUSIONS

In this work, we have thoroughly described the state of the
art of user representation for MR applications, including a
wide range of solutions such as realistic full-body avatars,
virtual hands only, or video-based full-body representation.
We have highlighted their advantages and disadvantages,
focusing specially on the users perception of presence and
embodiment. Besides, we reviewed specific state of the art
implementations of video-based egocentric segmentation
solutions for MR applications, highlighting the need of
a more accurate and fast segmentation algorithm. To the
best of our knowledge, we could not find any E2E imple-
mentation which allows the usage of deep learning based
segmentation solutions on commercial wireless VR devices.

Furthermore, we have presented our E2E system which
provides full body video-based self-avatar user represen-
tation for MR applications. The E2E can be divided in
three different modules: video pass-through solution for the
Meta Quest 2, our real-time egocentric body segmentation
algorithm, and our optimized offloading architecture. All
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the different components and implementation details have
been described in detail. The E2E system has been evaluated
using an arbitrary hardware setup. The achieved results
showed the implementation’s capability to fulfil the real-
time requirements, providing update rates above 60 Hz.
Finally we described our delay-correction buffers to over-
come the round trip latencies above the update rate of 60
Hz ensuring an accurate alignment between the color and
received mask frames.

We have also presented the design of our subjective
evaluation user study. To the best of our knowledge, this
is the first user study which aims to evaluate the effect
of video-based self-avatar user representation. We used a
custom gamified experience, thoroughly described in this
paper. The goal was to evaluate and compare three different
user representation solutions: virtual hands, chroma-based
full-body segmentation, and deep-learning based full-body
segmentation. The questionnaire, to be filled by 58 partici-
pants, aimed to evaluate the embodiment, presence and vi-
sual quality. The results showed moderate improvements of
the video-based segmentation algorithms (chroma and deep
learning) with respect to the virtual hands solution, specially
in terms of location, appearance and response. Within-
subject embodiment analysis showed slight improvements
of the deep-learning solution with respect to the chroma.
Presence results where high with negligible differences be-
tween the algorithms. In terms of visual quality, the greatest
differences are in the perception of the user’s legs and the
false-positives, as expected. We observed an increment of
around one quality level of the deep-learning algorithm
with respect to the chroma solution. We also measured the
overall acceptability of the three solutions, which showed
extremely high values with and no significant differences.
Finally, we thoroughly analyzed and discussed the insights
obtained from the free text comments given by the users.

The overall results allowed us to reach two main con-
clusions: i) video-avatars provided marginal improvement
only in certain components of the perceived embodiment
compared to the virtual hands solution, ii) deep-learning
solution offers better visual quality and perception of own-
ership and appearance than the chroma solution. In general
we observed low differences between the three conditions.
due to the high levels of sense of embodiment and presence
obtained. The observed low differences between the condi-
tions might by due to the fact that in all three conditions the
same robust and accurate hand tracking algorithm provided
by the Meta Quest 2. Besides, the proposed E2E video-based
solution is at the edge of the state of the art and conse-
quently, it lacks the maturity provided by the commercial
virtual-hands solution. However, the presented E2E system
is already useful in its current state, and can be consider the
starting point for future MR distributed implementations
and potential improvements. We also observed that the
scores obtained for presence or embodiment are high for all
conditions, making it difficult to discriminate among them.
Additional Quality of Experience factors should be explored
to study differences between MR technologies.

Finally, we discussed some advantages and disadvan-
tages of video-based self-avatars solutions and potential
applications. We believe this solution can relevant in ap-
plications like telepresence, training and education.

In the near future, we would like to explore other eval-
uation methods to extend the obtained results and reach
clearer insights. Besides, we believe it would be interesting
to repeat the experiments with a more balanced set of users
in terms of age, skin colour, social background, among
others. One of the limitations of our results is the fact
that the video-based solutions are not compared to full-
body virtual realistic avatars as full-body tracking is still
not commercially available. It will be interesting to perform
this comparison in the future.
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