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Abstract. The energy density functional (EDF) method is currently the only microscopic theoretical ap-
proach able to tackle the entire nuclear chart. Nevertheless, it suffers from limitations resulting from its
empirical character and deteriorating its reliability. This paper is part of a larger program that aims at
formulating the EDF approach as an effective field theory (EFT) in order to overcome these limitations.
A relevant framework to achieve this is the path-integral (PI) formulation of quantum field theory (QFT).
The latter indeed provides a wide variety of treatments of the many-body problem well suited to deal with
non-perturbative interactions and to exploit a Lagrangian resulting from an EFT as a starting point. While
developing the formalism in a general setting, we present below a comparative study of such techniques
applied to a toy model, i.e. the (0+0)-D O(N)-symmetric φ4-theory. More specifically, our focus will be
on the following diagrammatic techniques: loop expansion (LE), optimized perturbation theory (OPT)
and self-consistent perturbation theory (SCPT). With these methods, we notably address the spontaneous
breakdown of the O(N) symmetry with care especially since spontaneous symmetry breakings (SSBs) play
a paramount role in current implementations of the EDF approach.

PACS. XX.XX.XX No PACS code given

1 Introduction

The current energy density functional (EDF) approach
relies on density functionals whose analytical forms are
postulated consistently with the symmetries of the two-
body nucleon interaction [1, 2]. These functionals depend
on the nucleonic density as well as on free parameters
fitted on nuclear data. Spontaneous symmetry breaking
(SSB) is also at the heart of the EDF approach. It is
known to be very efficient for capturing collective correla-
tions in nuclear systems [1, 2], in particular those related
to superfluidity and deformation. Hence, the EDF method
can be presented as a two-step procedure: i) A first step
corresponding to the single-reference level (i.e. mean-field
level) in which SSB is implemented; ii) A second step re-
ferred to as multi-reference level (i.e. beyond mean-field
level) restoring the symmetries broken by the reference
state chosen at the previous step. Using only the single-
reference scheme, nuclear physicists have managed to cal-
culate nuclear ground state (gs) observables across the
whole nuclear chart since several decades [1], despite the
complexity and the diversity of the nuclear phenomenol-

ogy. Furthermore, multi-reference calculations were suc-
cessfully exploited to access excited state properties.

It is also important to distinguish between the EDF
method and density functional theory (DFT) governed by
the Hohenberg-Kohn (HK) theorems [3] and the Kohn-
Sham scheme [4, 5]. Both rely on density functionals but
it should be stressed that EDF and DFT are however two
different approaches, mainly for the following two reasons:
i) SSB is widely and efficiently used in the EDF framework
but the HK theorems and the Kohn-Sham scheme are
only formulated in a symmetry-conserving framework [6];
ii) The existence proofs for the DFT functionals, i.e. the
HK theorems, introduced in DFT do not straightforwardly
apply in the EDF framework (more specifically, one can
actually show that the density functionals resulting from
the EDF ansatz do satisfy the HK theorems for a spe-
cific choice of coordinates involving so-called internal den-
sities [7–15]). This is in particular due to the fact that
the HK theorems were initially formulated for many-body
systems bound under the influence of an external poten-
tial. It is therefore not so clear how to formulate DFT for
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self-bound systems such as those encountered in nuclear
physics. This highlights the difficulties of formulating solid
theoretical foundations for a nuclear EDF framework.

As a matter of fact, the current EDF framework suf-
fers from severe limitations: i) No explicit connection with
quantum chromodynamics (QCD); ii) No possibility to
systematically improve the obtained results in a reliable
manner; iii) Lack of robust evaluation of theoretical un-
certainties. All of these limitations could be overcome by
turning the EDF approach into an effective field theory
(EFT) [16–28]. To clarify this, we recall that an EFT is a
recipe to construct a Lagrangian as a systematic expan-
sion with chosen degrees of freedom (dofs) and symmetry
constraints. Imposing the symmetry pattern of QCD to
such a Lagrangian would thus enable us to construct a nu-
clear interaction in direct connection with the dynamics
of quarks and gluons. Moreover, uncertainty quantifica-
tion with Bayesian methods is a very active research area
in the framework of EFTs, in nuclear physics in particu-
lar [29–32].

Technically, turning the EDF approach into an EFT
translates into deriving density functionals from La-
grangians resulting from an EFT of QCD, or, in other
words, developing many-body methods that could extract
observables from such Lagrangians. A theoretical frame-
work of choice for this task is the path-integral (PI) for-
mulation (or functional integral formulation) of quantum
field theory (QFT) [33–37]. We will therefore follow this
path. As the technical reasons for this choice will become
more apparent throughout the paper, we can point out
at this stage that the variety of the techniques presented
below illustrates its relevance.

Reformulating the EDF method on more solid theoret-
ical grounds has been an active area of research for years.
Inspiration from DFT has fruitfully been investigated in
alternative formulations of nuclear EDFs. A technique
called density-matrix expansion [38,39], inspired from the
derivative expansion of DFT, managed to yield density
functionals derived from two- and three-nucleon chiral
interactions [40, 41]. We can also mention other works
aiming at connecting the EDF framework with QCD via
EFTs [42–50]. Among these, we address in more detail the
contribution of Furnstahl and collaborators [42–46, 50],
whose direction is actually similar to ours as they are
also exploiting the PI formalism to turn the EDF ap-
proach into an EFT, using notably the 2-particle-point-
irreducible (2PPI) effective action (EA) framework [51,52]
which possesses all the ingredients of a DFT [53,54].

More specifically, our plan for this paper consists in
applying different PI techniques to the (0+0)-D O(N)-
symmetric φ4-theory (or (0+0)-D O(N) model for short),
so as to benchmark them according to their ability of re-
summing correlations within the single channel of this toy
model (i.e. the plasmonic channel). We can already justify
at this stage the choice of such a toy model for the present
study. In the past few years, various many-body tech-
niques (not based on the PI formalism), coined as ab initio
approaches [55], have been designed to describe atomic nu-
clei using bare nuclear interactions resulting from EFTs of

QCD. These techniques treat both two- and three-nucleon
interactions, which is necessary for an accurate quantita-
tive description of the nuclear many-body problem. They
are thus based on a Hamiltonian of the form:

H = Tkin + V2N + V3N

= Tkin +
1

(2!)2

∑

pqrs

vpqrsc
†
pc

†
qcscr

+
1

(3!)2

∑

pqrstu

wpqrstuc
†
pc

†
qc

†
rcuctcs ,

(1)

with summation over the relevant (single-particle) in-
dices. Tkin denotes the kinetic part whereas c† and c
are fermionic creation and annihilation operators, respec-
tively. Within current applications of these ab initio ap-
proaches, the matrix elements vpqrs and wpqrstu are typi-
cally constructed from a chiral EFT (see e.g. Refs. [56,57]
for more details on this construction and Refs. [58, 59]
for recent applications) and possess fairly rich symmetry
properties. For the present study, we consider a model
with only a very simple two-body interaction (only a φ4-
interaction and no three-body interaction), with a much
less involved symmetry pattern (only an O(N) symme-
try). Furthermore, the chosen model is formulated within
a zero-dimensional spacetime (i.e. it is a (0+0)-D model).
There are various reasons why we exploit such a simple
model:

– It should actually be stressed that very few exhaus-
tive comparative studies of PI techniques are avail-
able in the literature [60]. The simplicity of the chosen
(0+0)-D toy model allows for testing the performances
of various methods at low (numerical) costs and there-
fore makes it a relevant playground to achieve such an
exhaustive comparison.

– It is an exactly solvable model, which means that we
have access to an exact solution to benchmark the
tested methods.

– We will also see that the presence of the O(N) sym-
metry enables us to draw a parallel with the study
of mesoscopic systems, and therefore of atomic nuclei.
Furthermore, O(N)-symmetric models being exploited
by several communities in theoretical physics (QCD,
statistical physics, ...), the results obtained within this
study can be of interest for various research works be-
yond nuclear theory.

– Last but not least, the simplicity of the model, and in
particular its (0+0)-D character, enables us to under-
stand and show more readily and more efficiently how
the various tested PI techniques overcome the before-
mentioned limitations of the EDF method (like the
impossibility to systematically improve the obtained
results in a reliable manner) and how they exploit col-
lective dofs to capture correlations. The role of col-
lective dofs is a cornerstone for our study and our
aim to reformulate the EDF approach. Within the lat-
ter, densities are exploited via a variational treatment
of a density functional representing the energy of the
system. Our study illustrates that the PI formalism
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allows for introducing various collective dofs and ex-
ploiting them in numerous ways: this involves notably
Hubbard-Stratonovich transformations (HSTs) [61,62]
and/or higher-order EAs [63–69].

However, after discussing the merits of the chosen model,
we note that the performances of the tested PI approaches
might differ as compared to those obtained from realis-
tic nuclear interactions, as specified e.g. by the Hamilto-
nian (1). There might be various reasons for this (inclusion
of new symmetries, competing channels, ...). That said, we
can still highlight throughout the present toy model study
the predispositions of several families of PI approaches
to grasp correlations via the treatment of collective dofs
(and possibly the use of resummation theory). The work
presented here remains in any case an intermediary step
towards more realistic applications.

In section 2, the studied toy model will be presented in
detail, thus clarifying the latter remarks. Throughout this
study, we will develop the formalisms of the tested meth-
ods in arbitrary dimensions and subsequently take the
(0+0)-D limit for our numerical applications. Hence, sec-
tion 3 will show regardless of the dimension that the par-
tition function underlying the O(N)-symmetric φ4-theory
can be rewritten exactly in different manners thanks to
a HST. From this, we will define the so-called original,
mixed and collective representations of the studied model,
the last two involving a collective dof. Section 4 contains
our comparative study where the loop expansion (LE),
optimized perturbation theory (OPT) and self-consistent
perturbation theory (SCPT) are applied to the original
representation of our O(N) model and, when relevant, to
its mixed and collective representations as well. It should
be stressed that these PI techniques are all diagrammatic
in the sense that Wick’s theorem [70] plays a central role in
their formulation. This is not the case of functional renor-
malization group (FRG) approaches1 that will be treated
in a subsequent study [71]. Furthermore, since some of the
tested PI techniques rely on asymptotic series (i.e. the LE
and SCPT), resummation methods also play a fundamen-
tal role in our study, as will be thoroughly illustrated with
our results in section 4. Finally, our concluding remarks
are outlined in section 5. Note also that further details are
given afterwards in appendices, i.e.:

– Appendix A: an introduction to the PI formalism.
– Appendix B: an application of the 1/N -expansion to

the (0+0)-D O(N)-symmetric φ4-theory, already in-
vestigated in previous works [72–74], that we include
in our comparative study.

– Appendix C: a presentation of the formalism un-
derlying the different resummation techniques (Padé-
Borel [75–79], conformal mapping [80] and Borel-
hypergeometric [81–87] resummations) exploited in
this study.

– Appendix D: a derivation of the transseries representa-
tion of the partition function of the (0+0)-D φ4-theory

1 We stress that our definition of diagrammatic techniques
does not include FRG approaches even though their flow equa-
tions are often represented diagrammatically as well.

from perturbation theory based on a Lefschetz thim-
bles decomposition.

– Appendix E: an application of SCPT based on 1PI EAs
to the (0+0)-D O(N)-symmetric φ4-theory.

– Appendix F: a discussion on the determination of the
diagrams generated through Wick’s theorem.

We stress as well that the presented study is part of a PhD
project and we refer to the corresponding PhD thesis [88]
for further details on the performed calculations.

2 (0+0)-D O(N)-symmetric φ4-theory

QFTs formulated in zero dimension feature a base mani-
fold M reducing exactly to one point, M = {•}. All fields
living on M = {•} are completely specified by assigning
a number (e.g. a real one) at this one point, such that the
PI measure Dφ̃ reduces to the standard Lebesgue mea-
sure dφ̃. The tremendous simplifications brought by the
latter feature explain why (0+0)-D QFTs serve as safe,
more controllable and hence useful didactic playgrounds
for exploring various aspects of more complicated QFTs,
as they allow for explicit solutions that can not be ob-
tained in higher dimensions [72–74,89–99]. The dofs of the
(0+0)-D O(N) model are represented by real fluctuating
fields φ̃a : {•} → R living on the base manifold M = {•},
i.e. real random variables, with O(N)-symmetric quartic
self-interaction. We store them in the O(N) scalar multi-
plet:

⃗̃φ ≡




φ̃1

...
φ̃N


 , (2)

and consider the Lie group action O(N) ↷ RN defined by
left multiplication, with the infinitesimal transformation
given by:

δϵφ̃a = ϵabφ̃
b , (3)

characterized by real antisymmetric matrices (i.e. ϵab =
−ϵba ∈ R) and the indices a, b, ... (which label the N
orthogonal directions in the color space defined on RN ) are
referred to as color indices. Note that summation (from 1
to N) over repeated color indices is always implied in our
notations. The dynamics of the system is governed by the
classical action S : RN → R, given by the expression:

S
(
⃗̃φ
)
=

m2

2
⃗̃φ
2
+

λ

4!

(
⃗̃φ
2
)2

, (4)

which is invariant under transformations of the O(N)
group, and where the real parameters m2 and λ stand for
the bare squared mass and bare coupling constant, respec-
tively. No kinetic terms contribute to this action owing to
the (0+0)-D nature of spacetime. In the present work,
we notably consider two sources with O(N) group struc-

ture, namely the local source J⃗ whose components Ja are
coupled to the fields φ̃a and the bilocal source K whose
elements Kab are coupled to the composite fields φ̃aφ̃b.
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In this context, the Schwinger functional of the theory is
given by:

Z
(
J⃗ ,K

)
= e

1
ℏW
(
J⃗,K
)
=

∫

RN

dN ⃗̃φ e−
1
ℏSJK

(
⃗̃φ
)
, (5)

with

SJK

(
⃗̃φ
)
≡ S

(
⃗̃φ
)
− J⃗ · ⃗̃φ− 1

2
φ̃aKabφ̃

b . (6)

where the symbol “·” refers to the scalar product in color
space defined as:

X · Y ≡ XaY
a . (7)

The benefit of working in a (0+0)-D spacetime is al-
ready manifest from the fact that expression (5) admits
an analytical representation [73,74] in terms of the Kum-
mer confluent hypergeometric function 1F1(a; b; z) [100].
After rewriting the integral of Eq. (5) in hyperspherical
coordinates, the exact partition function reads:

Zexact
(
J⃗ = 0⃗,K = 0

)
= e

1
ℏW exact

(
J⃗=0⃗,K=0

)

= ΩNRN−1 ,
(8)

with

RN

(
ℏ;m2;λ

)
≡
∫ ∞

0

dũ ũN e
− 1

ℏ

(
m2

2 ũ2+ λ
4! ũ

4
)

=





2
N−1

2

(
ℏ
m2

)N+1
2

Γ

(
N + 1

2

)
∀m2 > 0 and λ = 0 ,

∞ ∀m2 ≤ 0 and λ = 0 ,

2
3N−5

4 3
N+1

4

(
λ

ℏ

)−N+3
4

×
[√

λ

ℏ
Γ

(
N + 1

4

)
1F1

(
N + 1

4
;
1

2
;
3m4

2λℏ

)

−m2
√
6

ℏ
Γ

(
N + 3

4

)
1F1

(
N + 3

4
;
3

2
;
3m4

2λℏ

)]
∀λ > 0 ,

(9)

for N ∈ N∗, with Γ (z) being Euler gamma function [100].
Note also that ΩN denotes the surface area of the N -
dimensional unit sphere:

ΩN =
2π

N
2

Γ
(
N
2

) . (10)

The gs energy and density2 can be obtained from:

Egs =− ln
(
Z
(
J⃗ = 0⃗,K = 0

))

=− 1

ℏ
W
(
J⃗ = 0⃗,K = 0

)
,

(11)

2 Note that the denomination “density” is abusive in the
case where N = 1. Indeed, the O(N) model does not exhibit
any continuous symmetry in this situation, hence no conserved
Noether current.

ρgs =
1

N

〈
⃗̃φ
2
〉
= − 2

N

∂W
(
J⃗ ,K

)

∂m2

∣∣∣∣∣
J⃗=0⃗
K=0

, (12)

with the expectation value defined as:

〈
· · ·
〉
≡ 1

Z
(
J⃗ = 0⃗,K = 0

)
∫

dN ⃗̃φ · · · e−
1
ℏS
(
⃗̃φ
)
. (13)

From these definitions, one can infer the exact solutions:

Eexact
gs = − ln

(
ΩNRN−1

)
, (14)

ρexactgs =
RN+1

NRN−1
. (15)

On the other hand, the computation of the 1-point corre-
lation function:

ϕ⃗ ≡
〈
⃗̃φ
〉
=

∂W
(
J⃗ ,K

)

∂J⃗

∣∣∣∣∣
J⃗=0⃗
K=0

, (16)

or of the effective potential Veff

(
ϕ⃗
)
provides information

on the occurrence of SSB [101]. While the exact solution

for the former reduces to ϕ⃗
exact

= 0 for all values of the
coupling constant λ and of the squared massm2, the latter
derives from the 1-particle-irreducible (1PI) EA according
to:

Veff

(
ϕ⃗
)
= Γ (1PI)

(
ϕ⃗
)
= −W

(
J⃗ ,K = 0

)
+ J⃗ · ϕ⃗ , (17)

with

ϕ⃗ =
∂W

(
J⃗ ,K

)

∂J⃗

∣∣∣∣∣
K=0

. (18)

The exact effective potential V exact
eff

(
ϕ⃗
)
is evaluated nu-

merically from Eqs. (17) and (18). It is then plotted in
Fig. 1 for N = 2 together with the classical potential:

U
(
ϕ⃗
)
=

m2

2
ϕ⃗2 +

λ

4!

(
ϕ⃗2
)2

, (19)

which coincides with the classical action (4) due to the ab-
sence of kinetic terms in the present (0+0)-D framework.

The lowest energy states of the system at the classical
(i.e. at the tree) level are given by the minima of the clas-
sical potential (19). In the situation where the coupling
constant λ is real and zero or positive (which is a restric-
tion followed to obtain all numerical results presented in
this study), we can show by minimizing the classical po-
tential (19) that these are:

– For m2 > 0, a unique vacuum ϕ⃗ = 0⃗ where the O(N)
symmetry is conserved (spontaneously as well as ex-
plicitly).

– For m2 < 0 and λ ̸= 0, a manifold of degenerate vacua

(satisfying ϕ⃗2 = −3!m2/λ > 0) where the original
O(N) symmetry is spontaneously (but not explicitly)
broken down to O(N − 1).
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−1.0 −0.5 0.0 0.5 1.0

|~φ|

−1.0

−0.5

0.0

0.5

V
eff

(|~ φ
|)

exact solution classical potential

−1.0 −0.5 0.0 0.5 1.0

|~φ|

−0.5

0.0

0.5

1.0

V
eff

(|~ φ
|)

exact solution classical potential

Fig. 1. Classical and exact effective potentials as functions of

the background constant field’s modulus
∣∣∣ϕ⃗∣∣∣ atN = 2, λ/4! = 1

and m2 = −1 (upper panel) or m2 = +1 (lower panel).

In the full theory, the lowest energy states are found by

minimizing the exact effective potential V exact
eff

(
ϕ⃗
)
, which

yields a unique gs conserving theO(N) symmetry (sponta-
neously and explicitly), irrespectively of the sign of m2 as
shown by Fig. 1. This absence of broken symmetry in the
exact solution of the toy model under consideration is con-
sistent with the Mermin-Wagner theorem3 [103–105] and
enables us to make an analogy with the study of meso-
scopic systems (and nuclei notably) which do not exhibit
any SSB. We will refer to the phase with m2 < 0 (m2 >
0) as broken-symmetry (unbroken-symmetry) regime or
phase, even though one must keep in mind that the O(N)
symmetry is broken down only spontaneously and only
at the classical level. In what follows, the gs energy and
density of the chosen toy model will be calculated using
the tested PI techniques within each of these two phases

3 See appendix B of Ref. [102] for more details on that point.

(when possible) and subsequently compared with the cor-
responding exact solution for benchmarking.

3 Different representations of the
O(N)-symmetric φ4-theory

3.1 Original representation

As stressed earlier, most of our derivations are done in
arbitrary dimensions even though all numerical applica-
tions presented below are performed in (0+0)-D. We thus
consider the finite-dimensional counterpart of the classical
action (4):

S
[
⃗̃φ
]
=

∫

x

[
1

2

(
∇x

⃗̃φ(x)
)
·
(
∇x

⃗̃φ(x)
)
+

m2

2
⃗̃φ
2
(x)

+
λ

4!

(
⃗̃φ
2
(x)
)2 ]

,

(20)

which reduces to Eq. (4) in (0+0)-D. Note also the short-
hand notation for the integration:

∫

x

≡
∫ ℏ/T

0

dτ

∫

RD−1

dD−1r , (21)

where x collects both time and space coordinates in D-
dimensional Euclidean spacetime and T denotes the tem-

perature. Introducing now a local source J⃗(x) and a bilo-
cal one K(x, y), a generating functional of the theory is
given by:

Z
[
J⃗ ,K

]
= e

1
ℏW
[
J⃗,K
]
=

∫
D⃗̃φ e−

1
ℏSJK

[
⃗̃φ
]
, (22)

with ∫
D⃗̃φ =

∫
Dφ̃1 · · ·

∫
Dφ̃N , (23)

and

SJK

[
⃗̃φ
]
≡ S

[
⃗̃φ
]
−
∫

x

Ja(x)φ̃
a(x)

− 1

2

∫

x,y

φ̃a(x)Kab(x, y)φ̃
b(y) .

(24)

Except for the zero-dimensional situation, the integral in
Eq. (22) can not be computed exactly, and therefore needs
to be treated approximatively, e.g. within the expansion
schemes discussed subsequently. Action (20) defines the
original representation of our O(N) model. One can treat
the latter via other classical actions by means of HSTs,
thus defining other representations of this model.

3.2 Mixed representation

In particular, the following HST is convenient in the stud-
ied case:

e
− λ

ℏ4!

∫
x

(
⃗̃φ

2
(x)

)2

=

√
6ℏ
πλ

∫
Dσ̃ e

−
∫
x

[
6ℏ
λ σ̃2(x)+iσ̃(x)⃗̃φ

2
(x)

]
,

(25)
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where σ̃(x) is a collective quantum field and a scalar in

color space. From this, the original theory based on ⃗̃φ(x)
is then transformed into an equivalent one involving e.g.
the following generating functional:

Zmix

[
J ,K

]
= e

1
ℏWmix[J ,K] =

∫
D⃗̃φDσ̃ e−

1
ℏSmix,JK

[
⃗̃φ,σ̃
]
,

(26)
with

Smix,JK

[
Ψ̃
]
≡ Smix

[
Ψ̃
]
−
∫

x

Jα(x)Ψ̃
α(x)

− 1

2

∫

x,y

Ψ̃α(x)Kαβ(x, y)Ψ̃
β(y) ,

(27)

and

Smix

[
Ψ̃
]
=

1

2

∫

x

[(
∇x

⃗̃φ(x)
)
·
(
∇x

⃗̃φ(x)
)

+

(
m2 + i

√
λ

3
σ̃(x)

)
⃗̃φ
2
(x) + σ̃2(x)

]
,

(28)

where summation over repeated Greek indices is implied
from 1 to N + 1 (which contrasts with color indices la-
beled by Latin letters). We have just introduced super-
fields living in a (N+1)-dimensional extended color space
aggregating the N components of the original dofs and the
collective one, i.e.:

Ψ̃(x) ≡
(
⃗̃φ(x)
σ̃(x)

)
, (29)

J (x) ≡
(
J⃗(x)
j(x)

)
, (30)

K(x, y) ≡
(
K(x, y) 0⃗

0⃗T k(x, y)

)
, (31)

where sources J⃗(x) and K(x, y) (j(x) and k(x, y)) are as-
sociated with the original (collective) field sector. There-

fore, the mixed system thus obtained involves both ⃗̃φ and
σ̃ as dofs. In this case, the original quartic interaction be-
tween the original dofs in Eq. (20) has been replaced by

a Yukawa interaction between ⃗̃φ and the collective field σ̃
in Eq. (28), which defines the mixed representation of the
studied model.

3.3 Collective representation

Finally, we will also exploit the fact that the mixed ac-

tion (28) is now quadratic in the field ⃗̃φ, which can there-
fore be integrated out in Eq. (26), thus leading to:

Zcol[J ] = e
1
ℏWcol[J ] =

∫
Dσ̃ e−

1
ℏScol,J [σ̃] , (32)

with

Scol,J [σ̃] = Scol[σ̃]−
∫

x

j(x)σ̃(x)

− 1

2

∫

x,y

Ja(x)Gσ̃;ab(x, y)J
b(y) ,

(33)

and

Scol[σ̃] =
1

2

∫

x

σ̃2(x)− 1

2
STr [ln(Gσ̃)] , (34)

where the propagator Gσ̃ is given by:

G−1
σ̃;ab(x, y) =

(
−∇2

x +m2 + i

√
λ

3
σ̃(x)

)
δabδ(x− y) ,

(35)
and the supertrace STr is taken with respect to both color
and spacetime indices, i.e. STr = TraTrx. Action (34) de-
fines what we refer to as the collective representation of
our O(N) model, since it only depends on the collective
field σ̃. Owing to the exactness of the HST, the generating
functionals Zmix and Zcol both reduce to Z at vanishing
sources, ignoring a physically irrelevant numerical factor.
The local or bilocal sources involved in Eqs. (24), (27)
and (33) are just introduced in accordance with the gener-
ating functionals exploited in the comparative study pre-
sented in section 4.

4 Comparative study

4.1 Loop expansion

4.1.1 Original loop expansion

Many approaches aiming at describing many-body sys-
tems rely on a partitioning step, i.e. a splitting of the
classical action (or related functionals such as the Hamil-
tonian) between an unperturbed and a residual part, the
unperturbed part corresponding to an exactly solvable
system taken usually as leading order of the underlying
expansion. This procedure is at the heart of all diagram-
matic PI techniques discussed in this study. In the frame-
work of the LE, the partitioning is applied to the classical
action in presence of the source(s) by expanding the latter
around (one of) its saddle point(s). For the original theory
based on Eq. (24), the saddle point under consideration,
denoted as φ⃗cl(x), satisfies:

δSJK

[
⃗̃φ
]

δ⃗̃φ(x)

∣∣∣∣∣
⃗̃φ=φ⃗cl

= 0⃗ ∀x . (36)

We then introduce the reduced Planck’s constant ℏ by

setting ⃗̃φ = φ⃗cl +
√
ℏ ⃗̃χ. From this, the Taylor expansion

of SJK

[
⃗̃φ
]
around ⃗̃φ = φ⃗cl leads to the following splitting:

SJK

[
⃗̃φ = φ⃗cl +

√
ℏ ⃗̃χ
]
= S0

φcl;JK

[
⃗̃χ
]
+ S1

φcl;JK

[
⃗̃χ
]
, (37)

where

S0
φcl;JK

[
⃗̃χ
]
= SJK [φ⃗cl]

+
ℏ
2

∫

x,y

χ̃a(x)G−1
φcl;JK;ab(x, y)χ̃

b(y) ,
(38)
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S1
φcl;JK

[
⃗̃χ
]
=

ℏ 3
2λ

3!

∫

x

⃗̃χ
2
(x)⃗̃χ(x) · φ⃗cl(x)

+
ℏ2λ
4!

∫

x

(
⃗̃χ
2
(x)
)2

,

(39)

with G−1
φcl;JK

being the unperturbed inverse propagator
in presence of the sources:

G−1
φcl;JK;ab(x, y) ≡

δ2SJK

[
⃗̃φ
]

δφ̃a(x)δφ̃b(y)

∣∣∣∣∣
⃗̃φ=φ⃗cl

=

(
−∇2

x +m2 +
λ

6
φ⃗2
cl(x)

)
δabδ(x− y)

+
λ

3
φcl;a(x)φcl;b(x)δ(x− y)

−Kab(x, y) .
(40)

Eqs. (37) to (39) thus set the partitioning for the origi-
nal LE, i.e. for the LE in the original representation of
the studied O(N) model. The role of the unperturbed
and residual parts is played respectively by S0

φcl;JK
and

S1
φcl;JK

in this case. The LE then consists in incorporating

systematically the effects of the residual part S1
φcl;JK

on
top of the exactly solvable system defined by the quadratic
measure S0

φcl;JK
. This translates into a Taylor expan-

sion of the exponential of S1
φcl;JK

in the generating func-

tional (22) combined with Eqs. (37) to (39), thus yielding:

ZLE;orig
[
J⃗ ,K

]

= e−
1
ℏSJK [φ⃗cl]

(∫
D⃗̃χ e

− 1
2

∫
x,y

χ̃a(x)G−1
φcl;JK;ab(x,y)χ̃

b(y)

)

×
[
1 +

∞∑

n=1

(−1)
n

(3!)
n
n!

n∑

q=0

(
n
q

)
ℏ

n+q
2

4q

×
〈(

λ

∫

x

⃗̃χ
2
(x)⃗̃χ(x) · φ⃗cl(x)

)n−q

×
(
λ

∫

x

(
⃗̃χ
2
(x)
)2)q

〉

0,JK

]
,

(41)

with the source-dependent expectation value defined as:

〈
· · ·
〉
0,JK

=
1

Z0

[
J⃗ ,K

]
∫

D⃗̃χ · · · e−
1
ℏS0

φcl;JK

[
⃗̃χ
]
, (42)

and

Z0

[
J⃗ ,K

]
=

∫
D⃗̃χ e−

1
ℏS0

φcl;JK

[
⃗̃χ
]
. (43)

An expansion of the Schwinger functional

WLE;orig
[
J⃗ ,K

]
= ℏ ln

(
ZLE;orig

[
J⃗ ,K

])
, organized

with respect to ℏ as well, derives from Eq. (41) together
with the linked-cluster theorem [35], by virtue of which

one can substitute the correlation functions in Eq. (41)
by their connected counterparts. This leads to:

WLE;orig
[
J⃗ ,K

]
=− SJK

[
φ⃗cl

]
+

ℏ
2
STr

[
ln
(
Gφcl;JK

)]

+

∞∑

n=1

(−1)
n

(3!)
n
n!

n∑

q=0

(
n
q

)
ℏ

n+q+2
2

4q

×
〈(

λ

∫

x

⃗̃χ
2
(x)⃗̃χ(x) · φ⃗cl(x)

)n−q

×
(
λ

∫

x

(
⃗̃χ
2
(x)
)2)q

〉c

0,JK

.

(44)

Denoting the modulus of the classical solution φ⃗cl as
ϱ(x) ≡ |φ⃗cl(x)|, we can choose a = N as the direction
along which the SSB occurs in the broken-symmetry phase
without any loss of generality, i.e.:

φ⃗cl(x) = ϱ(x)




0
...
0
1


 . (45)

The propagator (40) can then be separated into the one
associated to the O(N−1) subspace (the Goldstone mani-
fold in the broken-symmetry phase when N ≥ 2), namely:

G−1
φcl;JK;g;ab(x, y) =

(
−∇2

x +m2 +
λ

6
ϱ2(x)

)
δabδ(x− y)

−Kab(x, y) ∀a, b ∈ [1, N − 1] ,
(46)

and the one of the remaining massive (or Higgs) mode for
a = N , i.e.:

G−1
φcl;JK;NN (x, y) =

(
−∇2

x +m2 +
λ

2
ϱ2(x)

)
δ(x− y)

−KNN (x, y) .
(47)

By means of Wick’s theorem, we then represent the con-
nected correlation functions in Eq. (44) by a set of Feyn-
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man diagrams with the rules:

x, a y, b → Gφcl;JK;ab(x, y) , (48a)

xa
b

c
N → λϱ(x)δabδcN , (48b)

xa
b

c
d → λδabδcd . (48c)

Up to second order in ℏ, the diagrammatic series thus
obtained for the Schwinger functional of Eq. (44) reads:

WLE;orig
[
J⃗ ,K

]

= −SJK

[
φ⃗cl

]
+

ℏ
2
STr

[
ln
(
Gφcl;JK

)]

+ ℏ2




− 1

24
− 1

12

+
1

18
+

1

18

+
1

18
+

1

36

+
1

72




+O
(
ℏ3
)
.

(49)

In the (0+0)-D situation, the original LE result for the
Schwinger functional given by Eq. (49) reduces to:

WLE;orig
(
J⃗ ,K

)
=− SJK

(
φ⃗cl

)

+
ℏ
2

[
(N − 1) ln

(
2πGφcl;JK;g

)

+ ln
(
2πGφcl;JK;NN

)]

+
ℏ2λ
72

[
− 3G2

φcl;JK;g

(
−1 +N2

)

+ 15G3
φcl;JK;NNλϱ2 +G2

φcl;JK;NN (−9

+ 6Gφcl;JK;g (−1 +N)λϱ2)

+Gφcl;JK;NNGφcl;JK;g (−1 +N) (−6

+Gφcl;JK;g (1 +N)λϱ2)
]

+O
(
ℏ3
)
,

(50)

where we have assumed that Kab = Kδab so that Eq. (46)
becomes:

G−1
φcl;JK;g;ab = G−1

φcl;JK;gδab ∀a, b ∈ [1, N − 1] , (51)

with

G−1
φcl;JK;g = m2 +

λ

6
ϱ2 −K . (52)

When J⃗ = 0⃗ and K = 0, the modulus ϱ satisfies:

ϱ2
(
J⃗ = 0⃗,K = 0

)
=





0 ∀m2 ≥ 0 ,

−6m2

λ
∀m2 < 0 and λ ̸= 0 ,

(53)
which yields the following expressions for Gφcl;JK;g and
Gφcl;JK;NN at vanishing sources:

Gφcl;g =





1

m2
∀m2 > 0 ,

∞ ∀m2 ≤ 0 and λ ̸= 0 ,

∀N ≥ 2 , (54)

Gφcl,NN =





1

m2
∀m2 ≥ 0 ,

− 1

2m2
∀m2 < 0 and λ ̸= 0 ,

∀N ≥ 1 .

(55)
From Eqs. (11) and (12), one can then obtain the cor-
responding series for the gs energy and density. Setting
g ≡ ℏλ/m4 (showing in this way that our loop-wise ex-
pansion amounts to an expansion in powers of the coupling
constant λ and the original LE is thus simply an imple-
mentation of perturbation theory in the PI formalism), we
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get in the regime with m2 > 0 and for N ∈ N∗:

ELE;orig
gs =− N

2
ln

(
2π

m2

)
+

N (2 +N)

24
g

− N
(
6 + 5N +N2

)

144
g2

+
N
(
120 + 128N + 44N2 + 5N3

)

2592
g3

+O
(
g4
)
,

(56)

and

ρLE;orig
gs =

ℏ
m2

(
1− 2 +N

6
g +

6 + 5N +N2

18
g2

− 120 + 128N + 44N2 + 5N3

216
g3

+O
(
g4
))

.

(57)

In the regime with m2 < 0, we have for N = 1:

ELE;orig
gs = − 3

2g
− 1

2
ln

(
π

−m2

)
− g

8
− g2

12
− 11g3

96
+O

(
g4
)
,

(58)
and

ρLE;orig
gs =

ℏ
m2

(
−6

g
+ 1 +

g

2
+

2g2

3
+

11g3

8
+O

(
g4
))

.

(59)
For N > 1, no finite results can be obtained in the phase
with m2 < 0 for the gs energy and density, as long as

we stick with the original dofs ⃗̃φ, because in this case
the Goldstone propagator Gφcl;g exhibits (infrared) diver-
gences [106] which preclude the spontaneous breakdown of
the continuous O(N) symmetry. Furthermore, the 1-point
correlation function of the studied model can also be de-
termined within the original LE from Eq. (49) or (50) ac-
cording to definition (16). In the broken-symmetry phase
at m2 = −1 and N = 1, we have:

ϕ ≡
∣∣∣ϕ⃗
∣∣∣ = 1

49152
√
6λ

(
294912ℏ− 36684ℏ2λ− 7872ℏ3λ2

− 30816ℏ4λ3 − 64573ℏ5λ4 +O
(
ℏ6
))

.

(60)

Results (56) to (60) are represented in Figs. 2 to 4. We
can see from all of those plots that the LE series derived
so far show no signs of convergence: the results obtained
for Egs and ρgs worsen as the truncation order (with re-
spect to g or ℏ) of these series increases, except for very
small values of λ. The original LE only yields a reasonable
description of the gs energy and density for λ ≲ 0.2 (hence
λ/4! ≲ 8.10−3) and quickly deteriorates for larger λ. Such
a behavior signals the illegitimate application of perturba-
tion theory to a system where the fundamental phenom-
ena are non-perturbative in nature. Indeed, in quantum
mechanics and QFT, perturbation theory typically pro-
duces asymptotic series with a zero radius of convergence,

−1.0 −0.5 0.0 0.5 1.0
λ

4!m2

−2.5

−2.0

−1.5

−1.0

−0.5

E
gs

exact solution

original LE O(g0)

original LE O(g)

original LE O(g2)

original LE O(g3)

collective LE O(h̄)

collective LE O(h̄2)

collective LE O(h̄3)

collective LE O(h̄4)

1/N -expansion O(1/N)

−1.0 −0.5 0.0 0.5 1.0
λ

4!m2

0.0

0.5

1.0

1.5

2.0

2.5

ρ
gs

exact solution

original LE O(g0)

original LE O(g)

original LE O(g2)

original LE O(g3)

collective LE O(h̄)

collective LE O(h̄2)

collective LE O(h̄3)

collective LE O(h̄4)

1/N -expansion O(1/N)

Fig. 2. Gs energy Egs (upper panel) or density ρgs (lower
panel) calculated at ℏ = 1, m2 = ±1 and N = 1, and
compared with the corresponding exact solution (black dots).
The indication “O

(
ℏn

)
” for the collective LE results speci-

fies that the series representing WLE;col has been exploited up
to order O

(
ℏn

)
(which implies notably that the correspond-

ing series for ELE;col
gs is calculated up to order O(ℏn−1) since

ELE;col
gs = − 1

ℏW
LE;col(J = 0)). Recall also that the expansion

parameter g is defined as g ≡ ℏλ/m4.

whose origin lies in instanton-like effects, i.e. an instabil-
ity of the theory at some phase of the coupling (here for
λ < 0, where the potential becomes unbounded), which
translates into a factorial growth of the number of Feyn-
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−2.0
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−1.0

−0.5

E
gs

exact solution

original LE O(g0)

original LE O(g)

original LE O(g2)

original LE O(g3)

collective LE O(h̄)

collective LE O(h̄2)

collective LE O(h̄3)

collective LE O(h̄4)

1/N -expansion O(1/N)

−1.0 −0.5 0.0 0.5 1.0
λ

4!m2

0.0

0.5

1.0

1.5

2.0

2.5

ρ
gs

exact solution

original LE O(g0)

original LE O(g)

original LE O(g2)

original LE O(g3)

collective LE O(h̄)

collective LE O(h̄2)

collective LE O(h̄3)

collective LE O(h̄4)

1/N -expansion O(1/N)

Fig. 3. Same as Fig. 2 with N = 2 instead. Note that no finite
results can be obtained in the broken-symmetry phase (which
corresponds to the left panel of both plots) from the LE in the
original (and mixed) representation(s).

man diagrams with the order of the expansion [107, 108].
Furthermore, Fig. 4 illustrates that finite truncation or-
ders within the original LE never yield a vanishing 1-point
correlation function. This is problematic according to our
discussion of section 2 showing that the exact solution of
the studied model never exhibits spontaneous breakdowns
of its O(N) symmetry.

Furthermore, one can show that the LE in the mixed
representation coincides with the original LE [88]. The

0 2 4 6 8 10
λ
4!

−15

−10

−5

0

5

φ

exact solution

original LE O(h̄0)

original LE O(h̄)

original LE O(h̄2)

original LE O(h̄3)

original LE O(h̄4)

Fig. 4. 1-point correlation function ϕ⃗ (defined from Eq. (16))
calculated at ℏ = 1, m2 = −1 and N = 1 from the first orders
of the original (and mixed) LE(s) as a function of the coupling

constant λ/4!. At N = 1, ϕ⃗ coincides with ϕ ≡
∣∣∣ϕ⃗∣∣∣.

series underlying the mixed LE are therefore also equiv-
alently organized with respect to λ and ℏ, and yield di-
vergent results for Egs and ρgs in the broken-symmetry
phase when N > 1 as well. We will thus exploit the collec-
tive representation as a last attempt to tackle the broken-
symmetry phase for all values of N within the LE.

4.1.2 Collective loop expansion

In the nuclear EDF formalism, the use of a collective dof in
the form of the nucleonic density turned out to be very ef-
fective in the description of nuclear systems, as mentioned
earlier. We start here our investigation of PI approaches
based on collective dof(s) with the LE in the collective
representation, i.e. the collective LE, also referred to as
the ϵ-expansion [109,110]. With definitions (32) to (35) in
mind, we first discuss the partitioning underlying the col-
lective LE. As for the original LE, one must first introduce
a saddle point to that end:

∀x δScol,J [σ̃]

δσ̃(x)

∣∣∣∣
σ̃=σcl

= 0 ∀x . (61)

Setting σ̃ = σcl+
√
ℏ ζ̃, a Taylor expansion of Scol,J around

σ̃ = σcl leads to the splitting:

Scol,J

[
σ̃ = σcl +

√
ℏ ζ̃
]
= S0

col,σcl;J

[
ζ̃
]
+ S1

col,σcl;J

[
ζ̃
]
,

(62)

S0
col,σcl;J

[
ζ̃
]
= Scol,J [σcl] +

ℏ
2

∫

x,y

ζ̃(x)D−1
σcl;J (x, y)ζ̃(y) ,

(63)
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S1
col,σcl;J

[
ζ̃
]
=

∞∑

n=3

ℏn
2

n!

∫

x1,··· ,xn

S
(n)
col,J (x1, · · · , xn)

× ζ̃(x1) · · · ζ̃(xn) ,

(64)

with

S
(n)
col,J (x1, · · · , xn) ≡

δnScol,J [σ̃]

δσ̃(x1) · · · δσ̃(xn)

∣∣∣∣
σ̃=σcl

, (65)

and Dσcl;J (x, y) being the propagator of the collective
field in presence of the sources, i.e.:

D−1
σcl;J (x, y) = S

(2)
col,J (x, y) . (66)

The unperturbed and residual channels both involve the

propagator of the original field ⃗̃φ(x):

G−1
σcl;J ;ab(x, y) =

(
−∇2

x +m2 + i

√
λ

3
σcl(x)

)
δabδ(x−y) .

(67)
The residual part (64) now contains an infinite number
of terms due to the logarithm structure of the collective
classical action Scol. This induces that the resulting dia-
grammatic construction is more demanding to determine
as compared to that of the original (or mixed) LE. We will
then examine if this additional effort is worth.

As for the original LE, we will outline how to construct
the collective LE series up to their first non-trivial order
for our O(N) model at arbitrary dimensions but we will
perform applications of this method up to its third non-
trivial order and combine it with resummation procedures
in (0+0)-D. The collective LE is usually not exploited be-
yond its first non-trivial order. To our knowledge, this ap-
proach has never been pushed up to its third non-trivial
order so far, regardless of the model under consideration.
Following the same steps as for the original LE, the parti-
tion function of the theory based on Eq. (33) reads up to
the first non-trivial order (i.e. up to order O(ℏ)):

ZLE;col
[
J
]

= e−
1
ℏScol,J [σcl]

(∫
Dζ̃ e

− 1
2

∫
x,y

ζ̃(x)D−1
σcl;J

(x,y)ζ̃(y)

)[
1

− ℏ
24

∫

x,y,z,u

S
(4)
col,J (x, y, z, u)

〈
ζ̃(x)ζ̃(y)ζ̃(z)ζ̃(u)

〉
0,J

+
ℏ
72

∫

x1,y1,z1
x2,y2,z2

S
(3)
col,J (x1, y1, z1)S

(3)
col,J (x2, y2, z2)

×
〈
ζ̃(x1)ζ̃(y1)ζ̃(z1)ζ̃(x2)ζ̃(y2)ζ̃(z2)

〉
0,J

+O
(
ℏ2
)
]
,

(68)

where

〈
· · ·
〉
0,J =

1

Zcol,0

[
J
]
∫

Dζ̃ · · · e−
1
ℏS0

col,σcl;J

[
ζ̃
]
, (69)

and

Zcol,0

[
J
]
=

∫
Dζ̃ e−

1
ℏS0

col,σcl;J

[
ζ̃
]
. (70)

Introducing the Feynman rules:

x, a y, b → Gσcl;J ;ab(x, y) , (71a)

x y → Dσcl;J (x, y) , (71b)

a bx → i

√
λ

3
δab , (71c)

×
x, a

→ Ja(x) , (71d)

x y

z

→ S
(3)
col,J (x, y, z) , (71e)

x y

zu
→ S

(4)
col,J (x, y, z, u) , (71f)

the terms involved in the brackets of the right-hand side
of Eq. (68) read:

∫

x,y,z,u

S
(4)
col,J (x, y, z, u)

〈
ζ̃(x)ζ̃(y)ζ̃(z)ζ̃(u)

〉
0,J

= 3 ,

(72)

and

∫

x1,y1,z1
x2,y2,z2

S
(3)
col,J (x1, y1, z1)S

(3)
col,J (x2, y2, z2)

×
〈
ζ̃(x1)ζ̃(y1)ζ̃(z1)ζ̃(x2)ζ̃(y2)ζ̃(z2)

〉
0,J

= 9 + 6 .

(73)

In these expressions, the propagator of the collective field
as well as the vertex functions can be evaluated after ex-
ploiting the following expression for the derivative of the
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original field propagator Gσ̃ defined by Eq. (35):

δGσ̃;ab(x, y)

δσ̃(z)

=
δ
(
G−1

σ̃

)−1

ab
(x, y)

δσ̃(z)

= −
∫

u,v

Gσ̃;a
c (x, u)

δG−1
σ̃;cd(u, v)

δσ̃(z)
Gσ̃;

d
b (v, y)

= −i

√
λ

3
Gσ̃;a

c (x, z)Gσ̃;cb(z, y) .

(74)

From this, we show:

D−1
σcl;J (x, y) =−

x y

× ×
− 1

2
x y

+ δ(x− y) ,

(75)

x y

z

=

x y

z

×

×
+

x y

z

×

×
+

x y

z

× ×

+

x y

z
,

(76)

and

x y

zu
=−


 x y

zu

×

×

+
x

y

zu

×

×

+
x

y

zu

×

×

+
x y

zu

× ×
+

x y

zu

×

×

+
x y

zu
××

+
x y

zu
××

+
x y

zu

×

×

+
x y

zu

× ×
+

x
y

zu

×

×

+
x

y

zu

×

×

+
x y

zu

×

×

+
x y

zu

+
x y

zu

+
x y

zu


 .

(77)

After plugging the vertex functions (76) and (77) into Eqs. (72) and (73) combined with Eq. (68), the Schwinger
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functional in the collective representation is expressed up to order O
(
ℏ2
)
as follows:

WLE;col
[
J
]
=− Scol,J [σcl] +

ℏ
2
Tr
[
ln
(
Dσcl;J

)]

+ ℏ2




1

8


 4

××

+ 4

×

×

+ 4

××

+ 2 +




+
1

12


 6

×

×

×

×

+ 3

×

×

×

×

+ 6

×

×

+




+
1

8


 4

×

×

×

×

+ 4

×

×

×

×

+

×

×

×

×

+ 4

×

×

+ 2

×

×

+







+O
(
ℏ3
)
.

(78)

In the (0+0)-D limit, the collective Schwinger func-
tional expanded up to second order in ℏ satisfies:

WLE;col(J ) =− Scol,J (σcl) +
ℏ
2
ln(Dσcl;J )

− ℏ2

648
G4

σcl;JD2
σcl;JNλ2

[
− 27

− 108Gσcl;J J2 + 5G2
σcl;JDσcl;JNλ

+ 30G3
σcl;JDσcl;J J2Nλ

+ 45G4
σcl;JDσcl;J J4Nλ

]

+O
(
ℏ3
)
,

(79)

where it follows from Eq. (75) that:

D−1
σcl;J =

λN

6
G2

σcl;J
(
2Gσcl;J J2 + 1

)
+ 1 , (80)

where we have used the relations Ja = J ∀a and
Gσcl;J ;ab = Gσcl;J δab with Gσcl;J given by:

G−1
σcl;J = m2 + i

√
λ

3
σcl , (81)

as can be deduced from Eq. (67). In contrast with the
original (and mixed) representation(s), the LE in the col-
lective representation is not organized with respect to the

coupling constant λ, thus making it non-perturbative. The
corresponding expressions for the gs energy and density
are deduced once again after imposing that all sources
vanish. The saddle points of the collective classical action
Scol in (0+0)-D read:

σcl ≡ σcl[J = 0] = i

(√
3m2 ±

√
3m4 + 2Nλ

2
√
λ

)
, (82)

thus yielding a non-perturbative expression for Gσcl
:

G−1
σcl

≡ G−1
σcl;J=0 =

1

2

(
m2 ∓

√
m4 +

2

3
λN

)
, (83)

and for D−1
σcl;J :

D−1
σcl

≡ D−1
σcl;J=0 =

2λN

3
(
m2 ∓

√
m4 + 2

3λN
)2 + 1 , (84)

at vanishing J . We then deduce the series ex-
pansions for the gs energy and density valid
for all N ≥ 1 and for both signs of m2:
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ELE;col
gs =−

3m4 +Nλ−m2
√
9m4 + 6Nλ+ 2Nλ ln

(
12π

3m2+
√
9m4+6Nλ

)

4ℏλ

+
1

2
ln

(
1 +

6Nλ
(
3m2 +

√
9m4 + 6Nλ

)2

)

− ℏ
Nλ2

6
(
3m4 + 2Nλ+m2

√
9m4 + 6Nλ

)3
[
27m4 + 8Nλ+ 9m2

√
9m4 + 6Nλ

]

+ ℏ2
10m2Nλ3

(
3m4 + 2Nλ+m2

√
9m4 + 6Nλ

)6

×
[
108m10 + 90m6Nλ+ 15m2N2λ2 +

(
N2λ2 + 18m4Nλ+ 36m8

)√
9m4 + 6Nλ

]

− ℏ3
2Nλ4

45
(
3m4 + 2Nλ+m2

√
9m4 + 6Nλ

)9

×
[
9185400m20 + 11136204m16Nλ+ 3610818m12N2λ2 + 52650m8N3λ3 − 70605m4N4λ4

− 1792N5λ5 +
(
− 7119m2N4λ4 − 48474m6N3λ3 + 476550m10N2λ2 + 2691468m14Nλ

+ 3061800m18
)√

9m4 + 6Nλ
]

+O
(
ℏ4
)
,

(85)

and

ρLE;col
gs =

6

3m2 +
√
9m4 + 6Nλ

+

√
3m2 +

√
3m4 + 2Nλ√

3m4 + 2Nλ

×
{

− ℏ
6λ(

3m2 +
√
9m4 + 6Nλ

) (
3m4 + 2Nλ+m2

√
9m4 + 6Nλ

)

+ ℏ2
2λ2

(
3m2 +

√
9m4 + 6Nλ

) (
9m4 +Nλ+ 3m2

√
9m4 + 6Nλ

)
(
3m4 + 2Nλ+m2

√
9m4 + 6Nλ

)4

− ℏ3
10λ3

(
3m2 +

√
9m4 + 6Nλ

)3
(
3m4 + 2Nλ+m2

√
9m4 + 6Nλ

)7

×
[
54m8 + 15m4Nλ− 2N2λ2 +

(
−m2Nλ+ 18m6

)√
9m4 + 6Nλ

]

+ ℏ4
2λ4

(
3m2 +

√
9m4 + 6Nλ

)5

9
(
3m4 + 2Nλ+m2

√
9m4 + 6Nλ

)10

×
[
11340m12 + 2538m8Nλ− 1722m4N2λ2 − 21N3λ3 +

(
− 226m2N2λ2

− 414m6Nλ+ 3780m10
)√

9m4 + 6Nλ

]
+O

(
ℏ5
)
}

,

(86)

where relations homologous to Eqs. (11) and (12) were
exploited. Regarding the 1-point correlation function of
the original field, we deduce from the derivative of the

generating functional Zcol[J ] with respect to the source J⃗

that:

ϕ⃗(x) ∝ δZcol

[
J⃗ , j
]

δJ⃗(x)

∣∣∣∣∣
J⃗=0⃗
j=0

∝
[∫

Dσ̃

(∫

y

Gσ̃(x, y)J⃗(y)

)
e−

1
ℏScol,J [σ̃]

]

J⃗=0⃗
j=0

= 0⃗ ,
(87)
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to all orders of the collective LE, regardless of the dimen-
sion. In other words, the O(N) symmetry, although pos-
sibly (spontaneously) broken down at the classical level,
always gets exactly restored from the first non-trivial or-
der of the collective LE, whereas its original counterpart
shows no sign of such a restoration (at N = 1) according
to Fig. 4.

Results obtained from Eqs. (85) and (86) are plotted
in Figs. 2 and 3, respectively at N = 1 and N = 2. The
first orders of the collective LE lie fairly close to the exact
solutions, even in the broken-symmetry phase where no
description can be obtained for N ≥ 2 within the original
(and mixed) LE(s). Hence, the introduction of a collective
dof in the framework of the LE can lead to excellent results
already at the first non-trivial order (i.e. at order O(ℏ)
for Egs and O(ℏ2) for ρgs) in the strongly-coupled regime
of the studied model: a parallel can thus be drawn with
the nuclear EDF approach and its excellent results at the
Hartree-Fock(-Bogoliubov) level. However, the collective
LE series are also asymptotic and divergent, even though
this remains less apparent from Figs. 2 and 3 as compared
with the original LE. Note furthermore that the 1/N -
expansion coincides with the collective LE at their first
non-trivial orders according to Figs. 2 and 3 (recall that
the derivation of the series underlying the 1/N -expansion
for the studied toy model is outlined in Appendix B). Al-
though this equivalence breaks down at higher truncation
orders, it illustrates the non-perturbative character of the
collective LE. From this connection, we also expect the
collective LE to be more and more performing as N in-
creases, which is in accordance with Figs. 2 and 3.

It is acknowledged that asymptotic series hide relevant
information about the system, which needs to be deci-
phered through proper resummation techniques. Within
this frame, perturbation theory is typically combined
with a meticulously crafted analytic continuation func-
tion, yielding accurate results far beyond the weakly-
interacting regime, and even allowing for the computation
of genuinely non-perturbative features from low-order per-
turbation theory, as discussed in the next section.

4.2 Resummation procedures

4.2.1 Padé-Borel resummation

We first consider one of the most conventional and
widespread resummation procedure, i.e. the Padé-Borel
approach [75–79]. The latter notably enriches the struc-
ture of the asymptotic series taken as input by construct-
ing from it a rational function known as Padé approximant
(see appendix C.1 for further details). We compared the
performances of the Padé-Borel resummation procedure
in reproducing the gs energy and density for the studied
toy model under various settings, namely by following the
step-by-step procedure: i) change the order M of the orig-
inal LE up to order O

(
g3
)
; ii) consider all the possible

Padé approximants4 at a given order M ; iii) either resum

4 In the present study, all Padé approximants are determined
with the PadeApproximant function of Mathematica 12.1.

the power series or transseries representation of the par-
tition function Z and, from there, compute the gs energy
and density (indicated by PBZ in Figs. 5 and 6), or di-
rectly consider the perturbative expansion of the gs energy
and density (given by Eqs. (56) to (59)) and then proceed
with their resummation (indicated by PBEgs

and PBρgs
in

Figs. 5 and 6). The best results are displayed as lines with
a symbol (the color indicates the truncation order in
the original LE while the filled/open aspect refers to the
power series/transseries representation of the resummed
quantity) in Figs. 5 and 6, at N = 1 and 2 respectively.
Note that, although the series representation of the parti-
tion function directly follows from Eq. (41), the determi-
nation of its transseries representation requires some extra
work involving e.g. Picard-Lefschetz theory [111,112] (re-
call that this derivation is detailed in appendix D). In the
unbroken-symmetry regime, the best description of the
gs energy on the one hand is obtained at N = 1 and 2
with the Padé-Borel resummation of the perturbative se-
ries for Egs pushed up to order O

(
g3
)
( ), with [1/2]

Padé approximants. On the other hand, the best reproduc-
tion of the gs density in the unbroken-symmetry regime is
achieved via Padé-Borel resummation of the original LE
series for ρgs pushed up to order O

(
g3
)
( ) (up to

order O(g) ( )) with [1/2] ([0/1]) Padé approximants
at N = 1 (N = 2). In the broken-symmetry regime at
N = 1, the best description of the gs energy and density
is given by the Padé-Borel-Écalle resummation5 [113] of
the transseries representation of Z at order O

(
g2
)
in the

original LE ( ), with [1/1] Padé approximants. In all
these cases, a major improvement over the bare LE results
can be noticed, i.e. (except form2 < 0) the global behavior
of the gs energy and density with respect to the coupling
strength λ/4! is now consistent with the exact trend over
the whole range of tested values (i.e. for λ/4! ∈ [0, 10],
which is wider than [0, 1] considered in Figs. 2 and 3),
and even quantitatively reproduced up to λ/4! ∼ 2.

4.2.2 Conformal mapping

While the Padé-Borel resummation procedure only in-
volves the knowledge about the first terms of the initial
asymptotic series, the method of Borel transform with
conformal mapping also exploits the knowledge of the
large-order behavior of this series by continuing the Borel
transform beyond its circle of convergence with a mapping
of the Borel plane to a circle of unit radius [80] (see ap-
pendix C.2 for further details). The gs energy and density
obtained for our toy model after a conformal mapping re-
summation of the partition function Z are displayed as

( ) when Z is represented by a power series
(transseries) in Figs. 5 and 6, at N = 1 and 2 respec-
tively. As far as the energy is concerned, the conformal

5 The Padé-Borel-Écalle resummation is obtained from a
slight modification of the integration path underlying the in-
verse Borel transforms in the corresponding Padé-Borel re-
summation procedure, thus avoiding singularities in the Borel
plane.
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Fig. 5. Gs energy Egs (upper panel) or density ρgs (lower
panel) calculated at ℏ = 1, m2 = ±1 and N = 1, and com-
pared with the corresponding exact solution (black dots). All
presented results are obtained from series determined via the
LE in the original representation.

mapping resummation applied to the partition function
yields results in better agreement with the exact ones, es-
pecially in the strongly-interacting regime (for λ/4! ≳ 2

0 2 4 6 8 10
λ

4!m2

−1.5

−1.0

−0.5

0.0

E
gs

exact solution

original LE PBEgs
[1/2]

original LE conformal mapping O(g3)

original LE H3BZ

0 2 4 6 8 10
λ

4!m2

0.0

0.2

0.4

0.6

0.8

1.0

ρ
gs

exact solution

original LE PBρgs
[0/1]

original LE conformal mapping O(g3)
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Fig. 6. Same as Fig. 5 with m2 = +1 and N = 2 instead.
As in Fig. 3, no finite results can be obtained in the broken-
symmetry phase from the LE in the original (and mixed) rep-
resentation(s).

more specifically), in comparison with the estimates ob-
tained via Padé-Borel resummation of the energy pertur-
bative series at the same order of the original LE. The
results are however not as good for the gs density. In the
phase with m2 < 0 where the partition function is not
Borel-summable, Fig. 5 shows the gs energy and density
of the system obtained both from Z represented by an am-
biguous power series and by a resurgent transseries. In the
former case, the global behavior of the gs energy with the
coupling strength is fairly well reproduced, but a quan-
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titative reproduction of the exact result is not achieved,
even in the weakly-interacting limit. The gs density, when
deduced from a power series representation of Z, misses
the monotonic decreasing displayed by the exact result
when going from weak to strong couplings. Representing
Z by a transseries slightly improves the description of the
gs energy and density of the system, with now a correct
description of the range set by λ/4! ≲ 1.

4.2.3 Borel-hypergeometric resummation

Borel-hypergeometric or Meijer-G resummation [81–87]
extends the idea behind Padé approximants while try-
ing to overcome the known issues of the latter6 by
working with more sophisticated continuation functions,
i.e. hypergeometric functions, which can notably mimic
branch cuts in the complex plane, and whose Borel in-
tegral is known and conveniently represented by Mei-
jer G-functions [114, 115]. To our knowledge and unlike
the other resummation methods discussed previously, the
Borel-hypergeometric resummation has never been ap-
plied to any O(N)-symmetric theory, putting aside the
(0+0)-D case at N = 1 [86]. We will push our investiga-
tions in (0+0)-D up to N = 4 in the present study. The
gs energy and density of the system obtained from the
Borel-hypergeometric resummation of the partition func-
tion are reported in Figs. 5 and 6 at N = 1 and 2 re-
spectively. Results corresponding to the third non-trivial
order of the original LE are displayed as ( )
when Z is represented by a power series (transseries). The
Borel-hypergeometric resummation of the partition func-
tion yields the best results among all the resummation
schemes, as could have been expected from the fact that
the exact solutions for Egs and ρgs (given by Eqs. (14)
and (15)) are both related through Eq. (9) to hyperge-
ometric functions which exhibit branch cuts themselves.
The Borel-hypergeometric resummation even leads to an
exact description of the partition function of the O(2)-
and O(4)-symmetric theories from the third non-trivial
order of the original LE, as shown by Fig. 7 (see ap-
pendix C.3 for more details on this point). The present
analysis thus illustrates that particularly high accuracies
can be reached with the Borel-hypergeometric resumma-
tion at fairly low orders, when trying to describe functions
exhibiting branch cuts.

Hence, resummation techniques offer an impressive
way of extracting sensible results from the very simple
ordinary perturbation theory (i.e. the original LE) over a
wide range of values for the coupling constant λ/4!, includ-
ing the strongly-coupled regime. The various resummation
techniques at our disposal actually render the LE (and all
other techniques based on asymptotic series) rather ver-
satile. The description of the gs energy and density (as

6 As rational functions, Padé approximants built-in singular-
ities are poles. Hence, since many poles are needed to mimic a
branch cut, the Padé-Borel resummation procedure converges
slowly when the Borel transform to be approximated displays
branch cuts.
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Fig. 7. Gs energy Ecalc
gs (upper panel) or density ρcalcgs (lower

panel) calculated from Borel-hypergeometric resummation ap-
plied to the original (or mixed) LE series up to their third
non-trivial order (notably labeled “LE H3BZ” in Figs. 5 and 6,
which correspond to the present results (in the unbroken-
symmetry regime) labeled “N = 1” and “N = 2”, respec-
tively). More specifically, we show here the difference between
these results and the corresponding exact solution Eexact

gs or
ρexactgs at ℏ = 1, m2 = +1 and N = 1, 2, 3 and 4.

well as the 1-point correlation function ϕ⃗ at N = 1 in the
phase with m2 < 0) are significantly improved at trivial
cost. However, a very accurate reproduction of the sys-
tem’s features requires to reach at least the third non-
trivial order of the original LE, which can be difficult to
determine in realistic cases. Besides, the theoretical foun-
dation of the nuclear EDF can not be found in standard
perturbation theory (even when completed by a resumma-
tion procedure), as no self-consistent dressing of, e.g., the
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field propagator is achieved and the energy is not obtained
as a functional of the density in the spirit of DFT. We now
turn to an optimized version of perturbation theory which
bears stronger resemblance with EDFs as it involves a col-
lective dof (even in the original representation of our O(N)
model) and relies on self-consistent expansions.

4.3 Optimized perturbation theory

Just like the LE, OPT relies on a partitioning step defin-
ing an unperturbed and a residual part of the classical
action under consideration. However, OPT offers the pos-
sibility to optimize the chosen reference part. We actu-
ally name OPT all strategies involving an optimized split-
ting into unperturbed and residual parts via some con-
ditions, which includes more approaches than those ex-
ploited in Refs. [116–139], such as variational perturba-
tion theory (VPT) [79, 140, 141], linear delta-expansion
(LDE) [142], self-consistent expansion (SCE) [143, 144],
self-similar perturbation theory [145] or order-dependent
mapping (ODM) [146, 147]. Hence, in the framework of
OPT, there exists an infinite number of acceptable refer-
ence parts S0

σ depending on some parameter σ(x) (which
is a collective dof and a classical field, not to be con-
fused with the collective quantum field σ̃(x) introduced
via HST), thus yielding the following splitting:

S
[
⃗̃φ
]
= S0

σ

[
⃗̃φ
]
+ S1

σ

[
⃗̃φ
]

≡
(
S0
[
⃗̃φ
]
− 1

2

∫

x

σ(x)⃗̃φ
2
(x)

)

+

(
S1
[
⃗̃φ
]
+

1

2

∫

x

σ(x)⃗̃φ
2
(x)

)
,

(88)

where the original splitting appears as the particular case
where σ(x) = 0. Formally, one has done nothing but
adding and subtracting an arbitrary quadratic term in the
classical action. The idea behind OPT is then to exploit
the introduction of such a Gaussian kernel to reorganize
the partitioning into unperturbed and residual parts in a
more flexible fashion, where non-perturbative correlations
are shifted towards the easily solvable unperturbed chan-
nel. Indeed, when the perturbative expansion around S0

σ is
truncated at some finite order, physical quantities exhibit
an artificial dependence in the parameter σ(x) that must
be fixed. Relevant choices of σ(x), such that S0

σ mimics as
faithfully as possible the full action S, allow us to dress
the propagator of the original field with non-trivial physics
and turn the original divergent perturbative series into an
exponentially-fast convergent one. The OPT expansion is
thus self-consistent, hence the aforementioned connection
with the nuclear EDF approach.

Several optimization criteria can be devised to this
end:

– In the ODM approach, σ(x) is determined accord-
ing to mathematical convergence properties of the se-
ries [147].

– Other classes of strategies are based on the fact that
a given physical quantity O(k) computed at kth or-
der of the OPT expansion exhibits an artificial de-
pendence with respect to σ(x), so that one should try
to make O(k) minimally sensitive to it. This can be
achieved via the so-called principle of minimal sensi-
tivity (PMS) [116], i.e. a variational principle impos-
ing:

δO(k)

δσ(x)

∣∣∣∣
σ=σ

(k)
PMS

= 0 , (89)

or via the turning point (TP) method [148] where one
rather looks for a plateau in the behavior of O(k) with
respect to σ(x):

δ2O(k)

δσ(x)2

∣∣∣∣
σ=σ

(k)
TP

= 0 , (90)

or via the fastest apparent convergence (FAC) [116]
where σ(x) is fixed so that O calculated at two subse-
quent OPT orders yields the same result, i.e.:

[
O(k) −O(k−1)

]
σ=σ

(k)
FAC

= 0 , (91)

which amounts to imposing that the kth coefficient in
the OPT expansion is zero.

– Another kind of optimization procedure involves a self-
consistent condition (SCC) for σ(x) where some phys-
ical features of the system are asked to be faithfully
reproduced from the zeroth order of the description.
In the spirit of Kohn-Sham DFT, one can ask that the
2-point correlation function of the system calculated

at kth order of the OPT expansion
〈
⃗̃φ(x) · ⃗̃φ(y)

〉(k)

(which reduces to the density at y = x) coincides with

the zeroth-order one
〈
⃗̃φ(x) · ⃗̃φ(y)

〉(0)
:

[〈
⃗̃φ(x) · ⃗̃φ(y)

〉(k)
−
〈
⃗̃φ(x) · ⃗̃φ(y)

〉(0)]

σ=σ
(k)
SCC

= 0 .

(92)
Such an optimization procedure, like the previous ones
(PMS, TP, FAC), requires the calculation of a physical
quantity at kth order of the OPT expansion, which
is often difficult to achieve. We can use instead the
following alternative implementation of the SCC:

[〈(
⃗̃φ(x) · ⃗̃φ(y)

)m(k)
〉(1)

−
〈(

⃗̃φ(x) · ⃗̃φ(y)
)m(k)

〉(0)
]

σ=σ
(k)
SCC

= 0 ,

(93)

which is only a first-order relation, therefore easy to
compute. The dependence in the working expansion
order k appears via the exponent of the correlation
function m(k). In particular, a dependence of the form
m(k) = k was studied in Ref. [149] and shown to yield
an exponentially-fast convergent series representation
of physical quantities.
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OPT has been widely used for decades via the above
optimization criteria [79, 116–147]. In particular, we can
mention a previous study [74] of the unbroken-symmetry
phase of the (0+0)-D O(N) model considered in the
present work using OPT based on the PMS, the TP
method and the FAC. However, this work exploits the
(0+0)-D nature of the problem to directly expand the
quantities of interest, thus bypassing notably the diagram-
matic constructions underlying Wick’s theorem that can
hardly be avoided in finite dimensions. In what follows,
we will not use such a shortcut and construct the dia-
grammatic series underlying OPT for our O(N) model
in arbitrary dimensions7 as usual. We will investigate the
SCC as well and extend results of Ref. [74] to the broken-
symmetry regime of the studied (0+0)-D O(N) model.

We thus turn back to our O(N) model with classical
action (20) for which the partitioning (88) reduces to:

S
[
⃗̃φ
]
= S0

σ

[
⃗̃φ
]
+ S1

σ

[
⃗̃φ
]
, (94)

with

S0
σ

[
⃗̃φ
]
=

1

2

∫

x,y

φ̃a(x)G−1
σ;ab(x, y)φ̃

b(y) , (95)

S1
σ

[
⃗̃φ
]
=

∫

x

[
λ

4!

(
⃗̃φ
2
(x)
)2

+
1

2
σ(x)⃗̃φ

2
(x)

]
, (96)

and the OPT propagator defined as follows:

G−1
σ;ab(x, y) =

(
−∇2

x +m2 − σ(x)
)
δabδ(x− y) . (97)

The propagator underlying the OPT expansion is thus
dressed by σ(x) instead of the classical solution φ⃗cl(x) in
the original LE. We then proceed as for the LE with the
expansion of the partition function:

Z =

∫
D⃗̃φ e

−
(
S0
σ

[
⃗̃φ
]
+δS1

σ

[
⃗̃φ
])

, (98)

where a fictitious factor δ has been introduced in order to
keep track of the order for the OPT expansion (δ must
therefore be set equal to 1 at the end of all calculations,
which is the condition for Eq. (98) to reduce to the original
partition function of the studied O(N) model) and we set
ℏ = 1 in this entire section on OPT. Taylor expanding the
exponential of the residual action S1

σ in Eq. (98) yields the
following expressions:

ZOPT

=

(∫
D⃗̃φ e−

∫
x,y

φ̃a(x)G−1
σ;ab(x,y)φ̃

b(y)

)

×
[
1 +

∞∑

k=1

(−δ)
k

k!

k∑

l=0

(
k
l

)

×
〈(

1

2

∫

x

σ(x)⃗̃φ
2
(x)

)k−l(
λ

4!

∫

x

(
⃗̃φ
2
(x)
)2)l

〉

0,σ

]
,

(99)

7 Note that the construction of diagrammatic series in the
framework of OPT has already been discussed in Ref. [118] for
a φ4-theory, but not for the O(N)-symmetric case.

and

WOPT

=
1

2
STr [ln(Gσ)]

+

∞∑

k=1

(−δ)
k

k!

k∑

l=0

(
k
l

)

×
〈(

1

2

∫

x

σ(x)⃗̃φ
2
(x)

)k−l(
λ

4!

∫

x

(
⃗̃φ
2
(x)
)2)l

〉c

0,σ

,

(100)

where the σ-dependent expectation value is defined by:

〈
· · ·
〉
0,σ

≡ 1

Z0,σ

∫
D⃗̃φ · · · e−S0

σ

[
⃗̃φ
]
, (101)

with

Z0,σ =

∫
D⃗̃φ e−S0

σ

[
⃗̃φ
]
. (102)

The connected correlation functions in Eq. (100) are then
rewritten with the help of Wick’s theorem together with
the Feynman rules:

x, a y, b → Gσ;ab(x, y) , (103a)

xa
b

c
d → λδabδcd , (103b)

x
a b → σ(x)δab . (103c)

In this way, the Schwinger functional reads up to the first
order in δ:

WOPT =
1

2
STr [ln(Gσ)]

− δ


 1

2
+

1

24

+
1

12




+O
(
δ2
)
.

(104)

We deduce the expressions of the partition function
and the Schwinger functional of our O(N) model in the
(0+0)-D limit (pushed up to order O(δ3) in the OPT ex-
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pansion and setting δ = 1):

ZOPT;(3)

= (2πGσ)
N
2

[
1− NσGσ

2

+
N(N + 2)

8

(
σ2 − λ

3

)
G2

σ

+
N(N + 2)(N + 4)

48

(
λ− σ2

)
σG3

σ

+
N(N + 2)(N + 4)(N + 6)

192

(
λ

6
− σ2

)
λG4

σ

− N(N + 2)(N + 4)(N + 6)(N + 8)

2304
λ2σG5

σ

− N(N + 2)(N + 4)(N + 6)(N + 8)(N + 10)

82944
λ3G6

σ

]
,

(105)

and

WOPT;(3)

=
N

2
ln(2πGσ)−

NσGσ

2
− 1

24
N
(
λ (N + 2)− 6σ2

)
G2

σ

+
1

12
Nσ

(
λ (N + 2)− 2σ2

)
G3

σ

+
1

144
λN (N + 2)

(
λ (N + 3)− 18σ2

)
G4

σ

− 1

36
λ2Nσ

(
N2 + 5N + 6

)
G5

σ

− 1

2592
λ3N

(
5N3 + 44N2 + 128N + 120

)
G6

σ ,

(106)

with the dressed propagator:

Gσ =
1

m2 − σ
, (107)

and σ to be determined via one of the optimization con-
ditions discussed previously. The gs energy and density of
our (0+0)-D O(N) model (for all N ≥ 1 and for both the
unbroken- and broken-symmetry phases) obtained from
OPT thus read:

EOPT;(3)
gs =− N

2
ln

(
2π

m2 − σ

)
+

N

2592(m2 − σ)

(
1296σ

+
108(λ(2 +N)− 6σ2)

m2 − σ

− 216σ(λ(2 +N)− 2σ2)

(m2 − σ)2

− 18λ(2 +N)(λ(3 +N)− 18σ2)

(m2 − σ)3

+
72λ2(6 + 5N +N2)σ

(m2 − σ)4

+
λ3(120 + 128N + 44N2 + 5N3)

(m2 − σ)5

)
,

(108)

and

ρOPT;(3)
gs =

1

m2 − σ
− 1

216(m2 − σ)2

(
216σ

+
36(λ(2 +N)− 6σ2)

m2 − σ

− 108(λ(2 +N)σ − 2σ3)

(m2 − σ)2

− 12λ(2 +N)(λ(3 +N)− 18σ2)

(m2 − σ)3

+
60λ2(6 + 5N +N2)σ

(m2 − σ)4

+
λ3(120 + 128N + 44N2 + 5N3)

(m2 − σ)5

)
.

(109)

A definite estimate of the gs energy and density is only
obtained after fixing a value for σ, which we now discuss.

What distinguishes OPT from many other approaches
is the fact that the optimization of the field σ depends on
the working order k. We focus on three classes of optimiza-
tion criteria for σ, namely the PMS, the TP method and
the SCC8. We first consider the PMS, where we either ask

the partition function ZOPT;(k), the gs energy E
OPT;(k)
gs or

the gs density ρ
OPT;(k)
gs , computed at order k (i.e. up to

order O(δk)) of the OPT expansion, to be extremal with
respect to σ, i.e.:

∂ZOPT;(k)

∂σ

∣∣∣∣
σ=σ

(k)
PMS;Z

= 0 , (110)

∂E
OPT;(k)
gs

∂σ

∣∣∣∣∣
σ=σ

(k)
PMS;E

= 0 , (111)

∂ρ
OPT;(k)
gs

∂σ

∣∣∣∣∣
σ=σ

(k)
PMS;ρ

= 0 . (112)

For instance, at the first non-trivial order (i.e. up to order
O(δ)) of the OPT expansion, the three above equations
are polynomial and second-order with respect to σ and
their solutions read:

σ
(1)
PMS;Z =

1

6 (N + 2)

(
3m2 (N + 4)

±
√
3N (λ (N2 + 4N + 4) + 3Nm4)

)
,

(113)

σ
(1)
PMS;E =

1

2

(
m2 ±

√
m4 +

2λ

3
(N + 2)

)
, (114)

8 The study of Ref. [74] has already shown that the FAC opti-
mization procedure is less performing than the PMS approach
when determining the gs energy, the self-energy and the fourth-
order vertex function Γ (1PI)(4)

(
ϕ⃗ = 0⃗

)
in the framework of the

unbroken-symmetry phase of the toy model considered here.
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σ
(1)
PMS;ρ =

1

2

(
m2 ±

√
m4 + λ (N + 2)

)
. (115)

The complexity of the PMS equations (110) to (112) in-
creases with the truncation order, i.e. with the working
order k. We illustrate in Fig. 8 at N = 1 and 2 that,
for the purpose of determining Egs or ρgs, it is in gen-
eral more efficient to apply the PMS directly on the OPT
series representing Egs or ρgs respectively (i.e. to exploit
Eqs. (111) and (112)), rather than on Z (i.e. rather than
using Eq. (110)). We can already appreciate in this figure
the nice convergence properties of OPT at its first two
non-trivial orders, which will be discussed further later in
this section. Considering then the TP method, the opti-
mization of σ relies on the equations:

∂2E
OPT;(k)
gs

∂σ2

∣∣∣∣∣
σ=σ

(k)
TP;E

= 0 , (116)

∂2ρ
OPT;(k)
gs

∂σ2

∣∣∣∣∣
σ=σ

(k)
TP;ρ

= 0 , (117)

whose solutions are, at the first non-trivial order of the
OPT expansion:

σ
(1)
TP;E = ±

√
m4 +

λ

2
(N + 2) , (118)

σ
(1)
TP;ρ =

1

4

(
m2 ±

√
9m4 + 8λ (N + 2)

)
. (119)

As for the PMS, the complexity of the TP optimization
equations such as Eqs. (116) and (117) grows with the
working order k. Finally, we implement the optimization
of σ via the SCC by solving the equation:

〈(
⃗̃φ
2
)k〉(1)

0,σ=σ
(k)
SCC

=

〈(
⃗̃φ
2
)k〉(0)

0,σ=σ
(k)
SCC

, (120)

where the σ-dependent expectation value is already de-
fined by Eqs. (101) and (102) in arbitrary dimensions.
Whatever the working order k in the OPT expansion, the
complexity of the SCC equation (120) remains that of a
second-order polynomial equation in σ. It is the order of
the correlation functions involved in both the right-hand
and left-hand sides of this SCC equation that changes with
k. One can then write the solutions of Eq. (120) for all k
as:

σ
(k)
SCC =

1

2

(
m2 ±

√
m4 +

2λ

3
(N + k + 1)

)
. (121)

Hence, the solutions (114) and (121), obtained respec-
tively from the PMS and the SCC, coincide at k = 1.

It is also instructive to analyze from the latter solutions
how the propagator gets renormalized in the frameworks
of both OPT and the collective LE. To that end, we write
the dressed unperturbed propagators in the generic form:

G⋆
0;ab =

1

m2
⋆

δab , (122)
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Fig. 8. Difference between the calculated gs energy Ecalc
gs and

the corresponding exact solution Eexact
gs atN = 1 (upper panel)

and N = 2 (lower panel), with ℏ = 1 and m2 = ±1.

with m⋆ being a renormalized mass. On the one hand, we
have obtained for the collective LE:

m2
⋆;LE;col = m2 + i

√
λ

3
σcl

=
1

2

(
m2 +

√
m4 +

2λ

3
N

)
,

(123)

as follows from Eq. (82)9. However, the LE propagators
are the same whatever the working order k of the LE
whereas the propagator involved in OPT depends on the
collective dof σ, which itself depends on the working order
k (i.e. it depends up to which order O(δk) the OPT is car-
ried out), namely m2

⋆;OPT = m2
⋆;OPT(σ(k)). Focusing on

the PMS and SCC optimization procedures only, we ob-

9 Only the minus sign solution (which is the physical solu-
tion) is taken in Eq. (82) to obtain the second line of Eq. (123).
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tain10 at the first non-trivial order of the OPT expansion:

m2
⋆;OPT;PMS;E;(1) =

1

2

(
m2 +

√
m4 +

2λ

3
(N + 2)

)
,

(124)

m2
⋆;OPT;PMS;ρ;(1) =

1

2

(
m2 +

√
m4 + λ (N + 2)

)
, (125)

and, up to order O
(
δk
)
of the OPT expansion,

m2
⋆;OPT;SCC;(k) =

1

2

(
m2 +

√
m4 +

2λ

3
(N + k + 1)

)
.

(126)
We recover of course the property m2

⋆;OPT;SCC;(1) =

m2
⋆;OPT;PMS;E;(1) discussed before but we can also see

a significant resemblance between the renormalized
masses (124) and (126) obtained from OPT via PMS and
SCC on the one hand and, on the other hand, that given
by Eq. (123) for the collective LE.

Our OPT results are compared at N = 2 with those
of the collective LE (combined with the best tested re-
summation procedure for the third non-trivial order) in
Figs. 9 and 10. An excellent reproduction of the gs energy
and density is achieved with OPT based on the PMS,
which notably results in an accuracy around 0.5% at the
third non-trivial order in both the unbroken- and broken-
symmetry regimes at N = 2, as shown notably by Fig. 10.
At the first non-trivial order, the PMS and the SCC lead
to identical results, as justified below Eq. (121) and illus-
trated by Fig. 9. However, Fig. 10 shows (still at N = 2)
that the PMS slightly outperforms the SCC: for exam-
ple, the corresponding estimates for Egs are respectively
around 0.6% and 1.1% throughout most of the tested
range of values for the coupling constant. This loss of ac-
curacy of the SCC as compared to the PMS is rather small
considering the simplicity of the underlying equations to
solve: at the third non-trivial order (and regardless of the
values of N and m2), the SCC still amounts to find the
roots of a quadratic polynomial whereas the PMS criterion
is now a polynomial equation of order 6. Note also that,
according to Figs. 9 and 10, the TP method is clearly less
performing than the SCC and the PMS at the first non-
trivial order of the OPT expansion but becomes compa-
rable to SCC at the third one, whereas the underpinning
equations to solve are closer to those of the PMS in terms
of complexity. The TP method is thus disappointing (as
compared to both the PMS and the SCC) in that respect.

Comparing the two best approaches investigated so
far, i.e. OPT and the collective LE, Figs. 9 and 10 show
that, after combination with resummation, the collective
LE outperforms OPT at both the first and third non-
trivial orders for both Egs and ρgs, at N = 2. Further-
more, as discussed earlier from Figs. 2 and 3, the per-
formances of the collective LE are expected to improve

10 Similarly to Eq. (123), expressions (124), (125) and (126)
are all physical solutions. They are obtained by taking the
minus sign solutions of (114), (115) and (121), respectively.
Their physical character can be seen from the fact that they
all reduce to m2

⋆ = m2 at λ = 0 and m2 ≥ 0.
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Fig. 9. Difference between the calculated gs energy Ecalc
gs (up-

per panel) or density ρcalcgs (lower panel) and the corresponding
exact solution Eexact

gs or ρexactgs at ℏ = 1, m2 = ±1 and N = 2.
The presented results are the first non-trivial orders of the col-
lective LE and OPT with the three different tested optimiza-
tion procedures. See also the caption of Fig. 2 for the meaning
of the indication “O

(
ℏn

)
” for the collective LE results.

with N due to its connection with the 1/N -expansion
whereas such an argument does not hold for OPT (for
instance, the performances of OPT in Fig. 8 do not dif-
fer significantly at N = 1 and 2). However, regarding
the formalisms underpinning these two techniques, the
diagrammatic representations of their respective expan-
sions is much more demanding to determine on the side
of the collective LE: whereas OPT diagrams are directly
obtained by adding the square vertex (103c) to the dia-

grams of the original LE at φ⃗cl = 0⃗ (i.e. in the unbroken-
symmetry regime) in all possible ways, the collective LE
requires to construct the diagrammatic expressions of all

vertex functions S
(n)
col,J for n = 2, · · · , 2k to determine the

corresponding Schwinger functional up to order O
(
ℏk
)
.

As can be inferred from Eqs. (76) and (77) expressing re-



K. Fraboulet and J.-P. Ebran: Addressing energy density functionals in the language of path-integrals I 23

−10 −5 0 5 10
λ

4!m2

−2

−1

0

1

2

( E
ca

lc
gs
−
E

ex
ac

t
gs

) ·
10

2

collective LE O(h̄4)

collective LE PBEgs
[1/2]

OPT (TP on Egs) O(δ3)

OPT (PMS on Egs) O(δ3)

OPT (SCC) O(δ3)

−10 −5 0 5 10
λ

4!m2

−1.5

−1.0

−0.5

0.0

0.5

1.0

1.5

( ρ
ca

lc
gs
−
ρ

ex
ac

t
gs

) ·
10

2

collective LE O(h̄4)

collective LE PBZ [2/1]

collective LE PBρgs
[2/2]

OPT (TP on ρgs) O(δ3)

OPT (PMS on ρgs) O(δ3)

OPT (SCC) O(δ3)

Fig. 10. Same as Fig. 9 but for the third non-trivial orders
of the collective LE (including the best tested resummation
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schemes) and of OPT.

spectively S
(3)
col,J and S

(4)
col,J , the determination of the dia-

grammatic expressions of S
(n)
col,J becomes quickly lengthy

as n increases. This cumbersomeness directly results from
the logarithm structure of the collective classical action.
Hence, the simplicity of the construction of diagrammatic
series is an important advantage of OPT, over the collec-
tive LE in particular.

In conclusion, OPT offers an interesting framework to
describe strongly-coupled many-body systems at low cost.
As opposed to LEs, OPT results are directly systemati-
cally improvable in the sense that they do not rely on
resummation procedures: they take the form of (tremen-
dously) fast convergent series (see notably Refs. [150–153]
for detailed studies on the convergence behavior of OPT
series). However, the energy and the density are not tied in
a functional as in the EDF approach. We now investigate

the third and last family of approaches considered in the
present study of diagrammatic PI techniques. These ap-
proaches, coined as SCPT, are based on EAs from which
one can work with functionals of the correlation functions
of the theory, or their local versions that can coincide with
e.g. the density of the system. We will also see that SCPT
relies, as its name suggests, on self-consistent equations
(in finite dimensions), another important feature shared
with the EDF approach.

4.4 Self-consistent perturbation theory

4.4.1 Original 2PI effective action

The simplest and numerically less demanding implementa-
tions of SCPT are based on 1PI EAs but the latter are ac-
tually not relevant to grasp non-perturbative features for
the studied model, especially because of the constraint of
the O(N) symmetry (see appendix E for further explana-
tions, illustrated with numerical applications for Egs and
ρgs in the original and collective representations). This is
not the case of 2PI EAs, which are closely related to DFT,
and therefore to EDFs, for reasons discussed below. We
thus first consider the 2PI EA in the original represen-
tation, i.e. the original 2PI EA, which has already been
investigated for the O(N)-symmetric φ4-theory in finite
dimensions [154–156], as well as for the (0+0)-D case at
N = 1 [98]. The original 2PI EA is defined as the Legendre
transform:

Γ (2PI)
[
ϕ⃗,G

]
≡−W

[
J⃗ ,K

]
+

∫

x

Ja(x)
δW
[
J⃗ ,K

]

δJa(x)

+

∫

x,y

Kab(x, y)
δW
[
J⃗ ,K

]

δKba(x, y)

=−W
[
J⃗ ,K

]
+

∫

x

Ja(x)ϕa(x)

+
1

2

∫

x,y

ϕa(x)K
ab(x, y)ϕb(y)

+
ℏ
2

∫

x,y

Kab(x, y)Gba(y, x) ,

(127)

with

ϕa(x) =
δW
[
J⃗ ,K

]

δJa(x)
, (128)

Gab(x, y) =
δ2W

[
J⃗ ,K

]

δJa(x)δJb(y)

=
2

ℏ
δW
[
J⃗ ,K

]

δKab(x, y)
− 1

ℏ
ϕa(x)ϕb(y) ,

(129)

and W
[
J⃗ ,K

]
is expressed by Eq. (22). The original 2PI

EA can be expressed in terms of 2PI diagrams only, which
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translates up to second order in ℏ into:

Γ (2PI)
[
ϕ⃗,G

]
= S

[
ϕ⃗
]
− ℏ

2
STr

[
ln
(
G
)]

+
ℏ
2
STr

[
G−1

ϕ G− I
]

+ ℏ2




1

24
+

1

12

− 1

18
− 1

36




+O
(
ℏ3
)
,

(130)

with

G−1
ϕ;ab(x, y) ≡

δ2S[⃗̃φ]

δφ̃a(x)δφ̃b(y)

∣∣∣∣∣
⃗̃φ=ϕ⃗

=

(
−∇2

x +m2 +
λ

6
ϕ⃗2(x)

)
δabδ(x− y)

+
λ

3
ϕa(x)ϕb(x)δ(x− y) ,

(131)

I denotes the identity with respect to both spacetime and
color indices (i.e. Iab(x, y) = δabδ(x− y)) and Eq. (130) is
based on the Feynman rules:

x, a y, b → Gab(x, y) , (132a)

xa
b

c
N → λ

∣∣∣ϕ⃗(x)
∣∣∣ δabδcN , (132b)

xa
b

c
d → λδabδcd , (132c)

and we fix our coordinates in color space once again such
that a spontaneous breakdown of the O(N) symmetry can
only occur in the direction set by a = N (still without any

loss of generality), which implies that
∣∣ϕ⃗(x)

∣∣ = ϕN (x). The
self-consistent equations to solve in the present implemen-
tation of SCPT are obtained by extremizing the original
2PI EA:

δΓ (2PI)
[
ϕ⃗,G

]

δϕ⃗(x)
= 0⃗ ∀x , (133)

δΓ (2PI)
[
ϕ⃗,G

]

δG(x, y)
= 0 ∀x, y . (134)

We have carefully checked that the optimal solutions
found from such gap equations in (0+0)-D always con-
serve the O(N) symmetry of our model in the tested range
λ/4! ∈ [0, 10]. This is illustrated by Fig. 11 which shows
two different solutions of the system made of Eqs. (133)
and (134) with Γ (2PI) considered up to second order in
ℏ: only one of these two solutions exhibits a spontaneous
breakdown of the O(N) symmetry, with a finite 1-point

correlation function ϕ⃗ in the non-perturbative regime. It is
however the solution without SSB (at least over the whole
range of values for λ/4! shown in Fig. 11) that minimizes
the gs energy and can thus be coined as physical solution.
This illustrates that, for the O(N) model under consid-
eration whose exact solution does not break the O(N)

symmetry, we can safely consider the 2PI EA at ϕ⃗ = 0⃗

defined as Γ (2PI)[G] ≡ Γ (2PI)
[
ϕ⃗ = 0⃗,G

]
, without any loss

of accuracy for a given truncation order. Such a restric-
tion enables us to reach more readily higher truncation
orders of the 2PI EA since it imposes that all diagrams
containing vertex (132b) vanish. We thus obtain in this
way:

Γ (2PI)[G] =− ℏ
2
STr

[
ln
(
G
)]

+
ℏ
2
STr

[
G−1

0 G− I
]

+ ℏ2




1

24
+

1

12




− ℏ3




1

72
+

1

144




+ ℏ4




1

324
+

1

108

+
1

324
+

1

216

+
1

1296




+O
(
ℏ5
)
,

(135)

with

G−1
0;ab(x, y) =

(
−∇2

x +m2
)
δabδ(x− y) . (136)
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Requiring that ϕ⃗ = 0⃗ also imposes that the structure of
the propagator vanishes in color space, i.e. Gab = G δab
∀a, b. Hence, Eq. (135) reduces in (0+0)-D to the simple
expression:

Γ (2PI)(G) = ℏ
(
−N

2
ln(2πG) +

N

2

(
m2G− 1

))

+ ℏ2
(
N2 + 2N

24
λG2

)

− ℏ3
(
N2 + 2N

144
λ2G4

)

+ ℏ4
(
N3 + 10N2 + 16N

1296
λ3G6

)

+O
(
ℏ5
)
,

(137)

and the corresponding gap equation reads:

0 =
∂Γ (2PI)(G)

∂G

∣∣∣∣
G=G

= ℏ
(
−N

2
G

−1
+

N

2
m2

)
+ ℏ2

(
N2 + 2N

12
λG

)

− ℏ3
(
N2 + 2N

36
λ2G

3
)

+ ℏ4
(
N3 + 10N2 + 16N

216
λ3G

5
)

+O
(
ℏ5
)
,

(138)

with Gab = G δab ∀a, b. Finally, the gs energy and density
are obtained from the solution G via the relations:

E2PI EA;orig;ϕ⃗ = 0⃗
gs =

1

ℏ
Γ (2PI)

(
G = G

)
, (139)

ρ2PI EA;orig;ϕ⃗ = 0⃗
gs =

ℏ
N

Tra
(
G
)
= ℏG . (140)

The results thus obtained from Γ (2PI)(G) are dis-
played in Fig. 12. The first non-trivial order, which is
implemented by truncating Γ (2PI)(G) right beyond order
O
(
ℏ2
)
, coincides with the standard Hartree-Fock result

as it can be shown that the gap equation (138) is equiva-
lent to a Dyson equation with Hartree-Fock self-energy if
all terms of order O

(
ℏ3
)
or higher are ignored. According

to Fig. 12, this truncation is barely affected as the cou-
pling constant λ increases in the regime set by λ/4! ≳ 1
(for both signs of m2) and achieves an accuracy of about
10% for both Egs and ρgs at N = 2 in this situation. We
have illustrated in this way the non-perturbative charac-
ter of the Hartree-Fock theory and we can thus see that
the present 2PI EA approach is designed to improve this
Hartree-Fock result in a systematic fashion. However, if
we consider the solutions of the gap equation (138) at the
next two orders in ℏ, we actually observe the reverse: in
almost the entire interval λ/4! ∈ [0, 10] for both signs of
m2, the resulting estimates of Egs and ρgs worsen as the
truncation order with respect to ℏ increases. Note that the
series (137) representing Γ (2PI)(G) is also asymptotic and
divergent, even after setting G = G.
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Fig. 11. Two different solutions of the gap equations of the
2PI EA Γ (2PI)

(
ϕ⃗,G

)
at its first non-trivial order for the gs

energy Egs or the 1-point correlation function ϕ⃗ at ℏ = 1,
m2 = −1 and N = 2. More precisely, the upper panel shows
the difference between the gs energy Ecalc

gs calculated from each
of these solutions on the one hand and the corresponding exact
solution Eexact

gs on the other hand. In general, the indication
“O

(
ℏn

)
” for the SCPT results specifies that the series repre-

senting the corresponding EA has been exploited up to order
O
(
ℏn

)
(which implies notably that the corresponding series for

the gs energy is calculated up to order O(ℏn−1) according e.g.
to Eq. (139) for the original 2PI EA).

We therefore exploit a resummation procedure, and
more specifically the Padé-Borel resummation scheme, to
illustrate the expected improvement with respect to the
Hartree-Fock result. It amounts to modifying the under-
lying procedure as follows: the expression of Γ (2PI)(G)
(given by Eq. (137)) truncated at the chosen order with
respect to ℏ is replaced by a given Padé approximant to
subsequently derive the gap equations. In this way, the
solution G is systematically improved via resummation.
As a next step, the gs energy and density are still inferred
from Eqs. (139) and (140), with one additional peculiar-
ity for Egs: Γ

(2PI)
(
G = G

)
is rewritten in Eq. (139) with
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Fig. 12. Difference between the calculated gs energy Ecalc
gs or

density ρcalcgs and the corresponding exact solution Eexact
gs or

ρexactgs at ℏ = 1, m2 = ±1 and N = 2. See also the caption of
Fig. 11 for the meaning of the indication “O

(
ℏn

)
” for SCPT

results.

the Padé-Borel resummation procedure. We refer to this
entire procedure as Padé-Borel resummation of the EA,
even though there is no Borel transform involved in the
determination of ρgs. The implementation of the Borel-
hypergeometric resummation is not that straightforward
for SCPT since we do not have analytical formulae to
rewrite derivatives of Meijer G-functions with respect to
each of their entries [157]. Considering the good perfor-
mances of this resummation procedure at the level of the
LE, we can definitely expect it to be relevant in the frame-
work of SCPT as well, but we postpone such an investi-
gation to future works.

Regarding the numerical results thus obtained with the
Padé-Borel resummation, we can indeed see in Fig. 12,
which shows the results obtained from the best Padé ap-
proximants at each of the three first non-trivial orders of
Γ (2PI)(G), that a [2/1] Padé approximant reaches an ac-
curacy of 1% for both Egs and ρgs for λ/4! ∈ [0, 10], which
is to be compared with the 10% of the Hartree-Fock re-

sult. Note however that the best Padé approximants at
the first two non-trivial orders, i.e. the [0/1] and [1/1]
approximants, do not manage to clearly improve the cor-
responding bare results (labeled respectively “SCPT orig-
inal 2PI EA O(ℏ2)” and “SCPT original 2PI EA O(ℏ3)”
in Fig. 12) for all values of the coupling constant λ in
both the unbroken- and broken-symmetry phases. There
are actually very few studies [98] investigating SCPT in
combination with resummation theory. However, the lat-
ter remains a key aspect of the present approach as it is
the resummation that enables us to turn this EA tech-
nique into a systematically improvable approach. We will
therefore not content ourselves with the present resum-
mation analysis and perform similar applications to what
will turn out to be the most performing SCPT method
of this study, which relies on the 2PI EA in the mixed
representation, i.e. the mixed 2PI EA.

4.4.2 Mixed 2PI effective action

Although mixed EAs of O(N) models were pioneered by
the work of Coleman, Jackiw and Politzer [106], the de-
velopments of their 2PI versions via SCPT were carried
out by Cooper and collaborators [109, 158–162] and later
by Aarts et al. [163] for instance. Note also some appli-
cations of this formalism to the study of chiral symmetry
restoration [164]. As for the collective LE discussed pre-
viously, the present study is to our knowledge the first
pushing SCPT based on the mixed 2PI EA up to its third
non-trivial order (i.e. up to order O(ℏ4) for the expansion
of the mixed 2PI EA11) and to combine it with a resum-
mation procedure. Furthermore, a well-known implemen-
tation of SCPT based on the mixed 2PI EA is the bare
vertex approximation (BVA) [159–161], which is equiv-
alent to the first non-trivial order for our expansion in
terms of ℏ. The BVA was notably shown to be success-
ful in the framework of QFTs at finite temperature. For
an O(N)-symmetric φ4-theory in (1+1)-D for instance,
the problematic absence of thermalization found in the
framework of the Hartree approximation is cured by the
BVA [161].

11 To clarify, the present mixed 2PI EA approach has to our
knowledge never been pushed up to its third non-trivial or-
der regardless of the chosen expansion parameter, even in the
framework of the 1/N -expansion which is often considered for
2PI EA studies notably [159–161,163].
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The definition of the mixed 2PI EA can be inferred
from that of the original 2PI EA by replacing correlation
functions and sources by their supercounterparts, thus
leading to:

Γ
(2PI)
mix

[
Φ,G

]
≡−Wmix

[
J ,K

]
+

∫

x

J α(x)
δWmix

[
J ,K

]

δJ α(x)

+

∫

x,y

Kαβ(x, y)
δWmix

[
J ,K

]

δKβα(x, y)

=−Wmix

[
J ,K

]
+

∫

x

J α(x)Φα(x)

+
1

2

∫

x,y

Φα(x)Kαβ(x, y)Φβ(y)

+
ℏ
2

∫

x,y

Kαβ(x, y)Gβα(y, x) ,

(141)

with

Φα(x) =
δWmix

[
J ,K

]

δJ α(x)
, (142)

Gαβ(x, y) =
δ2Wmix

[
J ,K

]

δJ α(x)δJ β(y)

=
2

ℏ
δWmix

[
J ,K

]

δKαβ(x, y)
− 1

ℏ
Φα(x)Φβ(y) ,

(143)

or, to further specify our supernotations (still involving

the 1-point correlation functions ϕ⃗(x) =
〈
⃗̃φ(x)

〉
and

η(x) = ⟨σ̃(x)⟩),

Φ =

(
ϕ⃗
η

)
, (144)

G =

(
G F⃗

F⃗T D

)
, (145)

and the Schwinger functional Wmix

[
J ,K

]
is notably ex-

pressed by Eq. (26). For the O(N) model under consider-
ation, the mixed 2PI EA can also be written as:

Γ
(2PI)
mix

[
Φ,G

]

= Smix[Φ]−
ℏ
2
ST r

[
ln
(
G
)]

+
ℏ
2
ST r

[
G−1
Φ G − I

]

+ ℏ2




1

12
+

1

6




− ℏ3




1

72
+

1

36

+
1

18
+

1

9
+

1

9




+ ℏ4




1

324
+

1

108

+
1

324
+O

(
F⃗ 2
)




+O
(
ℏ5
)
,

(146)
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with the supertrace ST r = TrαTrx, the superidentity
Iαβ(x, y) = δαβδ(x− y) and the Feynman rules:

a bx

a bx

a bx





→
√
λ δab , (147a)

x, a y, b → Gab(x, y) , (147b)

x y → D(x, y) , (147c)

x, a y → Fa(x, y) , (147d)

whereas the propagator GΦ satisfies:

G−1
Φ (x, y) ≡ δ2Smix

[
Ψ̃
]

δΨ̃(x)δΨ̃(y)

∣∣∣∣∣
Ψ̃=Φ

=




(
−∇2

x +m2 + i
√

λ
3 η(x)

)
IN i

√
λ
3 ϕ⃗(x)

i
√

λ
3 ϕ⃗

T(x) 1


 δ(x− y) ,

(148)

with ID being the D-dimensional identity matrix. One can
check that all diagrams involved in Eq. (146) are 2PI with
respect to each of the three propagator lines (147b), (147c)

and (147d). Furthermore, we have ignored all F⃗ -dependent
diagrams contributing at order O

(
ℏ4
)
in the right-hand

side of Eq. (146) as we assume no spontaneous breakdown
of the O(N) symmetry for the present implementation of
SCPT at third non-trivial order with respect to ℏ. This
will be justified thereafter.

For the sake of comparison with the equations ob-
tained from the original 2PI EA, we will just consider
the (0+0)-D limit of Eq. (146) at N = 1, although we
will present numerical applications for N = 2 as well. The
mixed 2PI EA of the studied (0+0)-D O(N) model thus

satisfies at N = 1:

Γ
(2PI)
mix

(
Φ,G

)

= Smix(Φ) + ℏ

[
− 1

2
ln
(
2πG11

)
− 1

2
ln(D)

+
1

2

((
m2 + i

√
λ

3
η

)
G11 + 2i

√
λ

3
ϕ1F1 +D

)
− 1

]

+ ℏ2
[
1

12
λG11

(
2F 2

1 +DG11

)
]

+ ℏ3
[
1

72
λ2G2

11

(
10F 4

1 + 12DF 2
1G11 +D2G2

11

)
]

+ ℏ4
[

5

324
λ3D3G6

11 +O
(
F⃗ 2
)]

+O
(
ℏ5
)
,

(149)

and the corresponding gap equations are:

0 =
∂Γ

(2PI)
mix

(
Φ,G

)

∂ϕ1

∣∣∣∣∣
Φ=Φ
G=G

, (150)

0 =
∂Γ

(2PI)
mix

(
Φ,G

)

∂η

∣∣∣∣∣
Φ=Φ
G=G

, (151)

0 =
∂Γ

(2PI)
mix

(
Φ,G

)

∂G11

∣∣∣∣∣
Φ=Φ
G=G

, (152)

0 =
∂Γ

(2PI)
mix

(
Φ,G

)

∂D

∣∣∣∣∣
Φ=Φ
G=G

, (153)

0 =
∂Γ

(2PI)
mix

(
Φ,G

)

∂F1

∣∣∣∣∣
Φ=Φ
G=G

. (154)

The gs energy and density are then inferred from the so-
lutions of the gap equations Φ and G alongside with the
equalities:

E2PI EA;mix
gs =

1

ℏ
Γ

(2PI)
mix

(
Φ = Φ,G = G

)
, (155)

ρ2PI EA;mix
gs =

1

N

(
ℏTra

(
G
)
+ ϕ⃗

2
)

, (156)

which are both valid for all N .
Our estimations of the gs energy and density deter-

mined from SCPT based on the mixed 2PI EA at N = 2
are presented in Fig. 13. With or without resummation,
the mixed 2PI EA results outperform in general those of
the original 2PI EA Γ (2PI)(G) for a given truncation with
respect to ℏ. This is illustrated for both Egs and ρgs in
Fig. 13 for the first non-trivial orders of these approaches
and, after resummation, for their third non-trivial orders



K. Fraboulet and J.-P. Ebran: Addressing energy density functionals in the language of path-integrals I 29

−10 −5 0 5 10
λ

4!m2

−10

−5

0

5

10

15

( E
ca

lc
gs
−
E

ex
ac

t
gs

) ·
10

2

SCPT original 2PI EA O(h̄2)

SCPT original 2PI EA PB[2/1]

SCPT mixed 2PI EA O(h̄2)

SCPT mixed 2PI EA O(h̄3)

SCPT mixed 2PI EA O(h̄4)

SCPT mixed 2PI EA PB[0/1]

SCPT mixed 2PI EA PB[1/1]

SCPT mixed 2PI EA PB[2/1]

−10 −5 0 5 10
λ

4!m2

−8

−6

−4

−2

0

2

4

( ρ
ca

lc
gs
−
ρ

ex
ac

t
gs

) ·
10

2

SCPT original 2PI EA O(h̄2)

SCPT original 2PI EA PB[2/1]

SCPT mixed 2PI EA O(h̄2)

SCPT mixed 2PI EA O(h̄3)

SCPT mixed 2PI EA O(h̄4)

SCPT mixed 2PI EA PB[0/1]

SCPT mixed 2PI EA PB[1/1]

SCPT mixed 2PI EA PB[2/1]

Fig. 13. Difference between the calculated gs energy Ecalc
gs or

density ρcalcgs and the corresponding exact solution Eexact
gs or

ρexactgs at ℏ = 1, m2 = ±1 and N = 2. See also the caption of
Fig. 11 for the meaning of the indication “O

(
ℏn

)
” for SCPT

results.

(with the [2/1] Padé approximants). In particular, this
figure shows that, in the non-perturbative regime of the
studied model at N = 2, the mixed 2PI EA achieves an
accuracy of about 2% for Egs (to be compared with about
5% to 8% for the corresponding results of the original 2PI
EA), and even less for ρgs, already at its first non-trivial
order, which corresponds to the BVA result mentioned
previously. Furthermore, as the solutions of the gap equa-
tions leading to our mixed 2PI EA results never break the

O(N) symmetry (and notably always satisfy F⃗ = 0⃗) at the
first two non-trivial orders (i.e. when the mixed 2PI EA is
considered up to orders O(ℏ2) and O(ℏ3)), we can reason-
ably expect no SSB at the next non-trivial order, which
motivates our previous assumption ignoring the contribu-

tion of F⃗ -dependent diagrams at order O
(
ℏ4
)
in Eq. (146).

Interestingly, the absence of SSB at first non-trivial order
with respect to ℏ for the mixed 2PI EA also implies that

only the Fock diagram with a wiggly line (i.e. with a D
propagator) contributes to the BVA result, which implies
that the latter is equivalent to the result obtained from
the same mixed 2PI EA at order O

(
1/N

)
. Although we

do not treat 1/N -expansions of EAs in this study, it is
interesting to know that its first non-trivial order in the
expansion of the mixed 2PI EA coincides with the ex-
cellent BVA approximation for the studied model, which
illustrates that 1/N can be a viable alternative to ℏ as
expansion parameter.

Although the BVA has already been applied to many
QFTs, this is certainly not the case of higher truncation
orders of SCPT based on the mixed 2PI EA (i.e. for trun-
cations beyond order O(ℏ2)). In addition, we are perform-
ing to our knowledge the first applications of resummation
theory to SCPT based on the mixed 2PI EA. Choosing
once again the Padé-Borel scheme as resummation proce-
dure, we find that the best Padé approximant obtained
from the first non-trivial order of the mixed 2PI EA does
not manage to clearly improve the corresponding bare re-
sults (i.e. the BVA results) in general, as illustrated by
Fig. 13. Padé-Borel resummation thus starts being effi-
cient at order O

(
ℏ3
)
and, at the third non-trivial order

(and more specifically from [2/1] Padé approximants),
yields excellent results which are barely distinguishable
from the exact solution in Fig. 13.

In conclusion, the significant improvement as com-
pared to the original 2PI EA results can be attributed
to both the 1-point correlation function η and the prop-
agator D of the Hubbard-Stratonovich field since we al-

ways find ϕ⃗ = F⃗ = 0⃗ in the solutions of the mixed 2PI
EA’s gap equations leading to the results of Fig. 13 (ob-
tained at N = 2)12. To conclude on the technical side,
SCPT based on 2PI EAs is clearly the closest in spirit
to the EDF framework among all PI techniques tested in
this study since they both rely on variational equations
derived from similar functionals: for the EDF, this func-
tional is the energy of the system expressed in terms of its
density whereas 2PI EAs (from which energies can also
be directly extracted) are actually functionals of Green’s
functions whose diagonal parts in both space and time
coordinates also coincide with the density of the system.
This connection is even accentuated in the local versions of
2PI EAs, called 2PPI EAs, which are themselves function-
als of the density of the system. As mentioned in the in-
troduction, 2PPI EAs have already been exploited within
the nuclear physics community, but mostly at the level
of toy models [42–46, 97, 165–167]. However, SCPT based
on a 2PI EA and that based on its homologous 2PPI EA
lead to identical results for the (0+0)-D model considered
here owing to the conservation of the O(N) symmetry
by the optimal solutions of the corresponding gap equa-
tions. Note also that the connection between SCPT and
the EDF method is even more apparent within the single-
reference scheme of the latter, where the density functional
is typically treated within the Hartree-Fock-Bogoliubov
theory [168–171]. Indeed, in the case of SCPT based on

12 Note that we have thoroughly checked that the same holds
at N = 1 [88].
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the original 2PI EA, we have seen that the Hartree-Fock
contribution corresponds to the first non-trivial order and,
as opposed to the EDF approach, the Hartree-Fock result
thus obtained can be systematically improved reliably by
expanding the EA beyond second order in ℏ (as was done
in Eq. (135)) and then using resummation theory.

We will then turn to our conclusions for the present
comparative study in order to compare the techniques that
stand out from it and to summarize the main take-away
message, with respect to our aim of reformulating the EDF
formalism but also to prepare the ground for future appli-
cations to quantum many-body systems in general.

5 Conclusion

In this comparative study, we have investigated three fam-
ilies of diagrammatic PI techniques, i.e. the LE, OPT and
SCPT, by calculating the gs energy and density of the
(0+0)-D O(N)-symmetric φ4-theory. We have also exam-
ined the situation where a HST has been applied to this
model. This was done by considering three representations
of the latter: its original representation (where no HST has
been performed), its mixed representation (where a col-
lective field has been introduced via a HST in addition to
the original one) and the collective representation (where
the original field of the mixed representation has been in-
tegrated out). Furthermore, most of the tested PI tech-
niques have been pushed up to their third non-trivial or-
ders, some of them for the first time like the collective LE
and SCPT based on the mixed 2PI EA. Considering that
both LE and SCPT approaches rely on asymptotic series,
another important feature of the presented study is the use
of resummation techniques. Three have been tested: the
Padé-Borel resummation, the conformal mapping and the
Borel-hypergeometric resummation, where the latter was
developed rather recently [81–87]. These approaches were
applied to both LE and SCPT techniques with great suc-
cess at their third non-trivial orders, especially in the de-
scription of the non-perturbative regime of the model un-
der consideration. We can thus clearly see at this point the
advantage of choosing a simple zero-dimensional model as
a playground since it allows to readily (from a numeri-
cal point of view at least) reach rather high truncation
orders and thus explore the behavior of the computed se-
ries under resummation, whereas such implementations
might be much lenghtier and harder to achieve in more
realistic frameworks. Besides its zero-dimensional charac-
ter, the O(N) symmetry of our toy model was also at the
heart of our discussions. Besides the original LE, no other
PI technique tested here was found to manifest a spurious
breakdown of the O(N) symmetry, as expected from the
exact solution of the studied model which can thus be seen
as a trivial counterpart of mesoscopic systems which can
not exhibit SSB either.

Let us finally turn to a final comparison of the ob-
tained results. As the mixed 2PI EA method clearly stands
out among the tested SCPT approaches, we compare it in
Figs. 14 and 15 with the most performing implementa-
tions of LE and OPT methods treated previously, i.e. the
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Fig. 14. Difference between the calculated gs energy Ecalc
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density ρcalcgs and the corresponding exact solution Eexact
gs or

ρexactgs at ℏ = 1, m2 = ±1 and N = 1. See also the captions of
Figs. 2 and 11 for the meaning of the indication “O

(
ℏn

)
” for

the results obtained from the collective LE and SCPT.

collective LE and OPT based on the PMS for N = 1 and
2, at first and third non-trivial orders. We can see on these
figures that, after resummation if necessary, the excellent
performances of the collective LE, OPT with PMS and
SCPT based on the mixed 2PI EA are very close both
at first and third non-trivial orders, with the exception
of the first non-trivial order for OPT with PMS which is
known to coincide with the Hartree-Fock result of SCPT
for the original 2PI EA Γ (2PI)(G) for Egs (note however
that the original 2PI EA as treated here relies on resum-
mation procedures, whereas OPT does not), as can be seen
from Figs. 14 and 15 as well. These performances should
of course be put in contrast with the ability to treat dif-
ferent channels in more realistic systems. This is indeed
of crucial importance for the description of many realistic
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Fig. 15. Same as Fig. 14 with N = 2 instead.

many-body systems, and of most atomic nuclei in particu-
lar. Although the PI techniques tested here were applied to
a toy model involving a single channel, their implementa-
tion can in principle be extended to treat several channels
in an equitable fashion. For example, for methods based on
the mixed or the collective representation, one might use
multi-channel HSTs, as was done e.g. in Refs. [172–174],
and OPT can be implemented by introducing a classi-
cal field coupled to each relevant bilinear in the original
field(s) of the theory under consideration [139]13. That
said, we postpone applications to more realistic systems
with competing channels to future works but we conclude

13 OPT is sometimes put forward (notably in Ref. [139]) as a
technique designed to solve an old standing problem of HSTs
leading to their inability to describe efficiently competing chan-
nels. One should stress however that the more recently intro-
duced multi-channel HSTs also allow for a democratic treat-
ment of several competing channels.

from the present study that the LE, OPT and SCPT all
show promising predispositions to treat such systems.

Furthermore, as explained earlier, SCPT is, among all
PI techniques considered here, the closest approach to the
nuclear EDF method, and especially to its single-reference
implementation, since it also relies on variational (self-
consistent) equations and, depending on the EA under
consideration, on density functionals. However, it should
be stressed that, as opposed to the EDF method, SCPT
and all other PI techniques exploited in this study offer
the possibility to take a classical action describing the bare
nuclear interaction (derived e.g. from an EFT of QCD) as
an input and also to improve the obtained results in a sys-
tematic way. It should also be stressed that, besides SCPT,
the tested PI techniques are radically different from the
EDF approach in the sense that they rely on completely
different treatments of collective (bosonic) dofs: in partic-
ular, the optimization of the classical field(s) introduced
within OPT or even the introduction of collective field(s)
via HST have no counterpart in the EDF framework. Note
also that, as compared to the EDF method, LE and SCPT
approaches possess an additional freedom through the use
of resummation procedures that can be chosen according
to the functions we are trying to describe. The present
study has thus illustrated the richness of the PI frame-
work and in what ways the latter can be used to reformu-
late the nuclear EDF formalism in a more reliable manner.
Another important family of PI techniques that is also
a relevant candidate to achieve the latter purpose is the
FRG, which can exploit e.g. SCPT results as input and
thus potentially offer a direct connection with the multi-
reference scheme of the EDF method. These approaches
will be discussed in a subsequent comparative study [71].
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A Generating functionals of interest in the
path-integral formalism

We present in this appendix a brief introduction to the
PI formalism. In the canonical formulation of quantum
mechanics, the constituents of the theory are represented
by operator-valued distributions φ̂α, with a generic index
α ≡ (a, r, τ,ms, c) ≡ (a, x) collecting spacetime coordi-
nates (r, τ) (with r and τ being respectively the (D − 1)-
dimensional space position vector and the imaginary time)
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and, if relevant, spin projection ms, charge c, and internal
a labels, such that:

φ̂α = φ̂a,x =





φ̂a,ms
(r, τ) for c = − .

φ̂†
a,ms

(r, τ) for c = + .
(157)

The n-point correlation function G(n) then stems from the
expectation value, in the (interacting) many-body system
gs |vac⟩, of a (time-ordered) product of n field operators:

G
(n)
α1α2···αn ≡ ⟨vac|Tφ̂α1

φ̂α2
· · · φ̂αn

|vac⟩ , (158)

where T stands for the time-ordered product.
Alternatively, correlation functions can be computed

from standard generating functionals [175], conveniently
expressed as sum-over-histories in configuration space
within Feynman’s PI formulation of quantum mechan-
ics [37,176], where the dofs of the theory are now realized
via number-valued fields, such as φ̃α

14. Coupling the field
φ̃α to a test (external) source Jα yields the action:

SJ [φ̃] = S[φ̃]− Jαφ̃α , (159)

where S[φ̃] stands for the (Euclidean) classical action of
the system and summation over repeated indices is as-
sumed, i.e.:

Jαφ̃α ≡ Ja,xφ̃a,x

≡
∑

ms,c,a

∫ ℏ/T

0

dτ

∫

RD−1

dD−1r Ja,ms,c(r, τ)φ̃a,ms,−c(r, τ) ,

(160)

in a D-dimensional spacetime and at temperature T . The
(Euclidean) PI representation of the system’s partition
function in presence of the source derives from these in-
gredients and is given by the PI:

Z[J ] = N
∫

C
Dφ̃ e−

1
ℏSJ [φ̃] , (161)

where N is a normalization factor, C the space of con-
figurations15 for the fluctuating field φ̃α and Dφ̃ the PI
measure. The functional Z[J ] is the generating functional
of correlation functions, namely:

G
(n)
α1α2···αn ≡ ⟨φ̃α1

φ̃α2
· · · φ̃αn

⟩vac

=

∫
Dφ̃ φ̃α1 φ̃α2 · · · φ̃αne

− 1
ℏS[φ̃]

∫
Dφ̃ e−

1
ℏS[φ̃]

=
ℏn

Z[J = 0]

δnZ[J ]

δJα1δJα2 · · · δJαn

∣∣∣∣
J=0

.

(162)

14 It is assumed in the entire appendix A that φ̃α is a bosonic
(i.e. non-Grassmann) field, as all fields involved in the pre-
sented toy model study are bosonic. More exhaustive intro-
ductions on the PI formalism for both bosonic and fermionic
field theories can be found e.g. in Refs. [35,177].
15 The integration domain defining each PI will be left implicit
in most cases.

A diagrammatic representation of Z[J ] consists of the sum
of all vacuum diagrams, implying that the correlation
functions (162) contain both connected and disconnected
contributions. On the other hand, physically relevant ob-
servables often only involve the fully connected part of
Z[J ], which can be summarized in terms of another gen-
erating functional called the Schwinger functional16 W [J ]
defined via:

Z[J ] ≡ e
1
ℏW [J] . (163)

The cumulants or connected correlation functions G(n),c

then follow from the functional derivatives of W [J ]:

G
(n),c
α1α2···αn = ℏn−1 δnW [J ]

δJα1
δJα2

· · · δJαn

∣∣∣∣
J=0

. (164)

An exact and compact representation of the gener-
ating functional Z[J ] can be achieved through the nPI
EA [66, 69, 178]. While the diagrammatic representation
of Z[J ] consists of vacuum diagrams involving the bare
propagator and vertices of the theory, the nPI EA provides
a systematic method to perform non-perturbative resum-
mations on the m-point correlation functions (m ≤ n)
of the theory, yielding a diagrammatic series in terms of
the dressed propagator and m-point vertex functions with
m ≤ n. The diagrammatic series expressing a nPI EA in-
volve nPI diagrams only, hence the name “nPI” EA. In
that regard, we point out the works of Vasil’ev and col-
laborators [179–184], which prove notably:

– The 1PI and 2PI natures of the diagrams expressing
the 1PI and 2PI EAs, respectively [179].

– The close relation between the Schwinger-Dyson equa-
tions [175, 185] and the gap equations of the nPI EA
formalism [180].

– The convexity of nPI EAs with respect to each of their
arguments [181].

– Expressions of nPI vertices in terms of 1PI vertices
[182].

– The 3PI nature of the diagrams expressing the 3PI
EA [183].

– The 4PI nature of the diagrams expressing the 4PI
EA [184].

The 2PI EA framework17 is a direct reformulation of the
Green’s function formalism based on Dyson equation and
the Luttinger-Ward functional [64, 185]. It was pioneered
by the work of Lee, Yang, De Dominicis and others in
statistical physics [63–68], and subsequently extended by
Cornwall, Jackiw and Tomboulis [69] to the framework
of field theory discussed here, which is why the 2PI EA
approach is also coined as CJT formalism.

Regarding the mathematical definitions of nPI EAs,

one first introduces (external) sources Jα,Kα1α2
, L

(3)
α1α2α3 ,

... , L
(n)
α1···αn coupled to the local field φ̃α and the composite

16 In analogy with thermodynamics, Z[J = 0] is the partition
function whileW [J = 0] corresponds to (minus) the free energy
(up to a constant proportional to the temperature).
17 See Ref. [186] for a pedagogical introduction on the 2PI
EA.
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bilocal field φ̃α1
φ̃α2

, trilocal field φ̃α1
φ̃α2

φ̃α3
, ..., n-local

field φ̃α1 · · · φ̃αn , respectively:

SJKL(3)···L(n) [φ̃] ≡ S [φ̃]− Jαφ̃α − 1

2
Kα1α2

φ̃α1
φ̃α2

− 1

3!
L(3)
α1α2α3

φ̃α1
φ̃α2

φ̃α3
− · · ·

− 1

n!
L
(n)
α1···αn φ̃α1

· · · φ̃αn
,

(165)

and

Z
[
J,K,L(3), · · ·

]
≡ e

1
ℏW [J,K,L(3),··· ]

= N
∫

C
Dφ̃ e−

1
ℏS

JKL(3)···[φ̃] .
(166)

The nPI EA Γ (nPI) is then obtained after Legendre trans-
forming the Schwinger functional with respect to the
sources:

Γ (nPI)[ϕ,G, V, · · · ] =−W
[
J,K,L(3), · · ·

]

+ Jα
δW
[
J,K,L(3), · · ·

]

δJα

+Kα1α2

δW
[
J,K,L(3), · · ·

]

δKα1α2

+ L(3)
α1α2α3

δW
[
J,K,L(3), · · ·

]

δL
(3)
α1α2α3

+ · · ·

=−W
[
J,K,L(3), · · ·

]
+ Jαϕα

+
1

2
Kα1α2

(ϕα1
ϕα2

+ ℏGα1α2
)

+
1

6
L(3)
α1α2α3

(
ϕα1

ϕα2
ϕα3

+ ℏGα1α2
ϕα3

+ ℏGα1α3
ϕα2

+ ℏGα2α3
ϕα1

+ ℏ2Vα1α2α3

)
+ · · · ,

(167)

where the 1-point correlation function ϕα, the propagator
Gα1α2 , the 3-point vertex Vα1α2α3 , ... satisfy:

δW
[
J,K,L(3), · · ·

]

δJα
= ϕα , (168)

δW
[
J,K,L(3), · · ·

]

δKα1α2

=
1

2
[ϕα1ϕα2 + ℏGα1α2 ] , (169)

δW
[
J,K,L(3), · · ·

]

δL
(3)
α1α2α3

=
1

6

[
ϕα1

ϕα2
ϕα3

+ ℏGα1α2
ϕα3

+ ℏGα1α3
ϕα2

+ ℏGα2α3
ϕα1

+ ℏ2Vα1α2α3

]
,

(170)

...

Within the nPI EA framework, the physical m-point func-
tions (i.e. the m-point functions at vanishing sources)

of the theory with m ≤ n are self-consistently dressed
through a variational principle, i.e. by solving the gap
equations:

δΓ (nPI)[ϕ,G, V, · · · ]
δϕα

∣∣∣∣
ϕ=ϕ,G=G,V=V ,···

= 0 ∀α , (171)

δΓ (nPI)[ϕ,G, V, · · · ]
δGα1α2

∣∣∣∣
ϕ=ϕ,G=G,V=V ,···

= 0 ∀α1, α2 ,

(172)
δΓ (nPI)[ϕ,G, V, · · · ]

δVα1α2α3

∣∣∣∣
ϕ=ϕ,G=G,V=V ,···

= 0 ∀α1, α2, α3 ,

(173)
...

while the higher m-point functions (with m > n) coincide
with the bare ones.

Basic properties about the system of interest can be
obtained from the above generating functionals. Among
these, we have notably:

– The gs energy Egs of the interacting system:

Egs = lim
T→0

(−T ln(Z[J = 0, · · · ]))

= lim
T→0

(
−T

ℏ
W [J = 0, · · · ]

)

= lim
T→0

(
T

ℏ
Γ (nPI)

[
ϕ = ϕ, · · ·

])
.

(174)

– The gs density ρgs of the interacting system:

ρgs(r, τ) = ⟨φ̃αφ̃α⟩vac
=

ℏ2

Z[J = 0,K = 0, · · · ]

× δ2Z[J,K, · · · ]
δJαδJα

∣∣∣∣
J=0,K=0,···

= ℏ
δ2W [J,K, · · · ]

δJαδJα

∣∣∣∣
J=0,K=0,···

+ ϕαϕα

= 2
δW [J,K, · · · ]

δKαα

∣∣∣∣
J=0,K=0,···

.

(175)

– The effective potential Veff(ϕ), which is determined
from the 1PI EA evaluated at a uniform (i.e.
spacetime-independent) field configuration ϕu after
factorizing the volume of Euclidean spacetime [101]:

Γ (1PI)[ϕu] =

∫
dτdD−1r Veff(ϕu) . (176)

B 1/N-expansion for the (0+0)-D
O(N)-symmetric φ4-theory

We summarize below the derivation of the 1/N -expansion
for the (0+0)-D O(N)-symmetric φ4-theory given by Kei-
tel and Bartosch in Ref. [73] which is also exploited by
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Rosa et al. in Ref. [74]. We will pursue the derivations up
to higher orders for the gs density and also explain how
to extend their results in the broken-symmetry regime.
Let us start by considering the partition function of the
studied toy model:

Z =

∫

RN

dN ⃗̃φ e−S
(
⃗̃φ
)
=

∫

RN

dN ⃗̃φ e
−m2

2
⃗̃φ

2− λ
4!

(
⃗̃φ

2
)2

,

(177)
where we have set ℏ = 1, which is a convention followed
throughout the entire appendix B. In the limit N → ∞,
our zero-dimensional toy model possesses an infinite num-
ber of dofs and fluctuations are therefore suppressed in
this case. This translates into the constraint that the in-
tegrand vanishes in Eq. (177) in this limit, which can be

achieved by imposing that the classical action S
(
⃗̃φ
)
is of

order O(N). In this way, we deduce that ⃗̃φ
2

= O(N)
since the mass m does not depend on N . In order to
ensure dimensional consistency, we infer from this that
λ = O

(
N−1

)
. This dimensional analysis suggests to in-

troduce the N -independent quantities ỹ = N−1⃗̃φ
2
and

λ̆ ≡ Nλ. After defining the norm ũ ≡
∣∣∣⃗̃φ
∣∣∣ =

√
Nỹ, we

rewrite Eq. (177) in hyperspherical coordinates as follows:

Z1/N-exp = ΩN

∫ ∞

0

dũ ũN−1e−
m2

2 ũ2− λ
4! ũ

4

= ΩNN
N−1

2

×
∫ ∞

0

(
1

2

√
N

ỹ
dỹ

)
ỹ

N−1
2 e

−N
(

m2

2 ỹ+ λ̆
4! ỹ

2
)

=
1

2
ΩNN

N
2

∫ ∞

0

dỹ

ỹ
ỹ

N
2 e−Nf(ỹ) ,

(178)

where ΩN is expressed by Eq. (10) and we have notably
used the following definition in the last line:

f
(
ỹ
)
≡ m2

2
ỹ +

λ̆

4!
ỹ2 − 1

2
ln(ỹ) . (179)

At this stage, we are in a situation very similar to that of
the starting point of the original LE in Eq. (22), except
that the role of the expansion parameter is now played by
1/N instead of ℏ. Hence, we will carry out a saddle point
approximation by solving:

∂f
(
ỹ
)

∂ỹ

∣∣∣∣∣
ỹ=y

= 0 , (180)

which has two solutions, whose physical relevance depends
on the value of m2 (and that of λ), as in Eq. (53) (com-

bined with Eq. (45)). We find for λ ̸= 0:

y =





3m2

λ̆



√

1 +
2λ̆

3m4
− 1


 ∀m2 > 0 .

3m2

λ̆


−

√

1 +
2λ̆

3m4
− 1


 ∀m2 < 0 .

(181)

Only the upper solution was exploited in Refs. [73] and [74]
as these works focus on the unbroken-symmetry phase in
their applications of the 1/N -expansion. Then, the rest of
the procedure is also quite similar to that of a LE. We
Taylor expand f

(
ỹ
)
as well as 1/ỹ around ỹ = y up to

a chosen order in ỹ − y and finally expand the partition
function thus obtained. If f

(
ỹ
)
and 1/ỹ are respectively

expanded up to fourth and second orders in ỹ − y, this
leads to:

Z1/N-exp = ΩNN
N
2

√
2π

4y2f
(2)

e−Nf

×
[
1 +

12m4y2 − 27m2y + 16

6N (2−m2y)
3

]

×
[
1 +O

(
1

N

)]
,

(182)

where the function f and its second-order derivative can
be rewritten as follows when evaluated at ỹ = y:

f ≡ f
(
ỹ = y

)
=

m2

4
y +

1

4
− 1

2
ln(y) , (183)

f
(2) ≡ ∂2f

(
ỹ
)

∂ỹ2

∣∣∣∣∣
ỹ=y

=
1

y2
− m2

2y
. (184)

The gs energy E
1/N-exp
gs = − ln

(
Z1/N-exp

)
can be ex-

pressed by expanding ln
(
Z1/N-exp

)
, with Z1/N-exp given

by Eq. (182):

E1/N-exp
gs = N

[
m2

4
y − 1

4
− 1

2
ln(2πy)

]
+

1

2
ln
(
2−m2y

)

− 1

N

[(
8 +m2y

) (
m2y − 1

)2

6 (2−m2y)
3

]

+O
(

1

N2

)
,

(185)

and the gs density is determined by differentiating
Eq. (185) with respect to m2 according to the relation18

18 The dependence of y with respect to m2, which is set by
Eq. (181), must be taken into account when differentiating

E
1/N-exp
gs to deduce ρ

1/N-exp
gs .
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ρ
1/N-exp
gs = 2

N

∂E1/N-exp
gs

∂m2 (which follows from Eqs. (11)
to (13)):

ρ1/N-exp
gs

= y +
1

N




2
λ̆
3 y+m2

− 2y

2−m2y




+
1

N2



4
(
1−m2y

) (
1 + 2m2y

) (
−
√
3 +m2y + λ̆

3 y
2
)

(
λ̆
3 y +m2

)
(−2 +m2y)

4




+O
(

1

N3

)
.

(186)

For m2 > 0, the first-order coefficient in Eq. (186) reduces
to the free gs density (i.e. the exact gs density at λ = 0)
in the limit of vanishing coupling constant, i.e.:

∀m2 > 0 lim
λ→0

y =
1

m2
∀m2 > 0 , (187)

as expected. Note that an alternative derivation of re-
sult (185) was developed by Schelstraete and Verschelde
in Ref. [72].

C Resummation procedures

C.1 Padé-Borel resummation

We first briefly present the Padé-Borel-Le Roy resumma-
tion [75–79,187]. To that end, let us first consider a generic
physical quantity of interest P (g), represented by a facto-
rially divergent asymptotic series:

P (g) ∼
∞∑

n=0

png
n , (188)

and its Borel transform:

B[P ](ζ) =

∞∑

n=0

pn
Γ (n+ 1)

ζn ∀ζ ∈ C , (189)

which is a specific case of the Borel-Le Roy transform:

Bs[P ](ζ) =

∞∑

n=0

pn
Γ (n+ s+ 1)

ζn ∀s ∈ R,∀ζ ∈ C . (190)

From this, one can compute the inverse Borel-Le Roy
transform:

PBs(g) =

∫ ∞

0

dζ ζse−ζBs[P ](gζ) , (191)

whose definition derives from the identity:

1 =

∫∞
0

dζ ζn+se−ζ

Γ (n+ s+ 1)
. (192)

In practice, we only have access to a few pn coefficients
and therefore to approximated versions of P (g). The idea
behind Padé-Borel-Le Roy resummation is to approximate
the Borel-Le Roy transform Bs[P ] with a Padé approxi-
mant PU/V Bs[P ], which is a rational function and can
therefore develop a richer analytic behavior (with singu-
larities in particular) as compared to the polynomial repre-
senting Bs[P ] initially. The Padé approximant PU/V Bs[P ]
is constructed from the knowledge of the partial sum rep-
resenting Bs[P ] up to order M as:

PU/V Bs[P ](ζ) =

∑U
n=0 anζ

n

1 +
∑V

n=0 bnζ
n
, (193)

with U + V = M . The coefficients {an} and {bn} are
fixed by equating order by order the Taylor series of the
right-hand side of Eq. (193) with the expansion (190), up
to the desired order. The original function P (g) is es-
timated after substituting the Borel-Le Roy sum Bs[P ]
by its Padé approximant PU/V Bs[P ] in the integral of
Eq. (191). For our numerical applications, we have focused
on the Padé-Borel resummation, i.e. on the Padé-Borel-
Le Roy resummation with s = 0, for which we define
PBP [U/V ] ≡ PU/V Bs=0[P ]. We point out however that
there exists recent studies, such as that of Ref. [188], dis-
cussing the determination of optimal values for the s pa-
rameter within the framework of Padé-Borel-Le Roy re-
summation, which is a task that we defer to future works
for the O(N) model considered in the presented study.

C.2 Conformal mapping

While the Padé-Borel(-Le Roy) resummation procedure
only involves the knowledge about the first terms of the
initial perturbative series (188), the method of Borel(-Le
Roy) transform with conformal mapping [80] aims at more
reliable results by incorporating in addition the knowledge
on the large-order behavior of pn, which is of the form:

pn ∼
n→∞

(−1)nn!annbc

(
1 +O

(
1

n

))
. (194)

The parameters a, b and c in Eq. (194) can be computed
via, e.g., the Lipatov method where the coefficients pn are

represented by the contour integral pn = 1
2πi

∮
C dζ

P (ζ)
ζn+1

calculated for large n through steepest descent. In partic-
ular, the coefficient a determines the position of the sin-
gularity of the Borel-Le Roy transform (190) which is the
closest to the origin, i.e. Bs[P ](ζ) is analytical in a circle of
radius 1/a, with a = 2/3 (a = 4/3) at N = 1 (N = 2) for
the studied (0+0)-D O(N) model. One of the methods for
continuing the Borel-Le Roy transform beyond its circle
of convergence, and (to a certain extent) accelerating the
convergence of PBs

(g), relies on the conformal mapping of
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the Borel plane:





w(ζ) =

√
1 + aζ − 1√
1 + aζ + 1

.

ζ =
4

a

w

(1− w)2
.

(195)

Under this transformation, a point in the ζ-complex plane
is mapped within a disk of unit radius |w| = 1. In partic-
ular, the origin is left invariant and the branch-cut sin-
gularity ζ ∈] − ∞,−1/a] is mapped to the boundary of
the w-unit disk, thus turning the Taylor expansion of the

function B̃s[P ](w) ≡ Bs[P ](ζ(w)) into a convergent one for
|w| < 1. The original quantity P (g) is then determined af-
ter re-expanding Bs[P ](gζ) in the new variable w(gζ) in
Eq. (191), i.e. after writing (assuming that only the first
M terms of the original series are known):

Bs[P ](ζ) =

M∑

n=0

Wn (w(ζ))
n
, (196)

with

Wn =

n∑

k=0

pk
Γ (k + s+ 1)

(
4

a

)k
(k + n− 1)!

(n− k)!(2k − 1)!
, (197)

and we have also considered only the situation with s = 0
for our calculations.

C.3 Borel-hypergeometric resummation

As was stressed in section 4.2, the Borel-hypergeometric
resummation [81–87] is based on approximants that can
exhibit branch cuts via hypergeometric functions, and
therefore constitutes an alternative to all resummation
methods based on Padé approximants, as the latter can
only display poles. Regardless of the model under consid-
eration, the recipe underlying the Borel-hypergeometric
resummation procedure can be presented as follows [86,
87]:

1. As for the other resummation techniques, starting from
the asymptotic series representing P (g) truncated at
an odd order M (the case of even truncation orders
will be discussed subsequently), one first computes the
coefficients bn ≡ pn/n! = pn/Γ (n + 1) of the Borel
transform BP ≡ Bs=0[P ].

2. One then computes the M ratios b1/b0, · · · , bM/bM−1

of two consecutive coefficients of the Borel series and
makes the ansatz that such ratios bn+1/bn are rational
functions of n, coined as rM (n) and defined as:

rM (n) ≡
∑l

k=0 ukn
k

1 +
∑l

k=1 vkn
k
, (198)

with l = (M − 1)/2. The M+1
2 + M−1

2 = M unknowns
uk and vk are determined from the M equations:

bn+1

bn
= rM (n) , (199)

where n runs from 0 to M − 1.
3. Hypergeometric vectors x = (1,−x1, · · · ,−xl) and

y = (−y1, · · · ,−yl) are then constructed via the equa-
tions:

l∑

k=0

ukx
k = 0 , (200)

1 +

l∑

k=1

vky
k = 0 , (201)

and used to define the hypergeometric approximant
of the Borel transform BP in terms of the generalized
hypergeometric function:

HMBP (ζ) ≡ l+1F l

(
x, y,

ul

vl
ζ

)
. (202)

4. One finally recovers the original function P (g) through
an inverse Borel transform, which can be represented

in terms of a Meijer G-function Gm,n
p,q

(
a1,··· ,ap

b1,··· ,bq

∣∣∣z
)
, i.e.:

PHB(g) =

∫ ∞

0

dζ e−ζHMBP (gζ)

=

∏l
k=1 Γ (−yk)∏l
k=1 Γ (−xk)

×Gl+2,1
l+1,l+2

(
1,−y1,··· ,−yl

1,1,−x1,··· ,−xl

∣∣∣∣−
vl
ulg

)
.

(203)

For an even truncation order M , one first subtracts the
constant zeroth-order term from the original series, then
factors out the first-order term and finally follows the
above recipe on the resulting series with an odd (M − 1)
truncation order. The final answer is obtained after re-
multiplying the resummed series by the first-order term
and re-adding the constant.

We then examine in more detail the results presented
in Fig. 7 for the studied toy model, and more specifically
those obtained at N = 2 and 4 that were found to be
exact. In other words, we found that, at N = 2 or 4 and in
the unbroken-symmetry regime, the partition function of
the (0+0)-D O(N) model is exactly reproduced at third
order of the original (or mixed) LE treated via Borel-
hypergeometric resummation. In the unbroken-symmetry
regime (i.e. in the phase where m2 > 0), the original LE
series representing the partition function of this O(N)
model at vanishing sources reads (see appendix F.1 and
notably Eq. (256) for a more general version of Eq. (204)):

ZLE;orig
(
J⃗ = 0⃗,K = 0

)
=

(
2πℏ
m2

)N
2

[
1− g

24

(
2N +N2

)
+

g2

1152

(
48N + 44N2 + 12N3 +N4

)

− g3

82944

(
3840N + 4384N2 + 1800N3 + 340N4 + 30N5 +N6

)
+O

(
g3
)]

,

(204)
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with g ≡ ℏλ/m4. Following the recipe outlined in the present appendix, treating the series (204) up to order O
(
g3
)

with Borel-hypergeometric resummation leads to:

ZLE;orig
HB (g) =

(
2πℏ
m2

)N
2 Γ

(
104−18N−5N2

56+18N−11N2

)

Γ
(

N(2+N)(104−18N−5N2)
960+192N−124N2−12N3+N4

)

×G3,1
2,3

(
1, 104−18N−5N2

56+18N−11N2

1,1,
N(2+N)(104−18N−5N2)

960+192N−124N2−12N3+N4

∣∣∣∣∣
24
(
56 + 18N − 11N2

)

g
(
960 + 192N − 124N2 − 12N3 +N4

)
)

.

(205)

We then define the difference between result (205) and the
corresponding exact result Zexact for the partition func-
tion (expressed by Eqs. (8) and (9)) as:

∆ZLE;orig
HB (N) ≡ ZLE;orig

HB (g)− Zexact
(
J⃗ = 0⃗,K = 0

)
.

(206)
In the specific situations where N = 2 or 4, the Meijer
G-function and the confluent hypergeometric functions,
brought by the resummed result (205) and by the exact

one (8), can be replaced in ∆ZLE;orig
HB (N) (still for m2 > 0)

as follows:

∆ZLE;orig
HB (N = 2) =

πℏ
m2

e
3
2g

√
6

g

[
√
π

(
erf

(√
3

2g

)
− 1

)

+ Γ

(
1

2
,
3

2g

)]
,

(207)

∆ZLE;orig
HB (N = 4) =

3π2ℏ2

g2m4

{
− 4g

+ e
3
2g

√
6g

[
2
√
π

(
1− erf

(√
3

2g

))

+ Γ

(
− 1

2
,
3

2g

)]}
,

(208)

where we have just introduced error functions and upper
incomplete gamma functions [100], denoted respectively
as erf(z) and Γ (z, x). By making use of the recurrence
relation Γ

(
z+1, x

)
= zΓ

(
z, x
)
+ xze−x and the property

erf(x) = 1− 1√
π
Γ
(
1
2 , x

2
)
(for x real and positive), one can

then directly prove from Eqs. (207) and (208) that:

∆ZLE;orig
HB (N = 2) = ∆ZLE;orig

HB (N = 4) = 0 , (209)

which explains the exactness of the results shown in Fig. 7
at N = 2 and 4.

D Transseries derived from Picard-Lefschetz
theory

Picard-Lefschetz theory provides an elegant framework for
generating an ambiguous-free representation of a pertur-
bative series [111,112]. For the sake of simplicity, we illus-
trate its application to the studied zero-dimensional model

at N = 1. Extensions to higher-dimensional PIs and sys-
tems invariant under continuous symmetries are detailed,
e.g., in Refs. [111, 112]. Adding a multiplicative constant

1/
√
ℏ for later convenience, the partition function of the

studied (0+0)-D O(N) model at N = 1 reads:

Z(m2, λ, ℏ) =
1√
ℏ

∫

R
dφ̃ e−

1
ℏS(φ̃) , (210)

with classical action:

S(φ̃) =
m2

2
φ̃2 +

λ

4!
φ̃4 . (211)

The analysis can be straightforwardly extended to more
general integrals of the form:

∫

R
dφ̃ e−

1
ℏS(φ̃)−Jφ̃−K

2 φ̃2

, (212)

or ∫

R
dφ̃ p(φ̃)e−

1
ℏS(φ̃) , (213)

with p(φ̃) a polynomial in the field φ̃. Redefining the field

via φ̃ → φ̃/
√
λ yields:

Z(m2, g) =
1√
g

∫

R
dφ̃ e−

1
gV (φ̃) , (214)

with g ≡ ℏλ and

V (φ̃) ≡ S(φ̃)|λ=1 =
m2

2
φ̃2 +

1

4!
φ̃4 . (215)

Even if the integral Z(m2, g) ≡ Z(m2, λ, ℏ) is defined over
real variables, the natural space in which the saddle (or
critical) points of the action V (φ̃) and their correspond-
ing integration cycles live is the complexification of the
original space. Understanding the behavior of Z(m2, g)
for g ∈ R+ therefore passes by the study of its analytic
continuation where g = |g|eiθ ∈ C. The argument of the
exponential in Eq. (214) becomes complex-valued, thus
turning the partition function into a violently oscillating
integral whose evaluation is difficult. One can significantly
improve the properties of the integral by:

– Continuing the integrand into the complex plane, i.e.
viewing the action V (z) as a holomorphic function of
the complex variable z, such that Z now reads as an
open contour integral:

Z(m2, g) =
1√
g

∫

C
dz e−

1
gV (z) , (216)
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where C is a cycle with real dimension 1, coinciding
with the real line when g ∈ R+.

– Continuously deforming the integration domain as g
varies such that the integral (216) is convergent.

Picard-Lefschetz integration method provides a de-
composition of the integration cycle C into a linear com-
bination C =

∑
i niJi (with ni ∈ Z) of nicer cycles (over

which the integral is convergent) Ji attached to the saddle
points z⋆i of V (z), and obtained after solving the gradient
flow (or steepest descent) equations:





∂z

∂τ
= −∂F̄

∂z̄
,

∂z̄

∂τ
= −∂F

∂z
,

(217)

where F (z) ≡ −V (z)/g, τ is the flow parameter and the
upper bars denote the complex conjugation. The cycles
Ji are called Lefschetz thimbles or simply thimbles. Along
the flow,Re(F ) is strictly decreasing (except for the trivial
solution that sits at a saddle point z⋆i for all τ) and Im(F )
is constant and equal to Im(F (z⋆i )). In the studied case,

the saddle points of V (z) are z⋆0 = 0 and z⋆± = ±
√
−6m2,

and sit on the imaginary (real) axis when m2 ≥ 0 (m2 ≤
0). Saddle points and solutions of Eqs. (217) are displayed
in Fig. 16 for different values of m2 and g = 1± 0.1i.

The integer coefficients ni are found after considering
the upward flows Ki (which are called anti-thimbles), so-
lutions of the converse (steepest ascent) equations:





∂z

∂τ
= +

∂F̄

∂z̄
,

∂z̄

∂τ
= +

∂F

∂z
,

(218)

shown as dotted lines in Fig. 16. Along the anti-thimbles
Ki, Re(F ) is monotonically increasing (making the in-
tegral divergent) and Im(F ) is constant and equals to
Im(F (z⋆i )). According to Picard-Lefschetz theory, ni cor-
responds to the intersection pairing of the original contour
C and the upward flow Ki. The partition function (216)
can then be written as:

Z(m2, g) =
∑

i

niZi(m
2, g) , (219)

where

Zi(m
2, g) ≡ 1√

g

∫

Ji(θ)

dz e−
1
gV (z) , (220)

admits an asymptotic power series expansion around the
saddle point z⋆i , which is Borel-summable to the exact
result [189] (recall that θ ≡ arg(g)).

As can be seen in Fig. 16, the intersection numbers
(n0 = +1, n± = 0) of the upward flows Ki with the orig-
inal integration cycle (i.e. the real axis) do not depend
on the sign of Im(g) in the phase with m2 > 0. In this

case, the integration cycle coincides with a single thimble,
which translates into:

Z(m2 > 0, g) = Z0(m
2 > 0, g) =

1√
g

∫

J0(θ)

dz e−
1
gV (z) .

(221)
By expanding around the saddle point z⋆0 = 0, the
partition function of the theory can therefore be un-
ambiguously represented by an asymptotic power series

Z(m2 > 0, g) = Z(0),m2>0(g) =
∑

n Z
(0),m2>0
n gn which is

Borel-summable to the exact result, i.e. Z(m2 > 0, g) =

Z
(0),m2>0
Bs

(g) with:

Z
(0),m2>0
Bs

(g) =
1√
g
e−

1
gV (z⋆

0 )

×
∫ ∞

0

dζ ζse−ζBs

[
Z(0),m2>0

]
(gζ) ,

(222)

and

Bs

[
Z(0),m2>0

]
(ζ) =

∞∑

n=0

Z
(0),m2>0
n

Γ (n+ s+ 1)
ζn . (223)

In the phase with m2 < 0, the integral is on the Stokes
line, which is reflected by the jump of the intersection
numbers from (n0 = +1, n± = +1) for Im(g) < 0 to
(n0 = −1, n± = +1) for Im(g) > 0. Since the integrals
over the thimbles J+ and J− yield the same result, the
partition function of the theory can be written as follows:

Z(m2 < 0, g) =± Z0(m
2 < 0, g)

+ 2Z+(m
2 < 0, g) ∀ Im(g) ≶ 0 ,

(224)

where each Zi can again be represented by an asymp-

totic series Z(i),m2<0(g) =
∑

n Z
(i),m2<0
n gn after be-

ing expanded around the corresponding saddle point z⋆i
and being Borel resummed, thus yielding the resurgent
transseries:

Z(m2 < 0, g)

=
1√
g

{
± e−

1
gV (z⋆

0 )

∫ ∞

0

dζ ζse−ζBs

[
Z(0),m2<0

]
(gζ)

+ 2e−
1
gV (z⋆

+)

∫ ∞

0

dζ ζse−ζBs

[
Z(+),m2<0

]
(gζ)

}

∀ Im(g) ≶ 0 .
(225)

In practice, only the first terms of the asymptotic se-
ries Z(i)(g) are known, such that calculating the integral∫∞
0

dζ ζse−ζBs

[
Z(i)

]
(gζ) only amounts to reinserting the

Γ (n+s+1) factors and leads back to the initial diverging
series. Getting non-trivial results thus requires to make
some assumptions about the unknown coefficients of the
series, e.g. by re-expressing Bs

[
Z(i)

]
(ζ) in terms of non-

polynomial functions that play the role of approximants in
the resummation procedures treated e.g. in appendix C.
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Fig. 16. Critical points (black dots) of F (z) and their downward (solid lines) and upward (dotted lines) flows in the z-complex
plane, for g = 1 − 0.1i (left column) and g = 1 + 0.1i (right column), and for m2 = +1 (upper panels), the degenerate case
m2 = 0 (middle panels) and m2 = −1 (lower panels). The value of Re(F ) is given by the colormap. Recall that g ≡ ℏλ here.

E Self-consistent perturbation theory based
on 1PI effective actions for the (0+0)-D
O(N)-symmetric φ4-theory

E.1 Original 1PI effective action

As usual, we will start our discussion in arbitrary dimen-
sions before focusing on the (0+0)-D limit for our nu-
merical applications. We first consider the 1PI EA in the
original representation of our O(N) model, i.e. the original
1PI EA. The latter is defined by the Legendre transform

of the corresponding Schwinger functional, i.e.:

Γ (1PI)
[
ϕ⃗
]
≡−W

[
J⃗
]
+

∫

x

Ja(x)
δW
[
J⃗
]

δJa(x)

=−W
[
J⃗
]
+

∫

x

Ja(x)ϕa(x) ,

(226)

with

ϕa(x) =
δW
[
J⃗
]

δJa(x)
, (227)

andW
[
J⃗
]
coincides with the original Schwinger functional

introduced in Eq. (22) at K = 0, i.e. W
[
J⃗
]
= W

[
J⃗ ,K =
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0
]
. This EA can also be written exclusively in terms of

1PI diagrams. Up to the first non-trivial order (i.e. up to
order O(ℏ2)), this leads to:

Γ (1PI)
[
ϕ⃗
]
= S

[
ϕ⃗
]
− ℏ

2
STr

[
ln
(
Gϕ

)]

+ ℏ2




1

24
+

1

12

− 1

18
− 1

36




+O
(
ℏ3
)
,

(228)

with the Feynman rules:

x, a y, b → Gϕ;ab(x, y) , (229a)

xa
b

c
N → λ

∣∣∣ϕ⃗(x)
∣∣∣ δabδcN , (229b)

xa
b

c
d → λδabδcd , (229c)

where
∣∣ϕ⃗(x)

∣∣ = ϕN (x) as in section 4.4. We also point
out that the propagator Gϕ, defined by Eq. (131), is not
dressed by the classical configuration φ⃗cl of the original
field as in Eq. (40) for the original LE, but by its 1-point

correlation function ϕ⃗ (satisfying Eq. (227)), which con-
tains quantal or radiative corrections.

Let us then evaluate the original 1PI EA in the
(0+0)-D situation. As for the original LE (with Eqs. (51)
to (55) more specifically), we separate the (inverse)
propagator G−1

ϕ into the Goldstone modes one G−1
ϕ;g =

G−1
ϕ;gIN−1 =

(
m2 + λϕ⃗2/6

)
IN−1 and that of the Higgs

mode G−1
ϕ;NN = m2 + λϕ⃗2/2. According to this, Eq. (228)

reduces in the (0+0)-D limit to:

Γ (1PI)
(
ϕ⃗
)
= S

(
ϕ⃗
)
− ℏ

2

[
(N − 1) ln

(
2πGϕ;g

)

+ ln
(
2πGϕ;NN

)]

+ ℏ2
[
λ

72

(
9 (Gϕ;NN )

2
+ 3 (Gϕ;g)

2 (
N2 − 1

)

− 6 (Gϕ;NN )
3
λϕ2

N − 2Gϕ;NNGϕ;g (N − 1)

×
(
−3 +Gϕ;gλϕ

2
N

) )
]

+O
(
ℏ3
)
,

(230)

with S
(
ϕ⃗
)
= m2ϕ2

N/2 + λϕ4
N/4! here. This expression of

the original 1PI EA is then exploited by fixing the con-

figuration of the 1-point correlation function ϕ⃗ and more
specifically of its component ϕN . This is achieved by ex-
tremizing this EA through the gap equation:

0 =
∂Γ (1PI)

(
ϕ⃗
)

∂ϕN

∣∣∣∣∣
ϕ⃗=

⃗
ϕ

, (231)

with ϕ⃗ =
(
ϕ1 · · · ϕN−1 ϕN

)T
=
(
0 · · · 0 ϕN

)T
. The gs

energy and density are subsequently inferred from the so-

lution ϕ⃗ together with Eq. (230) according to:

E1PI EA;orig
gs =

1

ℏ
Γ (1PI)

(
ϕ⃗ = ϕ⃗

)
, (232)

ρ1PI EA;orig
gs =

1

N

(
ℏTra

(
Gϕ

)
+ ϕ⃗

2
)

, (233)

where Gϕ corresponds to the propagator Gϕ evaluated at

ϕ⃗ = ϕ⃗.
For both signs of m2, the optimal (i.e. physical) so-

lutions found from the extremization of the original 1PI

EA satisfy ϕ⃗ = 0⃗. Most importantly, this means that the
present implementation of SCPT at its first non-trivial
order does not yield any spurious spontaneous breakdown
of the O(N) symmetry, in the sense that it is in accor-
dance with the absence of SSB in the exact solution of the
studied model. Even though this is a reassuring feature,
it is also fatal for SCPT based on the original 1PI EA

since ϕ⃗ is the only adjustable variable that can be used to
grasp correlations in this framework. This is illustrated by
Fig. 17 where the gs energy and density estimated from
SCPT based on the original 1PI EA clearly do not manage
to reproduce, even qualitatively, the corresponding exact
solution. Hence, this implementation of SCPT is notably
completely irrelevant to tackle our O(N) model, regardless
of the calculated quantity.

E.2 Collective 1PI effective action

Similarly to the analysis made in the section dedicated
to the LE and for the same motivations (namely investi-
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Fig. 17. Gs energy Egs or density ρgs calculated at ℏ = 1,
m2 = ±1 and N = 2. See also the caption of Fig. 11 for the
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” for SCPT results.

gating whether the introduction of an auxiliary collective
field helps in grasping more efficiently non-trivial corre-
lations at low orders), we now focus on SCPT based on
the collective 1PI EA, i.e. the 1PI EA implemented in

the collective representation where the original field ⃗̃φ has
been integrated out in favor of the collective Hubbard-
Stratonovich field σ̃. There are numerous works exploit-
ing the collective 1PI EA. These applications take multiple
forms for the following reasons:

– One can use the Schwinger-Dyson equations formal-
ism, equivalent to the implementation of SCPT treated
here [109,190–202]. The collective 1PI EA formalism in
this form is referred to as mean-field perturbation the-
ory, mean-field theory or self-consistent field approxi-
mation.

– The EA can be expanded using different expansion
parameters like 1/N [195, 200, 201, 203–208] or ℏ [110,
202,209–220].

We stress that all of these approaches are equivalent as
long as the truncation of the EA is organized with re-
spect to the same parameter, e.g. 1/N or ℏ typically19. If
the parameter in question is ℏ, the resulting approach is
sometimes called mean-field expansion [209,210] or, more
recently, auxiliary field LE (LOAF) [110,202,213–220]20.

The collective 1PI EA is defined by Legendre trans-
forming the Schwinger functionalWcol

[
J
]
. This translates

into:

Γ
(1PI)
col [Φ] ≡−Wcol

[
J
]
+

∫

x

J α(x)
δWcol

[
J
]

δJ α(x)

=−Wcol

[
J
]
+

∫

α

J α(x)Φα(x) ,

(234)

with

Φα(x) =
δWcol

[
J
]

δJ α(x)
, (235)

or, in terms of the 1-point correlation functions of the orig-

inal and Hubbard-Stratonovich fields (i.e. ϕ⃗(x) =
〈
⃗̃φ(x)

〉

and η(x) = ⟨σ̃(x)⟩, respectively),

Φ(x) =

(
ϕ⃗(x)
η(x)

)
. (236)

19 See Ref. [201] for an exhaustive discussion on truncation
schemes of Schwinger-Dyson equations.
20 See Ref. [202] for a detailed discussion on the LOAF.
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The collective 1PI EA can be represented diagrammati-
cally according to:

Γ
(1PI)
col [Φ]

= Scol[η] +
1

2

∫

x,y

ϕa(x)G−1
Φ;ab(x, y)ϕ

b(y)− ℏ
2
Tr
[
ln
(
DΦ

)]

− ℏ2




1

2
+

1

2

+
1

2
+

1

4

+
1

2
+

1

12

+
1

4
+

1

8




+O
(
ℏ3
)
,

(237)

where all diagrams are 1PI with respect to each of the two
types of propagator lines. The latter correspond toGΦ and
DΦ which are the original and collective field propagators
respectively, conveniently collected in the superpropagator
GΦ as follows:

GΦ =

(
GΦ 0⃗

0⃗T DΦ

)
, (238)

G−1
Φ;ab(x, y) =

(
−∇2

x +m2 + i

√
λ

3
η(x)

)
δabδ(x− y) ,

(239)

D−1
Φ (x, y) =

δ2Scol,J [σ̃]

δσ̃(x)δσ̃(y)

∣∣∣∣ ⃗̃φ=ϕ⃗
σ̃=η

. (240)

Result (237) relies on the Feynman rules:

x, a y, b → GΦ;ab(x, y) , (241a)

x y → DΦ(x, y) , (241b)

a bx → i

√
λ

3
δab . (241c)

As a next step, we study the collective 1PI EA in
(0+0)-D. In this limit, the propagators (239) and (240)
respectively satisfy:

G−1
Φ;ab = G−1

Φ δab =

(
m2 + i

√
λ

3
η

)
δab , (242)

D−1
Φ =

λ

3
GΦϕ

2
N +

λ

6
NG2

Φ + 1 , (243)

and Eq. (237) reduces to:

Γ
(1PI)
col

(
Φ
)
= Scol(η) +

1

2
G−1

Φ ϕ2
N − ℏ

2
ln
(
DΦ

)

+ ℏ2
[
− λ2

9
G3

ΦD
2
Φϕ

2
N − λ2

24
NG4

ΦD
2
Φ

+
λ3

36
G4

ΦD
3
Φϕ

4
N +

λ3

54
NG5

ΦD
3
Φϕ

2
N

+
λ3

324
N2G6

ΦD
3
Φ

]

+O
(
ℏ3
)
,

(244)

with Scol(η) =
1
2η

2 − N
2 ln

(
2πGΦ

)
. As before, the expres-

sion for the 1PI EA becomes exploitable after fixing the
relevant 1-point correlation function(s) (i.e. the compo-
nents of Φ here), which is now done via the gap equations:

0 =
∂Γ

(1PI)
col

(
Φ
)

∂ϕN

∣∣∣∣∣
Φ=Φ

, (245)

and

0 =
∂Γ

(1PI)
col

(
Φ
)

∂η

∣∣∣∣∣
Φ=Φ

, (246)

with Φ =
(
ϕ⃗ η

)T
=

(
ϕ1 · · · ϕN−1 ϕN η

)T
=

(
0 · · · 0 ϕN η

)T
. Finally, the gs energy and density are

respectively deduced after plugging the solution Φ into:

E1PI EA;col
gs =

1

ℏ
Γ

(1PI)
col

(
Φ = Φ

)
, (247)
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ρ1PI EA;col
gs =

i

N

√
12

λ
η . (248)

The latter relation follows by taking the expectation value
of the following classical equation of motion in the mixed
representation:

∂Smix

(
⃗̃φ, σ̃

)

∂σ̃
= σ̃ + i

√
λ

12
⃗̃φ
2
= 0 . (249)

As for the original 1PI EA, the physical solutions found
from the gap equations (245) and (246) always satisfy

ϕ⃗ = 0⃗. However, while the constraint of the O(N) sym-
metry is too strong for the original 1PI EA, the collective
one manages to capture non-perturbative physics thanks
to the 1-point correlation function η of the Hubbard-
Stratonovich field. This illustrates a key advantage of
HSTs by which one introduces a new field in the arena
that is not constrained by the symmetries of the model un-
der consideration. The Hubbard-Stratonovich field being
a scalar with respect to the O(N) transformations in the
present case, its expectation value can be finite without
spoiling the O(N) symmetry and can therefore dress the
propagator GΦ with non-perturbative physics. However,
we can question the efficiency of the collective 1PI EA
from another angle as Fig. 17 shows for both Egs and ρgs at
N = 2 that this implementation of SCPT is outperformed
by the collective LE over the whole range of tested values
for the coupling constant. Even though the determination
of the diagrammatic representation of the 1PI EA is less
demanding than that of the Schwinger functional (as the
latter includes connected 1-particle-reducible (1PR) dia-
grams as opposed to the 1PI EA), the EA framework re-
quires to solve also gap equations which are self-consistent
for realistic models. This is a significant reason to favor
the LE as compared to SCPT in this situation, especially
considering the good performances of the collective LE
beyond its first non-trivial order illustrated notably by
Figs. 9 and 10.

F Determination of diagrams

F.1 Original loop expansion and optimized
perturbation theory

In the framework of the original LE, each diagram con-

tributing to the Schwinger functional WLE;orig
[
J⃗ ,K

]
(ex-

pressed by Eq. (49)) comes with a multiplicity (i.e. the
number of Wick’s contractions) given by:

MLE,orig =
(2p)!!4p(2q)!!

(2!)S+DNV
, (250)

which can be deduced from the work of Ref. [221]. The in-
tegers S and D denote respectively the number of self and
double connections with the propagator lines (48a) (repre-
senting Gφcl;JK;ab(x, y)) whereas q and p are the number
of vertices (48b) and (48c) involved in the diagram under
consideration. Finally, NV corresponds to the number of

vertex permutations that leave the diagram unchanged.
These numbers are given in Tab. 1 for the diagrams of
Eq. (49). Formula (250) can be generalized for the OPT
expansion by taking into account that the underlying di-
agrams might possess 2-leg vertices as well:

MOPT =
(2!)r(r!)(2p)!!4p(2q)!!

(2!)S+DNV
, (251)

where r denotes the number of 2-leg vertices (103c),
whereas S and D are now respectively the number of self
and double connections with the propagator lines (103a)
(representing Gσ;ab(x, y)). Every diagram contributing to
WOPT (expressed by Eq. (104)) up to order O

(
δ3
)
is given

in Tab. 1 together with the corresponding S, D and NV

factors. Note that we always have q = 0 in the frame-
work of OPT as treated in section 4.3 since the OPT
expansion was performed around a trivial saddle point
(i.e. for φ⃗cl = 0⃗) in this section. It would be possible
to design an OPT expansion around a non-trivial (i.e. fi-
nite) saddle point, just like the original LE for the stud-
ied toy model in the broken-symmetry regime (for which
φ⃗2
cl = −6m2/λ). Such an expansion is of little relevance

for the zero-dimensional O(N) model under considera-
tion since the minimum of its exact effective potential

V exact
eff

(
ϕ⃗
)
always lies at ϕ⃗ = 0⃗, as was discussed in sec-

tion 2. However, the additional OPT diagrams appearing
when φ⃗cl ̸= 0⃗ are given in Tab. 1 as well.

Finally, we illustrate an advantage of the studied toy
model resulting from its (0+0)-D nature: in (0+0)-D
and as opposed to finite-dimensional problems, partition
functions or Schwinger functionals can be expressed
in terms of a Lebesgue integral which can be directly
expanded with respect to ℏ (or another chosen parameter)
after a relevant change of coordinates, thus bypassing
the increasing complexity of the diagrammatic with the
truncation order. For the original LE, the change of
coordinates we are referring to consists in rewriting in
hyperspherical coordinates the zero-dimensional counter-
part of the generating functional (22) after the saddle

point approximation introducing ⃗̃χ via ⃗̃φ = φ⃗cl +
√
ℏ ⃗̃χ.

This generating functional can be put in the form:

Z
(
J⃗ ,K

)
= e−

1
ℏSJK(φ⃗cl)

∫

RN

dN ⃗̃χ e
− 1

2 χ̃
aG−1

φcl;JK;abχ̃
b− ℏ1/2λ

3!
⃗̃χ

2
(φ⃗cl·⃗̃χ)− ℏλ

4!

(
⃗̃χ

2
)2

= e−
1
ℏSJK(φ⃗cl)

∫

RN

dN ⃗̃χ e
− 1

2G
−1
φcl;JK;g

⃗̃
A

2

− 1
2G

−1
φcl;JK;NN χ̃2

N− ℏ1/2λ
3! ϱχ̃N

(
⃗̃
A

2

+χ̃2
N

)
− ℏλ

4!

((
⃗̃
A

2
)2

+2
⃗̃
A

2

χ̃2
N+χ̃4

N

)
,

(252)
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where
⃗̃
A satisfies:

⃗̃χ ≡




χ̃1
...

χ̃N−1
χ̃N


 ≡

(
⃗̃
A
χ̃N

)
, (253)

and G−1
φcl;JK;g = m2 + λ

6 ϱ
2 − K is the diagonal part of

the inverse Goldstone propagator defined by Eqs. (51)
and (52) whereas G−1

φcl;JK;NN = m2 + λ
2 ϱ

2 − K is asso-

ciated to the Higgs mode (and expressed by Eq. (47) in
arbitrary dimensions), still assuming that the source K
is a scalar in color space (i.e. Kab = Kδab). Note also
that ϱ is the modulus introduced via the choice of coordi-
nates (45) and expressed by Eq. (53) at vanishing sources.
Taking into account that the O(N) symmetry of our toy
model can be spontaneously broken (in the direction set
by a = N in color space according to Eq. (45)), isotropy in
color space is only exhibited in the subspace of dimension

N − 1 in which
⃗̃
A lives. Performing the aforementioned

change of coordinates within this subspace and carrying
out integration over angular variables lead to:

Z
(
J⃗ ,K

)
= ΩN−1 e−

1
ℏSJK(φ⃗cl)

×
∫ ∞

−∞
dχ̃N PN−2(χ̃N , ϱ) e

− 1
2G

−1
φcl;JK;NN χ̃2

N

× e−
ℏ1/2λ

3! ϱχ̃3
N− ℏλ

4! χ̃
4
N ,

(254)

where ΩN is defined by Eq. (10) and we have also:

PN (χ̃N , ϱ) =

∫ ∞

0

dã ãNe
− 1

2G
−1
φcl;JK;gã

2− ℏ1/2λ
3! ϱχ̃N ã2

× e−
ℏλ
12 χ̃2

N ã2− ℏλ
4! ã

4

,
(255)

with ã being the norm of
⃗̃
A, i.e. ã ≡

∣∣∣⃗̃A
∣∣∣. Expanding the

right-hand side of Eq. (254) with respect to ℏ yields:

ZLE;orig
(
J⃗ ,K

)
= e−

1
ℏSJK(φ⃗cl)(2π)

N
2 G

N−1
2

φcl;JK;g

√
Gφcl;JK;NN

{
1

+
ℏλ
72

[
− 3G2

φcl;JK;g

(
−1 +N2

)
+ 15G3

φcl;JK;NNλϱ2 +G2
φcl;JK;NN

(
−9 + 6Gφcl;JK;g (−1 +N)λϱ2

)

+Gφcl;JK;NNGφcl;JK;g (−1 +N)
(
−6 +Gφcl;JK;g (1 +N)λϱ2

) ]

+
ℏ2λ2

10368

[
9G4

φcl;JK;g

(
−15− 8N + 14N2 + 8N3 +N4

)
+ 3465G6

φcl;JK;NNλ2ϱ4

+630G5
φcl;JK;NNλϱ2

(
−9 + 2Gφcl;JK;g (−1 +N)λϱ2

)

−6Gφcl;JK;NNG3
φcl;JK;g

(
−3−N + 3N2 +N3

) (
−6 +Gφcl;JK;g (5 +N)λϱ2

)

+105G4
φcl;JK;NN

(
9− 24Gφcl;JK;g (−1 +N)λϱ2 + 2G2

φcl;JK;g

(
−1 +N2

)
λ2ϱ4

)

+20G3
φcl;JK;NNGφcl;JK;g (−1 +N)

(
27− 27Gφcl;JK;g (1 +N)λϱ2 +G2

φcl;JK;g

(
3 + 4N +N2

)
λ2ϱ4

)

+G2
φcl;JK;NNG2

φcl;JK;g

(
−1 +N2

) (
162− 72Gφcl;JK;g (3 +N)λϱ2 +G2

φcl;JK;g

(
15 + 8N +N2

)
λ2ϱ4

) ]

+
ℏ3λ3

2239488

[
− 27G6

φcl;JK;g

(
−945− 744N + 739N2 + 720N3 + 205N4 + 24N5 +N6

)

+2297295G9
φcl;JK;NNλ3ϱ6 + 405405G8

φcl;JK;NNλ2ϱ4
(
−15 + 2Gφcl;JK;g (−1 +N)λϱ2

)

+27Gφcl;JK;NNG5
φcl;JK;g (−1 +N)

(
105 + 176N + 86N2 + 16N3 +N4

) (
−6 +Gφcl;JK;g (9 +N)λϱ2

)

+135135G7
φcl;JK;NNλϱ2

(
27− 18Gφcl;JK;g (−1 +N)λϱ2 +G2

φcl;JK;g

(
−1 +N2

)
λ2ϱ4

)

−9G2
φcl;JK;NNG4

φcl;JK;g

(
−15− 8N + 14N2 + 8N3 +N4

) (
135− 54Gφcl;JK;g (7 +N)λϱ2

+G2
φcl;JK;g

(
63 + 16N +N2

)
λ2ϱ4

)
+ 3465G6

φcl;JK;NN

(
− 81 + 486Gφcl;JK;g (−1 +N)λϱ2

−135G2
φcl;JK;g

(
−1 +N2

)
λ2ϱ4 + 4G3

φcl;JK;g

(
−3−N + 3N2 +N3

)
λ3ϱ6

)

+G3
φcl;JK;NNG3

φcl;JK;g

(
−3−N + 3N2 +N3

) (
− 8100 + 6075Gφcl;JK;g (5 +N)λϱ2

−270G2
φcl;JK;g

(
35 + 12N +N2

)
λ2ϱ4 +G3

φcl;JK;g

(
315 + 143N + 21N2 +N3

)
λ3ϱ6

)

+945G5
φcl;JK;NNGφcl;JK;g

(
− 162 (−1 +N) + 405Gφcl;JK;g

(
−1 +N2

)
λϱ2

−60G2
φcl;JK;g

(
−3−N + 3N2 +N3

)
λ2ϱ4 +G3

φcl;JK;g

(
−15− 8N + 14N2 + 8N3 +N4

)
λ3ϱ6

)
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+21G4
φcl;JK;NNG2

φcl;JK;g

(
− 2025

(
−1 +N2

)
+ 2700Gφcl;JK;g

(
−3−N + 3N2 +N3

)
λϱ2

−225G2
φcl;JK;g

(
−15− 8N + 14N2 + 8N3 +N4

)
λ2ϱ4

+2G3
φcl;JK;g

(
−105− 71N + 90N2 + 70N3 + 15N4 +N5

)
λ3ϱ6

)]

+O
(
ℏ4
)
}

,

(256)

or, considering WLE;orig
(
J⃗ ,K

)
≡ ℏ ln

(
ZLE;orig

(
J⃗ ,K

))
instead of ZLE;orig

(
J⃗ ,K

)
:

WLE;orig
(
J⃗ ,K

)
=−SJK(φ⃗cl) +

ℏ
2

[
(N − 1) ln

(
2πGφcl;JK;g

)
+ ln

(
2πGφcl;JK;NN

)]

+
ℏ2λ
72

[
− 3G2

φcl;JK;g

(
−1 +N2

)
+ 15G3

φcl;JK;NNλϱ2 +G2
φcl;JK;NN

(
−9 + 6Gφcl;JK;g (−1 +N)λϱ2

)

+Gφcl;JK;NNGφcl;JK;g (−1 +N)
(
−6 +Gφcl;JK;g (1 +N)λϱ2

) ]

+
ℏ3λ2

1296

[
9G4

φcl;JK;g

(
−2−N + 2N2 +N3

)
+ 405G6

φcl;JK;NNλ2ϱ4 + 135G5
φcl;JK;NNλϱ2

(
−5 +Gφcl;JK;g (−1 +N)λϱ2

)

−6Gφcl;JK;NNG3
φcl;JK;g

(
−1 +N2

) (
−3 +Gφcl;JK;g (2 +N)λϱ2

)

+G3
φcl;JK;NNGφcl;JK;g (−1 +N)

(
54− 9Gφcl;JK;g (7 + 5N)λϱ2 +G2

φcl;JK;g

(
9 + 10N +N2

)
λ2ϱ4

)

+9G4
φcl;JK;NN

(
12− 31Gφcl;JK;g (−1 +N)λϱ2 +G2

φcl;JK;g

(
−3 +N + 2N2

)
λ2ϱ4

)

+G2
φcl;JK;NNG2

φcl;JK;g (−1 +N)
(
18− 33Gφcl;JK;gλϱ

2 + 2G2
φcl;JK;gλ

2ϱ4 +Gφcl;JK;gN
2λϱ2

(
−3 +Gφcl;JK;gλϱ

2
)

+3N
(
3− 12Gφcl;JK;gλϱ

2 +G2
φcl;JK;gλ

2ϱ4
) )]

WLE;orig
(
J⃗ ,K

)
=+

ℏ4λ3

279936

[
− 108G6

φcl;JK;g

(
−31− 24N + 26N2 + 24N3 + 5N4

)
+ 268515G9

φcl;JK;NNλ3ϱ6

+3645G8
φcl;JK;NNλ2ϱ4

(
−197 + 24Gφcl;JK;g (−1 +N)λϱ2

)

+2430G7
φcl;JK;NNλϱ2

(
178− 110Gφcl;JK;g (−1 +N)λϱ2 +G2

φcl;JK;g

(
−7 + 2N + 5N2

)
λ2ϱ4

)

+27G5
φcl;JK;NNGφcl;JK;g (−1 +N)

(
− 576 + 12Gφcl;JK;g (139 + 102N)λϱ2

−4G2
φcl;JK;g

(
217 + 242N + 31N2

)
λ2ϱ4 +G3

φcl;JK;g

(
71 + 99N + 29N2 +N3

)
λ3ϱ6

)

+54G6
φcl;JK;NN

(
− 594 + 3438Gφcl;JK;g (−1 +N)λϱ2 − 3G2

φcl;JK;g

(
−351 + 92N + 259N2

)
λ2ϱ4

+2G3
φcl;JK;g

(
−53− 6N + 51N2 + 8N3

)
λ3ϱ6

)

+108Gφcl;JK;NNG5
φcl;JK;g

(
−1 +N2

) (
− 24 + 31Gφcl;JK;gλϱ

2 + 5Gφcl;JK;gN
2λϱ2

+12N
(
−1 + 2Gφcl;JK;gλϱ

2
) )

−36G2
φcl;JK;NNG4

φcl;JK;g

(
−1 +N2

) (
63− 201Gφcl;JK;gλϱ

2 + 31G2
φcl;JK;gλ

2ϱ4

+Gφcl;JK;gN
2λϱ2

(
−9 + 5Gφcl;JK;gλϱ

2
)
+ 6N

(
3− 19Gφcl;JK;gλϱ

2 + 4G2
φcl;JK;gλ

2ϱ4
) )

+4G3
φcl;JK;NNG3

φcl;JK;g (−1 +N)
(
− 864 + 2943Gφcl;JK;gλϱ

2 − 990G2
φcl;JK;gλ

2ϱ4 + 31G3
φcl;JK;gλ

3ϱ6

+Gφcl;JK;gN
3λϱ2

(
27− 54Gφcl;JK;gλϱ

2 + 5G2
φcl;JK;gλ

2ϱ4
)

+N2
(
−54 + 1188Gφcl;JK;gλϱ

2 − 630G2
φcl;JK;gλ

2ϱ4 + 29G3
φcl;JK;gλ

3ϱ6
)

+N
(
−864 + 4104Gφcl;JK;gλϱ

2 − 1566G2
φcl;JK;gλ

2ϱ4 + 55G3
φcl;JK;gλ

3ϱ6
) )

+9G4
φcl;JK;NNG2

φcl;JK;g (−1 +N)
(
− 540 + 2664Gφcl;JK;gλϱ

2 − 1047G2
φcl;JK;gλ

2ϱ4 + 68G3
φcl;JK;gλ

3ϱ6

+G2
φcl;JK;gN

3λ2ϱ4
(
−13 + 4Gφcl;JK;gλϱ

2
)
+Gφcl;JK;gN

2λϱ2
(
324− 429Gφcl;JK;gλϱ

2 + 44G2
φcl;JK;gλ

2ϱ4
)

+N
(
−324 + 2916Gφcl;JK;gλϱ

2 − 1463G2
φcl;JK;gλ

2ϱ4 + 108G3
φcl;JK;gλ

3ϱ6
) )]

+O
(
ℏ5
)
.

(257)

It is then straightforward to deduce an expression for the
gs energy and density from Eq. (256) or (257) combined

with the relations:

ELE;orig
gs =− ln

(
ZLE;orig

(
J⃗ = 0⃗,K = 0

))

=− 1

ℏ
WLE;orig

(
J⃗ = 0⃗,K = 0

)
,

(258)
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ρLE;orig
gs =

2ℏ
N

∂ELE;orig
gs

∂m2
, (259)

which follow respectively from Eqs. (11) and (12). A sim-
ilar procedure can also be followed to derive the corre-
sponding expansions within the collective LE or OPT.

F.2 Mixed loop expansion

After following the recipe outlined notably in section 4.1.1
for the original LE, one can show that the mixed LE yields
the following diagrammatic expression of the correspond-
ing Schwinger functional up to second order in ℏ:

WLE;mix
[
J ,K

]
=− Smix,JK[Ψcl] +

ℏ
2
ST r

[
ln
(
GΨcl;JK

)]

− ℏ2




1

24

+
1

12
+

1

6

+
1

6
+

1

6




+O
(
ℏ3
)
,

(260)

with the superpropagator:

GΨcl;JK =

(
Gσcl;JK F⃗φcl;JK
F⃗T
φcl;JK Dσcl;JK

)
, (261)

and the Feynman rules:

a bx

a bx

a bx





→
√
λ δab , (262a)

x, a y, b → Gσcl;JK;ab(x, y) , (262b)

x y → Dσcl;JK(x, y) , (262c)

x, a y → Fφcl;JK;a(x, y) . (262d)

We also work out a formula expressing the multiplici-
ties of all diagrams resulting from the mixed LE. In this
way, we obtain:

MLE,mix =
(2p)!4pNF

(2!)S+DNV
, (263)

where S and D are now respectively the number of self
and double connections with the propagator lines (262b)

and (262d) representing respectively Gσcl;JK and F⃗φcl;JK
(self and double connections made of Dσcl;JK propaga-
tors, i.e. made of wiggly lines according to rule (262c),
are not possible). Note that NV still denotes the num-
ber of vertex permutations that leave the diagram un-
changed, NF is to be specified below and p equals half
the number of vertices (262a) involved in the diagram
under consideration. Result (263) can actually be de-
termined through slight modifications of Eq. (250). The
Gσcl;JK and Dσcl;JK propagators (i.e. (262b) and (262c))
contribute to MLE,mix respectively in the same way as
the Gφcl;JK propagator (i.e. (48a)) and the zigzag ver-
tex (i.e. (48c)) to MLE,orig. Due to the HST performed
in the mixed representation, we have swapped the two in-
teraction terms (with associated vertices (48b) and (48c))
of the original φ4-theory for a Yukawa interaction (cor-
responding to rule (262a)), thus inducing that the factor
(2p)!!(2q)!! in Eq. (250) is replaced by (2p)! in Eq. (263).
The other and last difference between the diagrammatic
of the original and mixed LEs is the presence in the mixed

case of the F⃗φcl;JK propagator which has no counterpart
in the original LE. As opposed to all other propagators
introduced so far, we must account for the possibility to

exchange the extremities of the F⃗φcl;JK propagator (even

though F⃗T
φcl;JK;a(x, y) ≡ F⃗φcl;JK;a(y, x) = F⃗φcl;JK;a(x, y)
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to ensure that GT
Φcl;JK = GΦcl;JK) since only one of its two

extremities is associated to a color index, as can be seen
from rule (262d). More specifically, for every loop exclu-

sively made of F⃗φcl;JK propagators, we can switch the ex-
tremities of all these propagators at once without affecting
the nature of the studied diagram. Such a property con-
tributes a factor 2 to the multiplicity of the latter. This
explains the dependence of MLE,mix with respect to the

number NF of loops exclusively made of F⃗φcl;JK propaga-
tors. The factors S, D, NV and NF associated to 2PI dia-

grams expressing the mixed 2PI EA Γ
(2PI)
mix

[
Φ,G

]
are given

by Tab. 2 and their multiplicities can also be inferred from
Eq. (263) (2PI diagrams contributing to WLE;mix[J ,K]
determined from the mixed LE are also essentially given
by Tab. 2, except that all of their propagator lines are
black and not red).
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Table 1: Diagrams involved in the expansion of WOPT (expressed
by Eq. (104)) up to orderO

(
δ3
)
. The diagrams are sorted according

to the connected correlation functions that generate them in the
OPT expansion (the corresponding expectation value

〈
· · ·
〉
0,σ

is

defined by Eqs. (101) and (102)), as indicated by the left-hand
column. The multiplicity MOPT of a given diagram can be deduced
from Eq. (251) together with the corresponding vector (S,D;NV)
given below (see text below Eqs. (250) and (251) for the definitions
of S, D and NV).

Contribution Diagrams

σ
〈
⃗̃χ
2
〉c
0,σ

(1, 0; 1)

λ

〈(
⃗̃χ
2
)2〉c

0,σ

(2, 0; 2) (0, 1; 2)

σ2

〈(
⃗̃χ
2
)2〉c

0,σ

(0, 1; 2)

λσ

〈(
⃗̃χ
2
)3〉c

0,σ

(1, 1; 1) (0, 0; 2)

λ2ϱ2
〈
χ̃2
N

(
⃗̃χ
2
)2〉c

0,σ

(0, 0; 2) (0, 0; 2) (1, 0; 1) (0, 1; 2) (2, 0; 2)

λ2

〈(
⃗̃χ
2
)4〉c

0,σ

(0, 0; 8) (0, 0; 4) (1, 0; 2) (0, 2; 4) (2, 1; 2)
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σ3

〈(
⃗̃χ
2
)3〉c

0,σ

(0, 0; 6)

λσ2

〈(
⃗̃χ
2
)4〉c

0,σ

(1, 0; 2) (0, 2; 2) (0, 0; 4) (0, 0; 2)

λ2ϱ2σ

〈
χ̃2
N

(
⃗̃χ
2
)3〉c

0,σ

(0, 0; 1) (0, 0; 2) (0, 0; 1) (0, 0; 2) (0, 1; 1)

(1, 0; 1) (1, 0; 1) (0, 1; 2) (0, 0; 2)

(1, 1; 1) (2, 0; 2)

λ2σ

〈(
⃗̃χ
2
)5〉c

0,σ

(0, 0; 2) (0, 0; 2) (0, 0; 2) (1, 0; 2) (0, 1; 2)

(1, 0; 1) (0, 1; 2) (2, 0; 2) (1, 2; 1)

λ3ϱ2
〈
χ̃2
N

(
⃗̃χ
2
)4〉c

0,σ

(0, 0; 2) (0, 0; 2) (1, 0; 2) (1, 1; 2) (1, 0; 1)
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(1, 0; 1) (1, 1; 1) (0, 1; 2) (0, 0; 1) (0, 0; 1)

(0, 2; 2) (1, 1; 1) (0, 0; 1) (0, 1; 1) (0, 0; 2)

(0, 0; 1) (0, 0; 2) (1, 0; 2) (2, 0; 1) (3, 0; 2)

(0, 0; 2) (1, 0; 1) (0, 0; 4) (0, 0; 2) (0, 1; 1)

(0, 0; 2) (1, 0; 1) (1, 0; 2) (2, 0; 1)

(2, 0; 2) (1, 0; 1) (1, 0; 2) (2, 1; 1)

λ3

〈(
⃗̃χ
2
)6〉c

0,σ

(0, 0; 4) (1, 0; 2) (0, 3; 6) (1, 0; 2) (0, 0; 12)

(1, 1; 2) (0, 1; 4) (3, 0; 6) (0, 1; 2) (2, 0; 4)
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(0, 0; 12) (0, 0; 4) (1, 0; 2) (0, 0; 6) (1, 1; 2)

(0, 0; 8) (0, 0; 2) (2, 0; 2) (2, 2; 2)

Table 2: Diagrams contributing to the 2PI EA Γ
(2PI)
mix

[
Φ,G

]
up to

order O
(
ℏ4
)
(with F⃗ = 0⃗ at order O(ℏ4)). The left-hand column

indicates the order at which the diagrams contribute to the expan-

sion of Γ
(2PI)
mix

[
Φ,G

]
. The multiplicity MLE,mix of a given diagram

can be deduced from Eq. (263) together with the corresponding
vector (S,D;NV, NF) given below (see text below Eq. (263) for the
definitions of S, D, NV and NF).

Order Diagrams

O
(
ℏ2
)

(0, 1; 2, 1) (0, 1; 2, 2)

O
(
ℏ3
)

(0, 0; 8, 1) (0, 0; 8, 2) (0, 0; 2, 1) (0, 0; 1, 1) (0, 0; 2, 2)

O
(
ℏ4
)

(with F⃗ = 0⃗) (0, 0; 12, 1) (0, 0; 4, 1) (0, 0; 12, 1)
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reference many-body perturbation theory for nuclei
III. Ab initio calculations at second order in PGCM-
PT, The European Physical Journal A 58 (2022) 64.
doi:10.1140/epja/s10050-022-00694-x.
URL https://doi.org/10.1140/epja/

s10050-022-00694-x

60. R. Haymaker, Variational methods for composite oper-
ators, Riv. Nuovo Cim. 14 (1991) 1 – 89. doi:https:

//doi.org/10.1007/BF02811226.

61. R. Stratonovich, A method for the computation of quan-
tum distribution functions, Dokl. Akad. Nauk SSSR 115
(1957) 1097–1100.

62. J. Hubbard, Calculation of Partition Func-
tions, Phys. Rev. Lett. 3 (1959) 77–78. doi:

10.1103/PhysRevLett.3.77.
URL https://link.aps.org/doi/10.1103/

PhysRevLett.3.77

63. T. Lee, C. Yang, Many-Body Problem in Quantum Sta-
tistical Mechanics. IV. Formulation in Terms of Average
Occupation Number in Momentum Space, Phys. Rev.
117 (1960) 22–36. doi:10.1103/PhysRev.117.22.
URL https://link.aps.org/doi/10.1103/PhysRev.

117.22

64. J. Luttinger, J. Ward, Ground-State Energy of a Many-
Fermion System. II, Phys. Rev. 118 (1960) 1417–1427.
doi:10.1103/PhysRev.118.1417.
URL https://link.aps.org/doi/10.1103/PhysRev.

118.1417

65. C. De Dominicis, Variational Formulations of Equilibrium
Statistical Mechanics, Journal of Mathematical Physics
3 (5) (1962) 983–1002. arXiv:https://doi.org/10.

1063/1.1724313, doi:10.1063/1.1724313.
URL https://doi.org/10.1063/1.1724313

66. C. De Dominicis, P. Martin, Stationary Entropy Princi-
ple and Renormalization in Normal and Superfluid Sys-
tems. I. Algebraic Formulation, Journal of Mathematical
Physics 5 (1) (1964) 14–30. arXiv:https://doi.org/10.
1063/1.1704062, doi:10.1063/1.1704062.
URL https://doi.org/10.1063/1.1704062

67. C. De Dominicis, P. Martin, Stationary Entropy Principle
and Renormalization in Normal and Superfluid Systems.
II. Diagrammatic Formulation, Journal of Mathematical
Physics 5 (1) (1964) 31–59. arXiv:https://doi.org/10.
1063/1.1704064, doi:10.1063/1.1704064.
URL https://doi.org/10.1063/1.1704064

68. G. Baym, Self-Consistent Approximations in Many-
Body Systems, Phys. Rev. 127 (1962) 1391–1401.
doi:10.1103/PhysRev.127.1391.
URL https://link.aps.org/doi/10.1103/PhysRev.

127.1391

69. J. Cornwall, R. Jackiw, E. Tomboulis, Effective action for
composite operators, Phys. Rev. D 10 (1974) 2428–2445.
doi:10.1103/PhysRevD.10.2428.
URL https://link.aps.org/doi/10.1103/PhysRevD.

10.2428

70. G. Wick, The Evaluation of the Collision Matrix, Phys.
Rev. 80 (1950) 268–272. doi:10.1103/PhysRev.80.268.
URL https://link.aps.org/doi/10.1103/PhysRev.

80.268

71. K. Fraboulet, J.-P. Ebran, Addressing energy density
functionals in the language of path-integrals II: Com-
parative study of functional renormalization group tech-
niques applied to the (0+0)-D O(N)-symmetric φ4-
theory (2022). doi:10.48550/ARXIV.2210.07748.
URL https://arxiv.org/abs/2210.07748

72. S. Schelstraete, H. Verschelde, Large N limit of O(N) vec-
tor models, Physics Letters B 332 (1) (1994) 36 – 43. doi:
https://doi.org/10.1016/0370-2693(94)90855-9.
URL http://www.sciencedirect.com/science/

article/pii/0370269394908559

73. J. Keitel, L. Bartosch, The zero-dimensional O(N) vec-
tor model as a benchmark for perturbation theory, the

https://doi.org/10.1088/1361-6471/ab2f0b
https://doi.org/10.1088/1361-6471/ab2f0b
https://doi.org/10.1140/epja/s10050-020-00095-y
https://doi.org/10.1140/epja/s10050-020-00095-y
https://doi.org/10.1140/epja/s10050-020-00095-y
https://doi.org/10.1140/epja/s10050-020-00095-y
https://doi.org/10.1140/epja/s10050-020-00095-y
https://doi.org/10.1140/epja/s10050-020-00095-y
https://doi.org/https://doi.org/10.1007/BF01552321
https://doi.org/https://doi.org/10.1007/BF01552321
http://www.sciencedirect.com/science/article/pii/037026939291888G
http://www.sciencedirect.com/science/article/pii/037026939291888G
https://doi.org/https://doi.org/10.1016/0370-2693(92)91888-G
https://doi.org/https://doi.org/10.1016/0370-2693(92)91888-G
http://www.sciencedirect.com/science/article/pii/037026939291888G
http://www.sciencedirect.com/science/article/pii/037026939291888G
https://doi.org/10.1143/ptp/92.4.833
http://arxiv.org/abs/cond-mat/9702247
https://www.frontiersin.org/articles/10.3389/fphy.2020.00379
https://www.frontiersin.org/articles/10.3389/fphy.2020.00379
https://doi.org/10.3389/fphy.2020.00379
https://www.frontiersin.org/articles/10.3389/fphy.2020.00379
https://www.frontiersin.org/articles/10.3389/fphy.2020.00379
https://www.sciencedirect.com/science/article/pii/S0370269320304548
https://www.sciencedirect.com/science/article/pii/S0370269320304548
https://doi.org/https://doi.org/10.1016/j.physletb.2020.135651
https://doi.org/https://doi.org/10.1016/j.physletb.2020.135651
https://www.sciencedirect.com/science/article/pii/S0370269320304548
https://www.sciencedirect.com/science/article/pii/S0370269320304548
https://link.aps.org/doi/10.1103/PhysRevC.96.024004
https://link.aps.org/doi/10.1103/PhysRevC.96.024004
https://link.aps.org/doi/10.1103/PhysRevC.96.024004
https://doi.org/10.1103/PhysRevC.96.024004
https://link.aps.org/doi/10.1103/PhysRevC.96.024004
https://link.aps.org/doi/10.1103/PhysRevC.96.024004
https://doi.org/10.1140/epja/s10050-022-00693-y
https://doi.org/10.1140/epja/s10050-022-00693-y
https://doi.org/10.1140/epja/s10050-022-00693-y
https://doi.org/10.1140/epja/s10050-022-00693-y
https://doi.org/10.1140/epja/s10050-022-00693-y
https://doi.org/10.1140/epja/s10050-022-00693-y
https://doi.org/10.1140/epja/s10050-022-00693-y
https://doi.org/10.1140/epja/s10050-022-00694-x
https://doi.org/10.1140/epja/s10050-022-00694-x
https://doi.org/10.1140/epja/s10050-022-00694-x
https://doi.org/10.1140/epja/s10050-022-00694-x
https://doi.org/10.1140/epja/s10050-022-00694-x
https://doi.org/10.1140/epja/s10050-022-00694-x
https://doi.org/10.1140/epja/s10050-022-00694-x
https://doi.org/https://doi.org/10.1007/BF02811226
https://doi.org/https://doi.org/10.1007/BF02811226
https://link.aps.org/doi/10.1103/PhysRevLett.3.77
https://link.aps.org/doi/10.1103/PhysRevLett.3.77
https://doi.org/10.1103/PhysRevLett.3.77
https://doi.org/10.1103/PhysRevLett.3.77
https://link.aps.org/doi/10.1103/PhysRevLett.3.77
https://link.aps.org/doi/10.1103/PhysRevLett.3.77
https://link.aps.org/doi/10.1103/PhysRev.117.22
https://link.aps.org/doi/10.1103/PhysRev.117.22
https://link.aps.org/doi/10.1103/PhysRev.117.22
https://doi.org/10.1103/PhysRev.117.22
https://link.aps.org/doi/10.1103/PhysRev.117.22
https://link.aps.org/doi/10.1103/PhysRev.117.22
https://link.aps.org/doi/10.1103/PhysRev.118.1417
https://link.aps.org/doi/10.1103/PhysRev.118.1417
https://doi.org/10.1103/PhysRev.118.1417
https://link.aps.org/doi/10.1103/PhysRev.118.1417
https://link.aps.org/doi/10.1103/PhysRev.118.1417
https://doi.org/10.1063/1.1724313
https://doi.org/10.1063/1.1724313
http://arxiv.org/abs/https://doi.org/10.1063/1.1724313
http://arxiv.org/abs/https://doi.org/10.1063/1.1724313
https://doi.org/10.1063/1.1724313
https://doi.org/10.1063/1.1724313
https://doi.org/10.1063/1.1704062
https://doi.org/10.1063/1.1704062
https://doi.org/10.1063/1.1704062
http://arxiv.org/abs/https://doi.org/10.1063/1.1704062
http://arxiv.org/abs/https://doi.org/10.1063/1.1704062
https://doi.org/10.1063/1.1704062
https://doi.org/10.1063/1.1704062
https://doi.org/10.1063/1.1704064
https://doi.org/10.1063/1.1704064
https://doi.org/10.1063/1.1704064
http://arxiv.org/abs/https://doi.org/10.1063/1.1704064
http://arxiv.org/abs/https://doi.org/10.1063/1.1704064
https://doi.org/10.1063/1.1704064
https://doi.org/10.1063/1.1704064
https://link.aps.org/doi/10.1103/PhysRev.127.1391
https://link.aps.org/doi/10.1103/PhysRev.127.1391
https://doi.org/10.1103/PhysRev.127.1391
https://link.aps.org/doi/10.1103/PhysRev.127.1391
https://link.aps.org/doi/10.1103/PhysRev.127.1391
https://link.aps.org/doi/10.1103/PhysRevD.10.2428
https://link.aps.org/doi/10.1103/PhysRevD.10.2428
https://doi.org/10.1103/PhysRevD.10.2428
https://link.aps.org/doi/10.1103/PhysRevD.10.2428
https://link.aps.org/doi/10.1103/PhysRevD.10.2428
https://link.aps.org/doi/10.1103/PhysRev.80.268
https://doi.org/10.1103/PhysRev.80.268
https://link.aps.org/doi/10.1103/PhysRev.80.268
https://link.aps.org/doi/10.1103/PhysRev.80.268
https://arxiv.org/abs/2210.07748
https://arxiv.org/abs/2210.07748
https://arxiv.org/abs/2210.07748
https://arxiv.org/abs/2210.07748
https://arxiv.org/abs/2210.07748
https://doi.org/10.48550/ARXIV.2210.07748
https://arxiv.org/abs/2210.07748
http://www.sciencedirect.com/science/article/pii/0370269394908559
http://www.sciencedirect.com/science/article/pii/0370269394908559
https://doi.org/https://doi.org/10.1016/0370-2693(94)90855-9
https://doi.org/https://doi.org/10.1016/0370-2693(94)90855-9
http://www.sciencedirect.com/science/article/pii/0370269394908559
http://www.sciencedirect.com/science/article/pii/0370269394908559


K. Fraboulet and J.-P. Ebran: Addressing energy density functionals in the language of path-integrals I 55

large-N expansion and the functional renormalization
group, Journal of Physics A: Mathematical and Theo-
retical 45 (10) (2012) 105401. doi:10.1088/1751-8113/

45/10/105401.

74. D. Rosa, R. Farias, R. Ramos, Reliability of the
optimized perturbation theory in the 0-dimensional
O(N) scalar field model, Physica A: Statistical Me-
chanics and its Applications 464 (2016) 11 – 26.
doi:https://doi.org/10.1016/j.physa.2016.07.067.
URL http://www.sciencedirect.com/science/

article/pii/S0378437116304988
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113. J. Écalle, Les fonctions résurgentes, Publications
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