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There is no unique way to encode a
quantum algorithm into a quantum -cir-
cuit. With limited qubit counts, connec-
tivity, and coherence times, a quantum
circuit optimization is essential to make
the best use of near-term quantum de-
vices. We introduce a new circuit opti-
mizer called AQCEL, which aims to remove
redundant controlled operations from con-
trolled gates, depending on initial states
of the circuit. Especially, the AQCEL can
remove unnecessary qubit controls from
multi-controlled gates in polynomial com-
putational resources, even when all the rel-
evant qubits are entangled, by identifying
zero-amplitude computational basis states
using a quantum computer. As a bench-
mark, the AQCEL is deployed on a quantum
algorithm designed to model final state ra-
diation in high energy physics. For this
benchmark, we have demonstrated that
the AQCEL-optimized circuit can produce
equivalent final states with much smaller
number of gates. Moreover, when deploy-
ing AQCEL with a noisy intermediate scale
quantum computer, it efficiently produces
a quantum circuit that approximates the
original circuit with high fidelity by trun-
cating low-amplitude computational basis
states below certain thresholds. Our tech-
nique is useful for a wide variety of quan-
tum algorithms, opening up new possibil-
ities to further simplify quantum circuits
to be more effective for real devices.
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1 Introduction

Recent technology advances have resulted in a va-
riety of universal quantum computers that are
being used to implement quantum algorithms.
However, these noisy-intermediate-scale quantum
(NISQ) devices |1] may not have sufficient qubit
counts, qubit connectivity and capability to stay
coherent for the entirety of operations in a par-
ticular algorithm implementation. Despite these
challenges, a variety of applications have emerged
across science and industry. For example, there
are many promising studies in experimental and
theoretical high energy physics (HEP) for exploit-
ing quantum computers. These studies include
event classification |2, 3, 4, 5, 6, 7|, reconstruc-
tions of charged particle trajectories [8, 9, 10, 11|
and physics objects |12, 13], unfolding measured
distributions [14] as well as simulation of multi-
particle emission processes [15, 16]. A common
feature of all of these algorithms is that only sim-
plified versions can be run on existing hardware
due to the limitations mentioned above.

There are generically two strategies for improv-
ing the performance of NISQ computers to ex-
ecute existing quantum algorithms. One strat-
egy is to mitigate errors through active or pas-
sive modifications to the quantum state prepara-
tion and measurement protocols. For example,
readout errors can be mitigated through post-
processing steps [17, 18, 19, 20, 21, 22| and gate
errors can be mitigated by systematically en-
larging errors before extrapolating to zero er-
ror 23, 24, 25, 26, 27, 28]. A complementary
strategy to error mitigation is quantum compila-
tion. There is no unique way to encode a quan-
tum algorithm into a set of gates, and certain
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realizations of an algorithm may be better suited
for a given quantum device. Widely used tools
are Qiskit [29] and t|ket) [30], which contain a
variety of architecture-agnostic and architecture-
specific routines. There are also a variety of
other toolkits for circuit optimization, includ-
ing hardware-specific packages for quantum cir-
cuits [31, 32, 33, 34, 35, 29, 36, 37, 38, 39, 40, 41,
42,43, 44, 45, 46, 47, 48, 49|.

Among the gates used for an algorithm encod-
ing, multi-controlled gates are significant error
sources because they result in many CNOT gates
after the decomposition [50], and also require
SWAP gates to fit within limited qubit topol-
ogy. The costs to implement multi-controlled
gates can be reduced by using relative phase Tof-
fli gates [51], ancilla qubits [52] or qutrits [53, 54,
55, 56, 57, 58, 59| in the implementation.

An alternative approach for reducing the costs
is to remove unnecessary qubit controls. The re-
versible circuit synthesis can reduce redundant
qubit controls while maintaining the equivalence
of a quantum circuit before and after the op-
timization [60]. Previous work with reversible
circuit synthesis has largely focused on circuits
composed of CNOT gates [61]. The circuit syn-
thesis is extended later to more general quantum
circuits, e.g., those composed of CNOTs and Z-
basis rotation gates [62]. It is possible to remove,
beyond reversible circuit synthesis, more unnec-
essary controlled operations if we consider main-
taining the equivalence of the final state. Imagine
that there is a n-qubit quantum circuit designed
to work with different initial states and it is ex-
ecuted with a given initial state such as |0)*".
In this case, the circuit will reach only a selected
set of intermediate states and some operations
may become trivial. Such initial-state dependent
circuit optimization may find more rooms for op-
timization if the equivalence of the final state,
not the circuit itself, is preserved. Thus, it will
enable more aggressive reduction of unnecessary
controlled operations than initial-state indepen-
dent circuit optimization.

There are two main approaches for initial-state
dependent circuit optimization. The first one is
a continuous optimization that trains an ansatz
with parameters [63, 64]. The second one is a
discretized optimization in which some controlled
operations are removed from a gate if the quan-
tum state satisfies a specific condition at the point

where the gate is operated [49, 65, 66]. We focus
on the latter in this paper. Among existing dis-
cretized optimization protocols that account for
initial states, the Relaxed Peephole Optimization
(RPO) [49] reduces controlled operations when
the qubits in the X- or Z-basis states are used
as control qubits or a target qubit of a con-
trolled gate. This protocol, however, cannot re-
move qubit controls in the case where all relevant
qubits are entangled. The ZX-calculus [65, 66|
exploits a copy-rule for removing a qubit control
from CNOT gate when the control qubit state is
|1). This leads to an initial-state dependent cir-
cuit optimization, but it cannot remove all qubit
controls within polynomial complexity .

The novel optimization protocol proposed in
this paper has three distinct features. First, there
is the ability of removing redundant qubit con-
trols no matter whether all the relevant qubits
are entangled or not. Second, the identification of
zero- or low-amplitude computational basis states
using a quantum computer allows one to obtain
bitstrings in polynomial time, otherwise exponen-
tial resources are required in the classical cal-
culations. Third, the decomposition of multi-
controlled U gates into Toffoli gates and singly-
controlled U gates enables us to perform the
search of all unnecessary qubit controls in poly-
nomial resources. This new optimization protocol
also serves a new efficient method to approximate
quantum circuits in the NISQ era by truncating
low-amplitude computational basis states that do
not contribute significantly to the final state.

This optimization protocol is called AQCEL
(and pronounced “excel”) for Advancing Quan-
tum Circuit by 1ICEPP and LBNL. To demon-
strate the effectiveness of the AQCEL protocol, we
will use a quantum algorithm that models a par-
ton shower [16]. This algorithm provides a useful
benchmark because it is designed to work with
different initial states corresponding to different
initial particles, meaning that the quantum cir-
cuits have redundancy for a specific initial state.

This paper is organized as follows. Section 2
provides an overview of the AQCEL protocol. The

'In fact, the ZX-calculus is complete in the formal
logic sense of the word, such that one can always prove
that all unnecessary qubit controls can be removed using
rules of the ZX-calculus [67]. However, in general this
scheme requires exponential resources. Nevertheless, the
ZX-calculus is still incredibly powerful and underlies many
of the optimization techniques of quantum transpilers.
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application of this protocol to the HEP example
is presented in Sec. 3. Following a brief discus-
sion about the applicability and future extensions
of the protocol in Sec. 4, the paper concludes in
Sec. 5.

2 AQCEL optimization protocol

First, we summarize the concept of removing
redundant controlled operations from controlled
gates depending on initial states of a quantum
circuit. Then, the AQCEL protocol of removing
redundant qubit controls and the methods for ex-
ecuting the whole optimization in polynomial re-
sources are described.

2.1 Basic idea of redundant controlled opera-
tions removal

A controlled gate performs a different operation
depending on the quantum state at the point
where the gate is applied. Let m be the num-
ber of control qubits of this gate. Consider ex-
panding the state of the full system [¢) into a
superposition of computational basis states as

) = cinlea @ k), (1)

Jk

where |-) , denotes the state of the control qubits,
while the unlabeled ket corresponds to the rest
of the system. We write the states as integers
with 0 < 7 < 2™ —1land 0 < k£ <277 — 1.
We assume that the controlled gate is applied to
computational basis states whose bitstrings on all
control qubits are 1, which corresponds to the
state [j).y = [11---1) = [2™ — 1) ;. This allows
one to classify the state of the system into three
general classes using the amplitudes c; ;:

Triggering : c¢;; # 0 if and only if j = 2™ — 1.
The controlled operation of the gate in ques-
tion is applied for all computational bases in
the superposition.

Non-triggering : com_1; = 0 for all k. The
controlled operation is never applied.

Undetermined : The state is neither triggering
nor non-triggering.

A circuit containing triggering or non-
triggering controlled gates can be simplified by
removing all controls (triggering case) or by elim-
inating the gates entirely (non-triggering case).

While an undetermined single-qubit controlled
gate cannot be simplified under the current
scheme, an undetermined multi-qubit controlled
gate can be by removing the controls on some of
the qubits, if the state of the system satisfies the
condition, and that is our interest.

0) —{ ]
|0) D
0) O—D

Figure 1: A quantum circuit in [0)®? initial state. The
control and target qubits for the Toffoli gate are entan-
gled because the Hadamard and CNOT gates create the
GHZ state.

As an example of this concept, consider the
simple circuit in Fig. 1 composed of three qubits
in 0Y®? initial state. At the Toffoli gate, the
quantum state is in the superposition of |000) and
|111), which is a Greenberger-Horne-Zeilinger
state where the qubits are maximally entangled.
This is an undetermined state for the Toffoli gate.
Moreover, all the control qubits and the target
qubit are entangled, which is a difficult case for
the qubit control reduction. However, the AQCEL
can remove one of the two qubit controls from the
Toffoli, replacing it with a CNOT gate controlled
only by the remaining one.

2.2 General conditions to eliminate qubit con-
trols

Given a multi-qubit controlled-Ugate with m con-
trol qubits, denoted by C™[U], and a system in
an undetermined state |¢) defined in Sec. 2.1, we
can derive general conditions for a part of the
controlled operations to be removed, as follows.

Let z (< m) be the number of controls to be
removed. Without loss of generality, the decom-
position of |1) can be rewritten as

W}> = Z 6i:l»k Z.>ctl/ ® ‘l>free ® ’k> ’ (2)

ik

where |-) . and |-),., are the states of the m —z
remaining control qubits and the x qubits from
which the controls are removed. From Eq. (1),

‘i>ctl/ ® ‘l>free = ’23:2 + l>ctl7 (3)

and therefore

Cilk = Comitl k- (4)
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Applying the original controlled gate to |[¢))
yields

2m 2

C™MUTI)Y = > > cinli) k) +
k

j=0
Y eom1 g 2" =1)UK), (5)
k

where ket subscripts and the tensor product sym-
bols are omitted for simplicity. In contrast, a new
gate with fewer controls gives

2m—r_2
C™ Uy = Y D Gaw i)l k) +
=0 L,k

om=z _ 1\ |[VU k). (6)

Z Com—v_11k
Lk

For the removal of = qubit controls to be al-
lowed, the right hand sides of Egs. (5) and (6)
must be identical. This requires

2T -2

Yo Emeay 27T =) U k) =
=0 &
27 _9

DY comgek 2" =2+ D k). (7)

=0 k

Denoting

Ulk) = upw k) (8)
™

and recalling Eq. (3), Eq. (4), Eq. (7) implies
(replacing k' <> k on the left hand side)

2% -2

SN ey |27 = 1) 1) [) =

1=0 k,k'
2T -2
DD Gk 27T =) D)K. (9)
=0 k

Then, we have
Z Com—a_1 | Jr Uk = Com—z_1 | |,
k/

Vi€ {0,1,..,2° — 2}, k. (10)

Eq. (10) holds if the row vector {Gom-=_1 5} is
an eigenvector of the matrix u with eigenvalue 1
under right multiplication for 0 <1 < 2% — 2, or
if Ggm—a_y1 5 =0for 0 <1< 2% —2 and all k.

Since the cost of exactly computing the com-
plex amplitudes of the quantum state is expo-
nential, in AQCEL we only consider this second
condition:

Gyme_11 =0 VI€{0,1,..,2° =2}, k. (11)

This removal of redundant qubit controls there-
fore requires us to find out if |¢)) satisfies Eq. (11)
for each controlled gate.

In the previous optimization based on RPO, if
the target qubit is assumed to be entangled, the
condition for the removal of qubit controls from
C™[U] is that control qubits which will be re-
moved must be |1) in a pure state. The condition
can be written as

Guir=0 VIe{0,1,..,2°—2}ik. (12)

Eq. (12) is a sufficient condition of Eq. (11), which
means that the AQCEL has more rooms for re-
moval of unnecessary qubit controls. A difference
between Eq. (11) and Eq. (12) resides in whether
one can remove unnecessary qubit controls from
entangled control qubits or not, under the condi-
tion that target qubit is also entangled.

2.3 ldentification of computational basis states

In general, a circuit consisting of n qubits cre-
ates a quantum state described by a superposi-
tion of all of the 2" computational basis states.
However, it is rather common that a specific cir-
cuit produces a quantum state where only a sub-
set of the computational basis states has nonzero
amplitudes. Moreover, the number of nonzero-
amplitude basis states depends on the initial
state. This is why the three classes of the states
on control qubits arise.

As mentioned in Sec. 2.2, we have to find out
if [¢) satisfies Eq. (11). It can be written down
as

> légm-e_1 k=0 VIi€{0,1,..,2" —2}.

k

(13)
Eq. (13) requires that there is no computational
basis state whose bitstring on all control qubits of
C™m=*[U] is |11---1), except when the bitstring
on the removed z control qubits is also |11 --1).
In other words, there should be no bitstring by
which C™[U] is not triggered but C™ *[U] is.
This can be verified by the identification of bit-
strings on all control qubits of C™[U].

The possible bitstrings on control qubits at
each controlled gate can be determined either
through a classical simulation or by measuring
the control qubits by a quantum computer re-
peatedly. In the case of a classical simulation,
one performs the full calculation of the ampli-
tudes. When instead the quantum measurements
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are used, the circuit is truncated right before the
controlled gate in question, and the control qubits
are measured repeatedly at the truncation point.
Finiteness of the relevant amplitudes can be in-
ferred from the distribution of the obtained bit-
strings, albeit within the statistical uncertainty
of the measurements °.

A few notes should be taken on the compu-
tational costs of the two methods. Consider an
n-qubit circuit with N controlled gates. A clas-
sical simulation of the state vector before a given
controlled gate has an exponential scaling in the
number of qubits and requires O(2") computa-
tions. On the other hand, measuring m con-
trol qubits M times on each controlled gates by
a quantum computer only requires O(MN? +
mMN) operations which scales only polynomi-
ally with the number of qubits. More details on
the estimates of the computational resource nec-
essary for the identification of computational ba-
sis states are described in Appendix B.

Note that for noisy quantum computers the
measurements of the bitstrings will not be ex-
act due to hardware noise. The list of observed
bitstrings would contain contributions from er-
rors on the preceding gates and the measurement
itself. In AQCEL, we obtain the calibration ma-
trix for the control qubits (with 8192 shots per
measurement) using Qiskit Ignis API [29]. The
matrix is then applied to the observed distribu-
tion with a least-squares fitting approach. To deal
with remaining error contributions after the mea-
surement error mitigation, we opt to ignore the
observed bitstrings with occurrence below certain
thresholds ?. Once such a threshold has been de-
cided, the number of measurements required has
to be large enough for the statistical uncertainty
to be smaller than this threshold 4.

In order to choose the thresholds, we consider

“When the number of measurements is not enough for a
part of low-amplitude computational basis states, the AQ-
CEL approximates the original circuit to a simpler circuit,
but this usually loses the identity of the final state. There
is a similar effect when low-amplitude computational basis
states below thresholds are truncated, as described later.

In the actual implementation, the threshold of 0.005
is always applied to suppress contributions from imperfect
measurement error mitigation.

4This is justified under the assumption that the resid-
ual gate errors act as a perturbation, inserting spurious
computational basis states with small amplitudes into the
superposition of the system.

gate errors in the single-qubit gates and CNOT
gates °. Let the single-qubit gate and CNOT er-
ror rates be el(f) and eg(’j ), respectively, with ¢ and
j indicating qubits that the gates act on. We
can approximate the probabilities, p, and pey, of
measuring the bitstrings without any single-qubit
gate or CNOT gate errors occurring anywhere
in the circuit by performing qubit-wise (index-

dependent) multiplications of the error rates:

Pu = H (1 - egﬂ)”ﬁi) , (14)

7
A n(i’j)

Pex = H (1 - 68{’])) - ) (15)

i)
and nc(ij ) are the numbers of single-
qubit gates and CNOT gates acting on the corre-
sponding qubits, respectively. The probability p.
of measuring the bitstirngs with at least one gate
error occurring anywhere in the circuit is

(4)

where ny

Pe = 1 — pupex
~ Nex€ex. (16)

In the last approximation, we have assumed that
all CNOT errors are equal, and much larger than
single-qubit gate errors but still much smaller

than one: el(li) < egéj ) — €cx < 1. From the
Pe, the first threshold is chosen to be
sm .= j2m, (17)

where m is the number of the measured control
qubits. This choice of dynamical threshold is
motivated by assuming that the quantum errors
would result in a uniform distribution of all pos-
sible bitstrings according to a depolarizing error
model. It should be noted that the p. increases
as the circuit execution proceeds because the p.
accounts for the error rates from all the preced-
ing gates in the circuit. As an alternative strat-
egy to the dynamical threshold, we also examine
the static thresholds, s{ , that are kept constant
throughout the circuit, with the values between
0.005 and 0.3.

Discarding all bitstrings with occurrence un-
der certain thresholds usually modifies the final
state of the optimized circuit from one of the orig-
inal circuit. On the other hand, applying certain

“The reported error rates at the time of the experi-
ment, measured during the preceding calibration run of
the hardware, are used for the threshold calculation.
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thresholds will leave high-amplitude computa-
tional basis states, while rejecting low-amplitude
computational basis states which do not con-
tribute to the final result meaningfully ¢. Thus,
with the proper thresholds, one can produce a
quantum circuit which well approximates the
original circuit by removing unimportant qubit
controls that trigger on low-amplitude computa-
tional basis states. In other words, the actual
threshold of AQCEL should be selected by con-
sidering the trade-off between the noise resilience
and the identity of the final state to the original
ideal state.

2.4 Elimination of redundant controlled oper-
ations

Once the nonzero-amplitude computational basis
states are identified at each controlled gate, the
next step is to figure out which qubit controls can
be removed using Eq. (11). The computational
cost of determining the removal of redundant
qubit controls would be at most O(Mm4d™N)
(Appendix B), which scales exponentially with m,
the number of control qubits (/N is the number of
multi-qubit controlled gates in the circuit). To
avoid this, a generic multi-qubit controlled gate
should be decomposed into controlled gates with
small, fixed number of control qubits. An arbi-
trary multi-qubit controlled-U gate with m con-
trol qubits can be decomposed into O(m) Toffoli
and controlled-U gates [50]. Besides, these Tof-
foli gates can be replaced with relative phase im-
plementation of Toffoli gates (referred to as just
“Toffoli” hereafter) [51], which reduces the CNOT
counts from 6 (in the regular Toffoli decomposi-
tion) to 3. Therefore, in the AQCEL scheme, we
assume that all controlled gates in a quantum cir-
cuit are reduced to Toffoli gates denoted as C?[X]
and singly-controlled unitary operations denoted
as C[U]. This results in a significant reduction of
computational cost of the decision of all redun-
dant qubit controls, because all controlled gates
have either 1 or 2 control qubits. However, when
controlled gates are decomposed, AQCEL would
lose a part of opportunity to remove redundant
qubit controls. More details about the decom-

®Here the low-amplitude computational basis states
mean a part of the original computational basis states
composing of the ideal quantum state of interest, not those
from quantum noise.

position are described in Appendix A. Since a
multi-qubit controlled gate is decomposed into a
set of Toffoli gates and its mirror for uncomputa-
tion except the central gate, the optimization of
controlled operations for the set of Toffoli gates
can be applied to the uncomputation part as well.

For a n-qubit circuit composed of N multi-
qubit controlled-U gates, each having at most
n control qubits, this decomposition results in
at most n/N controlled gates. With nN gates,
the cost for identifying computational basis states
(Sec. 2.3) increases up to O(n?N?M) when mea-
suring with a quantum computer. However, the
cost for removing unnecessary qubit controls im-
proves from the above exponential scaling to
O(MnN). More details about the resource scal-
ing are given in Appendix B.

After the decomposition, a C[U] gate can be a
single unitary U gate if the probability of observ-
ing |1) of the control qubit is 1, or removed if the
probability is 0. In all other cases, the C[U] gate
is kept. For a C?[X] gate, the similar control
reduction can be performed with the probabili-
ties of the four possible states |00), [01), |10) and
|11). If the probability of the state [01) (]10)) is
zero, one can eliminate the first (second) control
from the C?[X] gate (see Eq. (11)). The follow-
ing pseudocode is the full algorithm for redundant
controlled operations removal.

Algorithm 1: Redundant controlled operations
removal

for all C[U] or C?[X] gate g in the circuit do
execute circuit up to, but not including, g
if g is a C[U] gate then
measure the control qubit ¢ in the Z basis
multiple times
if {1} is observed in the measurement re-
sults then
if {0} is not observed in the measure-
ment results then
turn ¢ into a U gate acting on the
target qubit
end if
else
eliminate g
end if
else
measure the control qubits ¢iqo in the Z
basis multiple times
if {11} is observed in the measurement re-
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sults then
if neither {00}, {01} nor {10} is ob-
served in the measurement results then
turn g into an X gate acting on the
target qubit
else if {01} is not observed in the mea-
surement results then
eliminate the control on ¢
else if {10} is not observed in the mea-
surement results then
eliminate the control on ¢
end if
else
eliminate g
end if
end if
end for

3 Application to quantum algorithm

The AQCEL optimization protocol described in
Sec. 2 has been deployed to the quantum parton
shower (QPS) algorithm [16]. We show exper-
imental results from a simulator and quantum
hardware, and discuss the optimization perfor-
mance in terms of the number of CNOT gates
and the identity of the final states.
purpose of this section is to demonstrate that
AQCEL optimization works with the determina-
tion of bitstrings by a noisy intermediate scale
quantum computer in polynomial resources, not
to compare with other initial-state dependent op-
timization protocols.

The main

3.1 Quantum parton shower algorithm

The QPS algorithm in Ref. [16] can start with
a fermion that is either type fi or fy. These
fermions can radiate a scalar particle ¢ or not at
a given showering step. The relevant parameters
are the three couplings g1, g2, and g2 between
fi and ¢, fo and ¢, and fifs (fifz) and ¢, re-
spectively, where the antifermion is denoted by
f. The shower evolution process is simulated by
repeating the step by Neyol times. When Ny is
small, only a small number of particles are sim-
ulated, hence the number of non-zero computa-
tional basis states is also small. In addition, since
the circuit is designed to work with genetic ini-
tial states, a different set of computational basis

Figure 2: Quantum circuit for the Ng,o = 1 step parton
shower algorithm when the initial state is | f1). Coupling
constants are g1 = 2 and g2 = g12 = 1.

Input circuit

f AQCEL Circuit Optimization

A4
—>[Eliminate adjacent gate pairsJ
Eliminate unused qubits

Output circuit with
native gates and
hardware connectivity

Decompose multi-controlled gates
into C2[X] and C[U] gates

[Eliminate adjacent gate pairs]

Identify computational basis states
Classical Calculation ~ Quantum Measurement

@minate redundant controlled operations}

—

Figure 3: Flowchart of the proposed optimization pro-
tocol. We eliminate unnecessary gates, qubit controls
and unused qubits. Finally, the resulting circuit can be
encoded into particular gates for specific hardware.

states is occupied for each initial state, resulting
in redundant controlled operations in the circuit.

The quantum circuit for Neyo = 1 step and
the initial state |f1) provide a good benchmark
for the AQCEL protocol. Coupling constants are
set to g1 = 2 and g2 = g12 = 1. Figure 2 shows
the benchmark quantum circuit for the QPS al-
gorithm with Neyor = 1.

3.2 Experimental setup

The AQCEL protocol focuses on circuit optimiza-
tion at the algorithmic level, instead of at the
level of a specific implementation using native
gates for a particular quantum device. In ad-
dition to the initial-state dependent reduction of
unnecessary controlled operations (Sec. 2.3 and
2.4), the AQCEL performs sequential decomposi-
tions of multi-controlled gates as well as the re-
moval of adjacent gate pairs and unused qubits.
A high-level flowchart of the AQCEL protocol is
shown in Fig. 3.

The AQCEL is implemented using IBM Qiskit
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version 0.32.1 [29] with Terra 0.18.3, Aer 0.9.1
and Ignis 0.6.0 APIs in Python 3.8.1 [68]. The
codes and experimental results are available in
GitHub [69]. We attempt to optimize circuits
running on a classical computer with a single
2.4 GHz Intel core i5 processor. The AQCEL op-
timization performance is evaluated using the 27-
qubit IBM device called ibm_ kawasaki equipped
with the IBM Quantum Falcon Processor and the
statevector simulator in Qiskit Aer. When exe-
cuting a circuit on the ibm_ kawasaki, the gates
in the circuit are transformed into machine-native
single- (X, Sy, R.) and two-qubit (CNOT) gates,
and the qubits are mapped to the hardware, ac-
counting for the actual qubit connectivity of the
tbm_ kawasaki. For the results obtained solely
from the statevector simulator, all the qubits are
assumed to be connected to each other (referred
to as the ideal topology) and the simulator does
not consider any quantum noise.

In addition to AQCEL, two circuit optimiza-
tion tools are used: t|ket) in pytket 0.17.0 and
pytket-qiskit 0.20.0, and IBM Qiskit transpiler.
They are used as references for the comparison
of the optimization performance as well as in the
combination with AQCEL to further reduce the
gate counts. For t|ket), the get_compiled__circuit
routine with optimization level 2 is used 7. For
Qiskit, the tranpilation with optimization level 3
pass manager is applied 4. The decomposition of
multi-controlled gates using relative phase Toffoli
gates is applied first to all the cases for compari-
son on an equal footing.

3.3 Results

Here we discuss results for the AQCEL optimiza-
tion to the Nevol = 1 QPS circuit. The figure of
merit is the numbers of single-qubit gates (Sx,
X) ? and CNOT gates obtained by decomposing
quantum gates in the circuit and the calculation
time of the circuit. The calculation time is de-
fined as the duration of the pulse schedule of the

"This routine is documented in the pytket manual at

https://cqcl.github.io/tket/pytket/api/backends.html.

The routine for decomposition all gates into basis gates is
always applied in front of t|ket).

5The value of seed transpiler is fixed to 1 in order to
suppress the randomness of Qiskit transpiler.

YR. gates are not included because they can be imple-
mented with no cost as virtual Z gates [70].

Ideal Topology

250

[ Original
3 Qiskit
I t|ket)
200 I Qiskit + t|ket)
[ AQCEL (CC)
I AQCEL (CC) + Qiskit + t|ket)
n 150
=
c
>
o
O 100
50

CNOT S X

Figure 4: Numbers of CNOT gates and single-qubit
gates of the QPS circuit transpiled considering the ideal
topology. For the AQCEL optimization, the bitstring de-
termination at controlled gates is performed using clas-
sical calculation.

transpiled circuit from the input to the measure-
ments, as implemented in Qiskit.

First, we examine the numbers of single-qubit
gates and CNOT gates assuming an ideal topol-
ogy before and after the AQCEL optimization
alone. The determination of bitstrings at con-
trolled gates is performed using classical calcula-
tion. Figure 4 shows the gate counts from the
original circuit and the circuits optimized using
either AQCEL, t|ket) or Qiskit and their different
combinations. It is seen that the AQCEL alone re-
duces gate counts drastically, and even more for
CNOT gate when the AQCEL is combined with
the t|ket) and Qiskit.

Starting with 155 CNOT and 431 single-qubit
gates, the AQCEL alone removes 114 CNOT and
388 single-qubit gates, in which 58 CNOT and 88
single-qubit gates are accounted for by the reduc-
tion of redundant qubit controls '’, and the rest
by the removal of adjacent gate pairs. The num-
ber of qubits is reduced from 14 to 13. The reg-
ister ng, composed of only one qubit, is removed
because it is used only for the case where the ini-
tial state is |¢). The entire AQCEL optimization
takes about 0.58 seconds. The wall time is by far
dominated by the elimination of redundant con-
trolled operations (that accounts for 65% of the
total time), followed by a sub-dominant contribu-

19Removing redundant qubit controls reduces the cost of
C?[X] and C[U] decomposition into basis gates, resulting
in the overall reduction of CNOT and single-qubit gate
counts.
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Figure 5: Numbers of gates and the calculation times
of the QPS circuit transpiled considering the topology
of ibm_kawasaki. For the AQCEL optimization, the bit-
string determination at controlled gates is performed us-
ing either classical calculation (denoted by CC) or mea-
suring the computational basis states on quantum hard-
ware (denoted by QC) with the static thresholds of 0.1
or the dynamic threshold of s&.

tion of 35% from the adjacent gate-pair elimina-
tion.

Now we evaluate the performance of the op-
timizers with the transpilation considering the
hardware topology of the ibm_ kawasaki. In AQ-
CEL, the bitstring determination is performed
using classical calculation (denoted by CC) or
quantum hardware (denoted by QC) with several
thresholds. Figure 5 shows the results for the
Nevol = 1 QPS circuit. The AQCEL reduces the
CNOT gate counts more significantly than the
case for ideal topology (Fig. 4). This reduction
comes from less SWAP gates (each of which re-
quires 3 CNOTs) for the AQCEL circuit because,
once redundant qubit controls are removed, the
amount of SWAP operations between multiple
qubits is also suppressed. This results in much
shorter calculation time for the AQCEL circuit.
For the rest in the paper, the most efficient tran-
spilation that combines the AQCEL, t|ket) and
Qiskit is used for identification of the bitstrings
at controlled gates and the fidelity measurement.
The qubit counts are reduced from 14 to 13 un-
der the dynamic threshold of s®". Under the
static thresholds, the qubit counts reduce to 13
for 0.005 < sg < 0.25, but more significantly to 8
when s/ = 0.3.

In the initial-state dependent circuit optimiza-
tion, what is preserved is the equivalence of the
final state, not the circuit itself. To evaluate
the accuracy of the AQCEL optimization, we con-

sider a classical fidelity between final states be-
fore and after the optimization, defined in terms
of the probability distributions of the bitstrings
observed in the measurement at the end of the cir-
cuits. This quantity, denoted as F' and referred
to as just “fidelity” hereafter, is given by

A (18)
k

where the index k£ runs over the bitstrings. The
quantities pzrlg and pzpt are the probabilities of
observing k in the original and optimized circuits,
respectively.

In fact, we compute two fidelity values for each
optimization method. For the ideal final state
where any quantum error is not considered, the
first fidelity, denoted Fiiy,, aims to quantify the
amount of modifications to the final state intro-
duced by the optimization procedure at the al-
gorithmic level. To calculate the Fiy, both p°ri8
and p°P* are computed using the statevector sim-
ulation. The value of Fy,, = 1 indicates that the
final states are identical before and after the op-
timization (up to a possible phase difference on
each of the qubits), while a deviation from unity
gives a measure of how much the optimization
has modified the final state from the ideal one.

The second fidelity value, Fiheas, is computed
using measurements with an actual quantum
computer for p°Pt. The p°P! is estimated from the
rate at which a bitstring occurs in a large number
of repeated measurements. The p°8 is computed
using simulation, as for the Fgn. Even if Fgn
is 1, the presence of noise will make Fieas < 1,
with the difference from unity getting larger when
more gates (particularly CNOT gates) are present
in the circuit. Removing CNOT gates to opti-
mize the circuit will lower the overall effect of
noise and raise the Fiueas value. However, when
low-amplitude computational basis states are re-
jected by the threshold, more qubit controls are
removed, which makes the final state different
from the ideal one and decreases the Fieas value.
Thus, the Fieas 1S a measure that reflects the
trade-off of making the circuit shorter and chang-
ing the final state through the optimization. The
measurements are performed 10000 times for each
optimized circuit to obtain the Fieas value, and
the experiment is repeated 30 times with the
same optimized circuit to finally obtain the av-
erage and the standard deviation of the Fieas
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Figure 6: Fgm and Fieas values as a function of the
static threshold s[ used to optimize the QPS circuits
by AQCEL. The bitstring measurement on controlled
qubits is performed on the ibm_kawasaki.

values. Any error mitigation is not used in the
measurements.

When the elimination of redundant qubit con-
trols is performed based on measurements using a
quantum computer with the static thresholds s/,
the threshold dependence of Fi, and Fiheas val-
ues is shown in Fig. 6. With increasing s/ value
the Flueas first increases, indicating the suppres-
sion of noise effects due to CNOT gate removal,
but then worsens significantly at s/ = 0.30. This
is understood from the behavior of the Fi;, value:
the Fym stays close to unity up to sg = 0.25
then decreases significantly, signaling that the op-
timization is too aggressive to maintain the fi-
nal state from the original one if s/ = 0.30 is
used. For the circuit considered here, the per-
formance of the optimization appears to be best
with 0.10 < sf < 0.25.

Shown in Fig. 7 is the Fipeas versus CNOT gate
counts with the determination of bitstrings using
classical calculation and hardware measurement.
For the sglyn, the optimized circuit turns out to
be exactly same as the one obtained using clas-
sical calculation . For the AQCEL optimized
circuits, the Fieas values are 0.961 £ 0.001 for
s/ = 0.1 and 0.911 £ 0.002 for the optimization
using classical calculation. This demonstrates a
clear improvement from the hardware measure-
ment by removing qubit controls that trigger on

HAlthough these circuits are identical, the Fineas values
are slightly different due to statistical uncertainty and the
quantum noise of the actual device.

IBM Kawasaki Machine

1.0
@
)
0.8
. 0.6 %
[
g 8
o4l ® aisk
% tiket) %
% Qiskit + tjket)
02 @ AQCEL (CC)
: @ AQCEL (QC, 0.1)
A AQCEL (QC, dynamic)
0.0 ‘ ‘ ; i ; ‘
0 50 100 150 200 250 300 350

Number of CNOT Gates

Figure 7: Fidelity Fiheas versus the number of CNOT
gates for the QPS circuit transpiled considering the
topology of ibm_kawasaki. For the AQCEL optimiza-
tion, the bitstring determination at controlled gates is
performed using classical calculation (denoted by CC)
or measuring the computational basis states on quantum
hardware (denoted by QC) with the static thresholds of
0.1 or the dynamic threshold of s®".

low-amplitude computational basis states. The
Fiim value is 0.981 for sz = 0.1, meaning that the
final state is modified slightly from the ideal one.

To further evaluate the accuracy of the AQ-
CEL optimized circuit, a quantum state tomogra-
phy (QST) is performed over the particle registers
of six qubits in the Neywo = 1 QPS circuit (see
Fig. 2). From the measurements of 3% circuits,
each performed 4000 times, with Pauli {X,Y, Z}
observables using the quantum hardware, the
density matrix is reconstructed for the optimized
circuit and compared with one obtained from the
original circuit to compute a fidelity (denoted by
Fgst). In a statevector simulation, the Fggr
value is unity for both Qiskit-+t|ket) and AQCEL
circuit with the s, meaning that the optimiza-
tion does not modify the final state including rel-
ative phases. The Fpgr values are measured to
be 0.13 and 0.41 for Qiskit+t|ket) and AQCEL cir-
cuits, respectively, when performing QST on the
quantum hardware. The Fggt values are much
smaller than unity due to hardware noise, but
the AQCEL shows a clear improvement over the
Qiskit+t|ket).
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4 Discussion

4.1 Applicability of proposed optimization

The core component of the proposed circuit op-
timization is the identification of computational
basis states with zero- or low-amplitudes using a
quantum computer and the subsequent elimina-
tion of redundant controlled operations. There-
fore, the AQCEL is expected to work more ef-
ficiently for quantum algorithms in which the
quantum state has a small number of high-
amplitude computational basis states. In other
words, the AQCEL would not be effective if all the
computational basis states have non-negligible
amplitudes, especially when they are small in size
because of thresholds applied on quantum hard-
ware. A typical example is Quantum Phase Es-
timation [71] or Grover’s Algorithm, where an
equal superposition state is created first by ap-
plying H®" gates to the initial state |0)®" of the
n-qubit system. However, even in this case, the
AQCEL can efficiently produce a quantum circuit
that approximates the original final state by ig-
noring low-amplitude computational basis states.

Another important aspect for the AQCEL opti-
mization protocol is the resource needed to use a
quantum computer for the optimization. In the
NISQ era, it is worth spending the quantum com-
puter resource in the optimization if the resulting
circuit can produce higher-fidelity results than
the original circuit does. In the fault-tolerant
quantum computing era, using a quantum com-
puter for the optimization may not be crucial due
to its capability of correcting quantum errors dur-
ing the operation. However, the initial-state de-
pendent AQCEL optimization will be still useful
for simplifying the quantum circuit, even in the
fault-tolerant regime.

4.2 Further simplifications with initial-state
dependent optimization

The new method proposed here for obtaining bit-
strings using a quantum computer will open new
possibilities in initial-state dependent quantum
circuit optimization within polynomial computa-
tional resources. In this paper, we discuss the
simplest example of this type of optimizations,
that is, just use the information of control qubits
and optimize multi-controlled qubit gates indi-
vidually. There are several possibilities to extend

the idea for further simplifications, e.g., using an-
cilla qubits, quantum gates with qutrit (3-level)
states, or adding the information of target qubit
in controlled gate like RPO [49]. One can opti-
mize not only individual gates but also multiple
gates as a gate set in future.

As another interesting possibility, if a circuit
turns out to contain only a small number of basis
states, one could represent the circuit state us-
ing fewer qubits than the original ones. Given
that this approach might require a completely
new computational basis, this is left for future
work.

4.3 Mitigations of quantum errors

The threshold choice in AQCEL has significant im-
pacts on Fgy, and Fiueas, as seen in Figs. 6 and
7. The measurement error can be improved by
adapting the unfolding technique developed in
Ref. [17] and related approaches that use fewer
resources [20, 72, 73, 74, 75] or further mitigate
the errors [22]. A substantial contribution to the
gate errors originates from CNOT gates. There
are a variety of approaches to mitigate these er-
rors, including the zero noise extrapolation with
identity insertions, first proposed in Ref. [23] and
generalized in Ref. [27]. The method based on
the CNOT error mitigation may improve the ac-
curacy of optimizations and the fidelity of our
approach.

5 Conclusion and outlook

We have proposed a new optimization protocol,
called AQCEL, for analyzing quantum circuits to
remove redundant controlled operations. The
AQCEL can remove unnecessary qubit controls
from multi-controlled gates even when all the rel-
evant qubits are entangled. The heart of the
redundant controlled operations removal resides
in the identification of zero- or low-amplitude
computational basis states. In particular, this
procedure can be performed through measure-
ments using a quantum computer in polynomial
time, instead of classical calculation that scales
exponentially with the number of qubits. Al-
though removing qubit controls that trigger on
low-amplitude basis states will result in a circuit
that produces the final state distinct from the
original one, this may be a desirable feature un-
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der the existence of hardware noise.

We have adopted the AQCEL optimization
scheme to the quantum parton shower simulation
using the ibm_kawasaki. In the experiment, the
proposed scheme has shown a significant reduc-
tion of gate counts and improved the Feas value
while retaining the accuracy of the probability
distributions of the final state. For the AQCEL op-
timized circuits, the Fineas values are 0.961+0.001
for the static threshold s/ = 0.1 and 0.9114-0.002
for the optimization using classical calculation.
For the dynamic threshold sglyn, the optimized
circuit is exactly same as the one obtained using
classical calculation. The initial-state dependent
optimization discussed here opens new possibili-
ties to extend quantum circuit optimization fur-
ther in future.
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A Decomposition of multi-controlled
gates

When the same qubit controls are removed from
C™[U] and C*[U](m > s), Eq. (11) indicates that
the condition for the removal of qubit controls is
stricter for the latter because the number of k is

larger. This means that if we decompose a C™[U]
into controlled gates with smaller number of con-
trol qubits, e.g., Toffoli and two-qubit gates, the
opportunity to remove redundant qubit controls
is partly lost. This suggests that removing redun-
dant qubit controls should be applied before de-
composing multi-controlled gates into basis gates
like CNOT. As mentioned in Sec. 2.2 and Ap-
pendix B, the decomposition of multi-controlled
gates is essential in terms of computational re-
sources. This means that there is a trade-off be-
tween the opportunities of removing qubit con-
trols and computational complexity.

B Computational resources for the
proposed optimization scheme

The computational costs to perform the proposed
optimization scheme are evaluated here. We con-
sider a quantum circuit that contains n qubits
and N multi-qubit controlled gates, each acting
on m control qubits and one target qubit.

The first step in the optimization scheme is the
identification of computational basis states. If we
use the classical calculation to simply track all the
computational basis states whose amplitudes may
be nonzero at each point of the circuit, it requires
the computation of O(N2") states which grows
exponentially with n. This method requires less
computational resource than a statevector simu-
lation, but it neglects certain rare cases where ex-
act combinations of amplitudes lead to the elim-
ination of redundant controlled operations. This
is because a statevector simulation is applied as
a classical calculation for the identification of bit-
strings in AQCEL. If we measure the control
qubits at each controlled gate M times using a
quantum computer, the total number of gate op-
erations and measurements is given by

M{m+(1+m)+2+m)+---+(N—-1+m)}
= %MN(N— 1)+mMN (19)

Therefore, the computational cost grows polyno-
mially with n in O(MN? + mMN).

We next consider the decision of all redundant
qubit controls from a controlled gate with m con-
trol qubits. Using a quantum computer that mea-
sures the m control qubits M times, the measured
number of bitstrings is M. For the classical calcu-
lation, the number of basis states is 2. Imagine
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that we choose an arbitrary combination among
2™ possible combinations of new qubit controls
on the same controlled gate. We need to check
if all specified bitstrings in Eq. (11) for the cho-
sen combination are not measured. The cost is
O(Mm2™) for one chosen combination because
the size of the bitstring is m and the numbers
of measured and specified bitstrings are M and
2™ respectively. Therefore, the overall compu-
tational cost for the determination of redundant
qubit controls is O(MmA4™N) for N multi-qubit
controlled gates. The classical calculation re-
quires O(m8™N) as well.

In the AQCEL protocol, all controlled gates in
the circuit are decomposed into Toffoli gates and
two-qubit controlled-U gates. With this decom-
position, the total number of gate operations and
measurement increases due to O(m) times more
controlled gates. However, the computational
cost for the redundant qubit control identifica-
tion becomes polynomial in O(MmN) because
all controlled gates have the constant number of
control qubits (m = 1,2). The computational
cost for the identification of computational basis
states still behaves polynomially in O(m?M N?)
when a quantum computer is used. Given that a
controlled gate has at most n — 1 control qubits,
the total computational cost for the entire opti-
mization sequence is O(n?M N?), when the com-
putational basis state measurement is performed
using a quantum computer.
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