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Understanding topological matter is an outstanding challenge across several disciplines of physical science.
Programmable quantum simulators have emerged as a powerful approach to studying such systems. While
quantum spin liquids of paradigmatic toric code type have recently been realized in the laboratory, controlled
exploration of topological phases with non-abelian excitations remains an open problem. We introduce and
analyze a new approach to simulating topological matter based on periodic driving. Specifically, we describe a
model for a so-called Floquet spin liquid, obtained through a periodic sequence of parallel quantum gate oper-
ations that effectively simulates the Hamiltonian of the non-abelian spin liquid in Kitaev’s honeycomb model.
We show that this approach, including the toolbox for preparation, control, and readout of topological states,
can be efficiently implemented in state-of-the-art experimental platforms. One specific implementation scheme
is based on Rydberg atom arrays and utilizes recently demonstrated coherent qubit transport combined with
controlled-phase gate operations. We describe methods for probing the non-abelian excitations, and the associ-
ated Majorana zero modes, and simulate possible fusion and braiding experiments. Our analysis demonstrates
the potential of programmable quantum simulators for exploring topological phases of matter. Extensions in-

cluding simulation of Kitaev materials and lattice gauge theories are also discussed.

I. INTRODUCTION

Techniques for quantum simulation of topological quantum
matter and lattice gauge theories are now being actively ex-
plored. Since many of these systems are difficult to treat ana-
lytically or to simulate on classical computers, often even fun-
damental concepts are not well understood. Of particular in-
terest are topological phases [1], whose long-range entangle-
ment generates a host of interesting properties, such as emer-
gent gauge fields [2, 3], quantum error correcting codes [4],
and excitations with non-trivial statistics [5]. Recent devel-
opments in superconducting qubit technology [6] and neu-
tral atom arrays [7-9] have provided exciting signatures of Zs
topological order [6, 10], the simplest realization of an abelian
topological order. An outstanding challenge is developing
methods which would enable these platforms to explore and
control non-abelian topological order. In such systems, the
exchange of quasi-particles can result in non-abelian unitary
operations acting on a degenerate set of ground states, which
encode protected quantum information (logical qubits). This
property makes the non-abelian anyons not only a fascinat-
ing condensed-matter phenomenon but also a building block
of topological quantum computation (TQC) [4, 5], since the
logical subspace is robust against local errors and protected
by a gap to the rest of the spectrum. While there has been a
long-lasting effort to realize this kind of topological order in
solid-state systems [11] and several theoretical proposals have
been put forward to probe it with synthetic systems, such as
cold atoms [12—14] and polar molecules [15, 16], the direct
observation of its exceptional properties has thus far eluded
experimental realization.

In this work, we introduce an approach to creating and
controlling non-abelian topological matter based on periodic
modulation. Specifically, we show how the gapped non-
abelian phase of the Kitaev honeycomb model can be effec-
tively realized as a Floquet spin liquid, generated by time evo-
lution under a repeating sequence of two-body Ising Hamilto-
nians [17]. In particular, while the time-averaged Hamiltonian

corresponds to the gapless phase in Kitaev’s model, the first-
order correction breaks time-reversal symmetry and induces
a finite energy gap, which is crucial for stabilizing the non-
abelian excitations.

We demonstrate that such a Floquet spin liquid can be im-
plemented in a hardware-efficient way using programmable
arrays of neutral atoms. This approach combines coherent
qubit transport with parallel two-qubit controlled phase gates
and global single-qubit rotations to realize the Floquet spin
liquid in a digital fashion. Using these efficient primitives, we
develop a Hamiltonian simulation toolkit to prepare, control,
and measure topological matter. By combining physical in-
sights and variational optimization, we first demonstrate how
to reliably perform time evolution and prepare ground states
of the honeycomb model in the non-abelian phase. Subse-
quently, we show that this toolbox can be used to study the
defining properties of the chiral non-abelian theory at differ-
ent levels of experimental complexity: The chiral nature of the
edge modes can be probed by performing a simple quench of
the boundary conditions while a minimal additional overhead
allows us to create and adiabatically transport the non-abelian
Majorana particles characteristic of the Kitaev B phase.

These Majorana zero modes are fractionalized fermions and
when brought together can fuse to either an occupied or unoc-
cupied fermion mode. We show how the tools developed here
can be used to implement braiding and fusion experiments,
probing their non-abelian nature. In particular, the degener-
ate subspace formed by multiple Majoranas can be manipu-
lated by exchanging particles which is the basis for topolog-
ical quantum computing. We furthermore design a dynami-
cal protocol to readout the local fermion content—a necessary
component for characterizing the fusion and braiding rules of
the anyonic theory. By introducing a local magnetic field,
we couple the fermion to a system with Zs vortices, which
correspond to simple qubit observables. Then, we leverage
an emergent two-level system analogy to design a composite
pulse sequence which improves the fidelity of the particle-to-
vortex mapping.



We note that the Majorana modes can also be created in the
abelian toric code phase, either at the intersection of e and m
boundaries, or in the bulk at the endpoints of 1D lattice de-
fects [18, 19]. Recent experiments [20] explored gate-based
manipulation of such states without energetic protection pro-
vided by the spectral gap. In contrast, the Floquet spin-liquid
phase and the non-abelian anyons explored in this work are
analogous, respectively, to p+ip superconductors and the cor-
responding Majorana modes pinned to vortex excitations. The
anyons discussed in this work are pinned to pseudo-vortices,
which reside at the ends of flipped-bond strings.

Our method can also be adapted to implement generaliza-
tions of the Kitaev honeycomb model with long-range and
many-body interaction, or external fields. These systems
are subjects of extensive theoretical and experimental stud-
ies [11], and cannot be simulated efficiently on a classical
device, making them prime candidates for quantum simula-
tion. Finally, the tools developed here for the implementa-
tions of generalized Kitaev models can also be used to study
integrability-breaking quenches and to potentially simulate
lattice gauge theories in (1+1)D with substantially shorter cir-
cuit depths compared to existing methods.

II. FLOQUET SPIN LIQUID

First, we describe the dynamical mechanism for creat-
ing the gapped non-abelian phase in a periodically driven
system. Consider a two-dimensional honeycomb lattice
with three types of interactions in the three different direc-
tions [Fig. 1(a)]. Their respective Hamiltonians are,

Hy =-Jx > XiXj, (1a)
(i9) x

Hy =—Jy Y YiYj, (1b)
(4,9)y

Hy=-Jz Y Z:Z;, (Ic)

(6,4) z

where (i, j) /v, z denotes the appropriate set of links. Each
of these two-body interactions can occur naturally in a mag-
netic system, but due to their extreme spatial anisotropy it is
difficult to realize the three of them, Hy = Hx + Hy + H,
at the same time.

In a digital simulation, however, it is possible to periodi-
cally apply the interactions (1a)-(1c) one at a time. Then, over
one driving period, the unitary evolution is described by

U(T) — e—iHXTe—iHyTe—iHZT — e—iHF[T]T, (2)

where 7 is the trotter step. If the frequency of the drive is
high enough (7 is small), this evolution can be captured by an
effective Hamiltonian Hr[7] is approximated by the Magnus

expansion [21]. For Eq. (2), the first two terms are

Hplr]=Hx + Hy + Hz —%T[HX,HY]
—_————
Ho

— 57lHx Hy) = S7lHy, Hy] + O(7%). ()
This kind of Floquet Hamiltonian engineering by time av-
eraging has been used in the past to construct prethermal
phases including time crystals [22-25], and lattice gauge theo-
ries [26, 27]. In these approaches, the terms other than H are
typically detrimental to the desired evolution and must be sup-
pressed. In contrast, we find that the first-order terms O(7),
explicitly written in Eq. (3), are crucial for an efficient real-
ization of the desired non-abelian phase, as discussed below.
The leading-order term,

Hy=Hx + Hy + Hz, 4)

realizes the Kitaev honeycomb model [28], which describes
a highly anisotropic spin system on a honeycomb lattice
[Fig. 1(a)]. This model features several gapped abelian topo-
logical phases when |J,| > |J3]|,|Jy|, and a gapless non-
abelian phase where the linear dispersion is protected by the
time-reversal symmetry. That symmetry needs to be broken in
order to introduce a gap in the spectrum, which is necessary
for a finite correlation length of the excitations thus making
them localizeable. The first-order dynamical correction to the
effective Hamiltonian,

T
H1 == _5

([Hx,Hy|+ [Hx, Hz] + [Hy, Hz]), (5
which consists of three-body operators of the form X;Y; Z,
breaks the time-reversal symmetry since the signs depend on
the particular ordering of applied Hamiltonians in (2); here,
Hx,Hy,Hz. Because the gapped phase disappears in the
static, high frequency limit = — 0, the effective Hamil-
tonian realizes an intrinsically dynamical Floguet spin lig-
uid. 1In the latter part of this work, we develop more so-
phisticated sequences to further suppress higher-order terms
in Eq. (3), enabling coherent control of the particles, while at
the same time, controlling the relative signs and magnitudes of
the desired three-body terms H;. We discuss this procedure,
and a more specialized approach for the state preparation, in
Sec. IV. Similar dynamical constructions have been used to
propose Floquet SPT phases [29] and the realization of chiral
edge phenomena [30].

The Kitaev Hamiltonian Hy + H; has an extensive num-
ber of conserved quantities given by plaquette operators

[Fig. 1(b)],
W, = Y122 X3Y1 25 Xe, (©6)

for each plaquette p € {1...M} where M = N/2 is the total
number of plaquettes and NV is the number of spins in the sys-
tem. The collection of values W = {W,, = +1|p € 1..M}
defines a symmetry sector and it can be shown that the ground
state lies in the sector where W), =+1 for all p [31]. We
associate the presence of a Zy vortex on the plaquette p if
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FIG. 1. Kitaev honeycomb model on a digital Rydberg simulator. (a) The three types of spin-spin interactions Hx, Hy, and Hz applied
along the three directions of the honeycomb lattice together form the highly anisotropic Kitaev honeycomb model described by the Hamil-
tonian Hyp in Eq. (4). After breaking the time-reversal symmetry, this model hosts a gapped non-abelian phase. (b) The plaquette operators
Wp = Y1Z2X3Y4Z5Xs = £1 commute with all the link operators Hx, Hy , Hz and form an extensive set of conserved quantities. We
associate the presence of a Z» vortex at the plaquette p if W, = —1. The ground state has no vortices, i.e., W, = 41 for all p. (c) In this work
we develop the toolbox for the three capabilities necessary to fully probe a non-abelian system on a digital simulator: state preparation, ma-
nipulation, and readout. (d) Four Majorana zero modes encode a topological qubit, as they span a two dimensional Hilbert space (for the case
shown here) that is separated by the gap from the rest of the spectrum. The logical states |0) , , |1),; correspond to the unoccupied and occupied
zero mode, respectively. Measurement in the logical Z;, or X, basis is performed by fusing the majoranas in an appropriate configuration,
and measuring the presence of a fermion particle. Moving the Majorana particles around each other performs non-trivial unitary operations in
the logical subspace—a manifestation of their non-abelian nature. (e) The spin degrees of freedom are encoded in the magnetically insensitive
hyperfine states {|0),|1)} of "Rb atoms and a highly excited Rydberg state |r) is used to perform two-qubit entangling gates. We utilize
reconfigurable Rydberg arrays to implement the Floquet Hamiltonian of the Kitaev spin liquid in a parallel fashion. This approach is simple,
scalable, and all of its components have already been demonstrated in recent experiments [8].

Wp = —1 and call the collection W a “vortex sector”; in this ~ of the Hamiltonians Hx y,z can be written as a free fermion

language the ground state is vortex-free. Even though the
number of symmetries is extensive, the vortex configuration
does not specify the wavefunction exactly and each sector has
a Hilbert space of dimension 2V/2,

Before proceeding we note that in many previous propos-
als, including the original work of Kitaev [28], the time-
reversal symmetry was broken in a perturbative fashion—
either by applying an external magnetic field [28] or intro-
ducing ancillary gadgets to mediate interactions [32]. A key
advantage of our dynamical scheme is that the time-reversal
symmetry is broken without creating vortices: Each driving
term in (2) separately commutes with the plaquette operators,
[Hz x,v, Wy| =0, so the effective Hamiltonian commutes as
well [Hg[r],W,] = 0, irrespective of 7. Additionally, each

Hamiltonian [28], which means the heating due to trotterized
time evolution is significantly suppressed and does not grow
indefinitely [33, 34]; see Appendix B for more details. This
makes our Floquet spin liquid especially attractive for exper-
imental implementation, where trotter heating can be a lim-
iting factor. The implementation can also be made hardware
efficient, especially on reconfigurable Rydberg atom arrays,
where dynamically toggling between Hx y,z is a natural op-
eration [8].



III. EXPERIMENTAL IMPLEMENTATION

Recently, Rydberg atom arrays have been used to im-
plement analog simulation of quantum spin systems with
Ising [7, 9] and XXZ [35] Hamiltonians, using programmable,
fixed atom geometry. Most recently, a new architecture in-
troduced coherent and parallel transport of atoms allowing
for dynamically re-configurable connectivity [8]. In this ap-
proach, qubits are encoded in two magnetically insensitive
hyperfine (HF) states |0),|1) while excitation to the Rydberg
state |r) is used for performing entangling gates [Fig. 1(e)].
This encoding provides long coherence times, enabling the
execution of tens of thousands of parallel moves. Even for
hundreds of qubits, the quantum gates can be performed by il-
luminating the atoms with a global laser beam which provides
a native parallelism of quantum operations with no cross-
talk. Therefore, reconfigurable Rydberg atom arrays are eas-
ily scalable and especially well suited for performing parallel
quantum circuits where during each step, or gate layer, each
qubit participates in at most one gate.

Here we describe how the Floquet unitary (2) can be imple-
mented in this experimental platform in a hardware-efficient
manner. Since the honeycomb lattice is bipartite, every link
connects the odd (®) and even (0) sublattices; see Fig. 1(a).
Therefore, the evolution under each of the two-body Hamilto-
nians Hx,Hy,Hz can be implemented within a single gate
layer using a global pulse that simultaneously acts on all
qubits. This pulse performs the two-body gate Go(0) =
€22 which is equivalent to a controlled phase gate up to
local Z rotations. First, the atoms are all transported in par-
allel and brought together along the X X links [see Fig. 1(e)],
and a Raman pulse performs a global single-qubit gate that
changes the basis from Z to X in the HF manifold. Then, the
entangling gate operation Gs is applied to all pairs in parallel,
which effectively performs e ~*#x7_ The atoms are then trans-
ported again to the next link configuration and the procedure is
repeated, with an appropriate basis change in-between, requir-
ing at all times only a single family of entangling gates (con-
trolled phase gates). The dynamical change of connectivity in
a system of 10s-100s of qubits available in Rydberg atom ar-
rays is central to the realization of our Floquet protocol. More-
over, such programmability allows us to implement periodic
boundary conditions without significant overhead, which re-
moves gappless edge modes that obstruct ground state prepa-
ration under open boundary conditions.

The characteristic coherence time of such a digital simu-
lation depends on the error rates of the constituent compo-
nents. In particular, since the global single-qubit gates within
the HF manifold and the transport of atoms have negligible
effect on the coherence of stored qubits [8, 36, 37], the errors
will be dominated by the two-qubit operations. Most recently,
control-Z Rydberg gates with fidelities beyond 99.5% have
been demonstrated [38], and are expected to go above 99.9%
in the near future. Moreover, the control-Z gate is a special
case of the G, gate (§ =/4) and similar gates with smaller
angles are faster and therefore expected to work at even higher
fidelities.

While the implementation in reconfigurable Rydberg

tweezer arrays is particularly efficient, the scheme described
in the this work can be realized in other quantum simula-
tion platforms. For example, trapped-ion quantum charge-
coupled devices [39, 40] support dynamical connectivity
while superconducting-qubit devices allow for selective ap-
plication of two-body gates [6], both of which can be used to
realize the Floquet cycle as described here.

IV. VARIATIONAL OPTIMIZATION FOR NEAR-TERM
DEVICES

In this section, we describe a procedure to systematically
construct high-fidelity pulse sequences for resource efficient
Hamiltonian simulation and state preparation through varia-
tional optimzation, guided by physical insights and experi-
mental simplicity.

As described in Eq. (3), the symmetry-breaking three-body
terms appear in the first order of the Magnus expansion in the
Floquet unitary (2). Thus, the repeated application of this uni-
tary, with an appropriate value of 7, should already resemble
the time evolution under H to a certain degree. We can fur-
ther improve the fidelity if we promote the individual phases
to variational variables which we then optimize. Concretely,
the circuit ansatz of depth D consists of D blocks based on
the Floquet unitary in Eq. (2),

D
Up({6}) = [ [ Us(62), (7)

i=1

where {6} enumerates the set of all variational parameters.

—

The ith block, Uy (6;), is

- . Y .
Ub(ai) — el(‘)fXXe’Lﬁi YYelé'fZZ, (8)

where X X, YY, ZZ denote the respective two-qubit gates
applied to all appropriate links in parallel—this corresponds to
Eq. (2) with the couplings promoted to variational variables.
Thus, a circuit ansatz of depth D consists of 3D two-qubit
gate layers interleaved with global single-qubit rotations.

Within a fixed vortex sector, the Floquet dynamics are
exactly solvable and the individual terms correspond to
quadratic, free-fermion operators; see Ref. [28] and Ap-
pendix A. This enables efficient analytical/numerical treat-
ment of the circuit in Eq. (7) including calculation of gradi-
ents J;Up. In particular, we can simulate a system of [V sites
by working with matrices of size N x N. Then, we are free
to optimize the phases {0}, and hence the pulse sequence, us-
ing our choice of a numerical optimization method. The cost
function () to be minimized would depend on the specific ap-
plication. Moreover, the translational invariance of the sys-
tem enables us to analytically evaluate low-order terms in the
Magnus expansion. In the next section, we use it to build in-
tuition underlying good solutions to the variational problem.
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FIG. 2. Variational circuits for Hamiltonian engineering and state preparation. (a) The circuit ansatz from Eq. (7) suffices for efficient
approximation of the target Hamiltonian as well as finding specialized circuits for state preparation. The variational circuit yields pulse
sequences that result in Floquet Hamiltonians where both the strength and signs of couplings can be controlled. Preparing a certain output state
is less demanding then reconstructing a many-body operator; thus, with the same variational ansatz, we can prepare the non-abelian ground
state more efficiently than performing adiabatic evolution both in terms of the gate count and resulting fidelities. (b-c) Phases obtained through
variational optimization on a relatively small 30-qubit system realizing effective Hamiltonian evolution and variational state preparation,
respectively. (d) For engineered Floquet Hamiltonians, longer pulse sequences can systematically improve the approximation to the target
Hamiltonian H. (e) Performance of the variational state preparation on an L x L lattice. Error in the final state as a function of the circuit
depth D for several system sizes. The error decreases exponentially with D as 1 — F «x exp(—AL™%(D — Dy)) for low depths; we estimate
ar2.43, A2 ~ 73, and Dy = 5. (f) The number of two-qubit gate layers necessary to achieve the many-body state fidelity of 90% for a system
of N = 2L~ spins.

A. Effective Hamiltonian e (9= Hx gi¢Hy gi(¢+0)Hz pi(¢+0) Hx oidHy gi(d—0)Hz — The
first two orders of the Magnus expansion are g)) = 2¢Hj

First, we focus on constructing effective Floquet Hamilto- and
nians using the variational ansatz above. Specifically, we min- (1) _ .
imize the cost function Hy™ = (0 = 0)[Hx, Hy]
+ (4% =206 — 6%)[Hx, Hz]

Qu = 1Up({8)) — 7 3 o6 — 8)[Hy Hyl.

using gradient descent starting from a randomized symmetric
configuration of phases, as described below. The norm we
use is the squared Frobenius norm || A||% = TrAAT, which is
amenable to simple gradient calculation; see Appendix D for
details.

An example pulse for 7 = 0.05 and D = 4 is pre-
sented in Fig. 2(b). Here, the general structure can be un-
derstood as the optimizer fixing the correct signs and mag- 0= 2¢>2 — 308 — 52 = §=(-3+ \/ﬁ)gﬁ /2,
nitudes of the target three-body terms. The intuition that
such a symmetric configuration of phases is enough for this which we can straightforwardly solve. This simple example
purpose can be inferred from a simpler D = 2 case where shows that we can freely tune the strength and signs of the

we parameterize all phases with two variables ¢,d, Us = three-body terms arising in Hz(rl)-

In particular, by choosing § appropriately, we can make the
[Hx, Hz] coefficient negative while keeping [Hy, Hz| and
[Hx, Hy] positive. Demanding the two have opposite signs
and equal magnitude—which guarantees uniform couplings
when combined with the signs from commutators—we get the
condition



Unfortunately, reducing the contribution of higher-order
terms Hl(,n>1) while preserving the first two is a formidable
challenge and we empirically find that the variational land-
scape has many local minima and plateaus making the op-
timization result strongly dependent on a good initial seed.
However, it is much easier to find good H g[7] for small 7 and
thus the following recursive procedure turns out to be success-
ful: After obtaining a good approximation to Hp[7] at depth
D, we apply the e~ “#*[7]™ unitary twice and use it as an ini-
tial guess for a depth-2D approximation to H [27]. This cor-
responds to evolving the system for time 27 and asking the
optimizer to correct the combined discrepancies, which intu-
itively should be perturbatively small in 7 and thus amenable
to gradient-based methods.

The results are presented in Fig. 2(d) where the many-body
evolution is simulated with various effective Hamiltonians and
the failure rate of this process is measured via the many-
body state overlap as 1 — [(e?Hr[Tlte=iH) 12 Ag expected,
the Hp[r = 0.1] evolution (yellow) at D = 4 outperforms the
D =4 simulation with Hp[r =0.05] (blue) by a factor of 2
in the time it takes to reach a certain threshold (dashed line);
intuitively, this is consistent with the 7=0.05 circuit requir-
ing twice the number of gates for the same physical time J t.
However, the D =8 Hamiltonian Hp[r =0.1] (brown) ob-
tained by the above-mentioned recursive construction allows
for 6 times longer time evolution while requiring the same
number of total applied gates as the 7 =0.05 case. While the
improvement is not surprising, we found that already at circuit
depth D =38 it is difficult to find reasonable solutions without
guided initial state and thus this iterative procedure is essential
for finding good Hamiltonians at larger 7, allowing for long
evolution time. The general task of finding optimal pulse se-
quences is an interesting optimization problem and could be
a fertile ground for quantum signal processing [41] and ma-
chine learning methods, which have been used in the past to
successfully engineer robust pulse sequences for nuclear mag-
netic resonance (NMR) [42].

B. Variational state preparation

In principle, an efficient Floquet Hamiltonian enables both
the energetically protected operations on the non-abelian exci-
tations and adiabatic state preparation. However, each Hamil-
tonian evolution step requires several gate layers, which lim-
its the total available evolution time. We find that the state
preparation step can be significantly improved, compared to
the adiabatic state preparation, by employing the same vari-
ational methods used to develop efficient Floquet Hamiltoni-
ans. Intuitively, it is easier to transform a given initial vec-
tor to the final one (state preparation) compared to approx-
imating many-body evolution on the full Hilbert space (ef-
fective Hamiltonian construction). Again, we use the same
circuit ansatz from Eq. (7) but instead of minimizing a Frobe-
nius norm of the Hamiltonian evolution we choose to use the
many-body state overlap as the cost function for the optimizer,

Qvsp = —|(Wan|Up ({01)[¢imi) |,

where 1;,; and v, are the initial and target states, respec-
tively. This cost function and its gradient can also be evaluated
efficiently using the free-fermion picture; see Appendix D for
details.

In Fig. 2(e), we present the performance of variational
state preparation (VSP) for ¢,; and 15, being the vortex-
free ground states of H; and H, respectively. The ground
state of H; is obtained by projecting a product state 1/ into
the no-vortex symmetry sector, which can be done in a single
step by performing projective measurements of ¥/, operators
or, alternatively, by passively cooling the state using condi-
tional gate operations which progressively remove vortices;
we describe these procedures in Appendix E 1. The task ac-
complished by the VSP corresponds to the transition from the
toric code (the abelian phase) to the non-abelian chiral phase.
We find that the error in the preparation of the target state de-
creases as exp(—DL™%) in the low-depth regime, where we
numerically estimate o ~ 2.43 and L = v/N. Remarkably,
even though the circuit depth scales with the system size—as
required since crossing a phase transition involves building up
long-range order—the depth necessary for state preparation is
accessible in Rydberg atom arrays even for hundreds of spins.
We note that a similar state preparation scheme, although not
employing the Floquet stabilization of the non-abelian phase
nor experimental co-design, has been explored in Ref. [43].

The many-body fidelity is convenient for optimizing the
performance of the VSP but it is not very useful for experi-
mentally assessing the quality of the final state and its robust-
ness to errors. For this purpose, we additionally benchmark
the state preparation under a control noise model. We simu-
late a VSP circuit, which prepares a logical state encoded in
the ground state, with the optimal phases modified by errors
sampled from a uniform distribution. We then read out the
logical state with our dynamical quench protocol (discussed
later) and the outcome allows us to quantify the quality of the
prepared state in an experimentally feasible way. We find that
even imperfect state preparation results in a high probability
of correct measurement outcome, up to large phase fluctua-
tions of d6~0.06. This suggests that our state preparation
procedure is, to a certain extent, robust against these types
of errors; the details of this benchmark can be found in Ap-
pendix F.

We also point out a subtlety related to the different ground-
state degeneracy of the abelian and non-abelian phases: The
dimension of the ground-state manifold in the toric code phase
is 4, while for the non-abelian phase it is 3. This means that
one of the ground states is not adiabatically connected to the
non-abelian theory and becomes an excited state. By choos-
ing an appropriate initial product state |¢g) = \O)N, we en-
sure that the system is orthogonal to this undesired state. We
discuss this important point in more detail in Appendix E.

Finally, we note that Hamiltonian learning methods [44, 45]
could be used to confirm the preparation of the non-abelian
phase without the need for sophisticated control of the excita-
tions. Similarly, variational state preparation combined with
effective Hamiltonian evolution suffice to probe the chiral na-
ture of the edge modes. However, performing basic TQC op-
erations, such as braiding and fusion measurements, not only



bulk gap

Spectral gap A/J

—_
<
)

0 2 4 6
Distance between Majorana modes

FIG. 3. Majorana zero modes. Movement of non-abelian modes
can apply non-trivial unitary operations to the logical subspace. (a)
Two modes localized on adjacent plaquettes are created when the
sign of a single bond coupling is adiabatically flipped (red). The
flipping of subsequent bonds in a ladder-like pattern allows for their
transport. (b) As the modes are moved away from each other, their
energy decreases exponentially fast with the separation distance,
eventually resulting in the Majorana zero modes. The degenerate
logical subspace encodes the protected qubit: The empty mode cor-
responds to |0); and the occupied one to |1), . See also Fig. 1(d).

verifies the non-abelian nature of the particles but also paves
the way to more complex computing tasks. In the rest of this
work we focus on describing steps necessary to achieve these
goals.

V.  CONTROLLING NON-ABELIAN EXCITATIONS

One of the remarkable properties of the Kitaev honeycomb
model is the presence of excitations that exhibit non-abelian
statistics, specifically of the Ising anyon type [5]. Unlike the
abelian anyons present in the toric code model [4], operations
on the non-abelian o particles result in unitary matrices—not
only a global phase—acting on the logical qubit subspace. In
this section, we present the steps necessary to create, manip-
ulate, and read out the non-abelian o particles, which hold
Majorana zero modes. For the rest of this work, we will use
the terms “Majorana zero mode” and “o particle” interchange-
ably.

A. Creating and moving zero modes

To create Majorana zero modes, first the sign of a single
bond can be flipped adiabatically, which affects the J cou-
pling and the overlapping three-body terms in the extended
Hamiltonian H, without changing the vortex sector W [32].
This modifies the spectrum, turning one of the excited fermion
eigenstates states into a low-energy bound state localized
around the flipped bond. As a chain of adjacent bonds are
adiabatically flipped, the energy of the original fermion state
decreases exponentially with distance, rapidly approaching a
zero energy mode that can be occupied at no cost. This forms
a nearly-degenerate two-dimensional ground space. Further-
more, local measurements can no longer determine whether
the originally excited state is occupied or unoccupied; hence
these states form topologically protected “logical states” (|0) ;
and |1) ; ) which we identify with sectors 1 and 1) respectively.

Taken together, this degenerate subspace can also be in-
terpreted as two Majorana zero modes, supported on pla-
quettes connected by the flipped bond [Fig. 3]. Since the
global fermion parity is conserved, the simplest non-trival
system consists of four Majorana modes, which span a two-
dimensional logical subspace. For a given pairing, these two
states correspond to no fermions (11) or two fermions present
(y) [Fig. 1(d)]. This two-level system can be manipulated by
transporting Majorana modes. This can be done in a topologi-
cally and energetically protected way by adiabatically flipping
the signs of appropriate bonds using the effective Hamiltonian
evolution.

Our Floquet approach to stabilizing the excitations has the
crucial advantage that a local modification of phases in the
variational ansatz (7) automatically modifies, to leading or-
der, the emergent three-body terms in an appropriate man-
ner. The variational circuit is straightforwardly extended to
include such local modifications, and can be optimized at ev-
ery step if necessary. Experimentally, local phases can be re-
alized either with local Rydberg laser control or by separating
local terms into separate gate layers.

B. Localized fermion readout

The key step necessary to complete the particle fusion is the
readout of the localized fermion state (either 1 or /). In our
case, these fermions are formed from two adjacent Majoranas,
1 = (c1 + ic2)/2, brought together to perform fusion, as in
the final step of Fig. 5(a). In other words, we want to check
whether the two Majorana modes are paired or not. In our fig-
ures we indicate such pairing checks with solid blue arrows.
The key insight is that the magnetic field in the Z direction,
applied to the bond shared by the adjacent Majorana parti-
cles, couples the v particle to an empty state with two vortices
[Fig. 4(a)]; i.e, it destroys a fermion and flips adjacent plaque-
ttes. This state, without a localized fermion, is the ground
state in the two-vortex sector. Because the initial state cou-
ples strongly to another eigenstate, the two effectively form a
detuned two-level system (TLS) with the detuning A on the
order of the bulk gap; see Appendix I for the details of this
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FIG. 4. Readout of the localized fermion. (a) Magnetic field h
creates/annihilates the localized fermion mode and flips the neigh-
boring plaquettes. This allows for mapping the presence of a local
excitation to a spin observable. (b) The effective two-level system is
conveniently represented on a Bloch sphere. We use a two-part pulse
consisting of the Rabi drive under the Hamiltonian H(A) and the
second equally long evolution under H(—A) with an opposite sign
of the detuning. (c) The plaquette expectation value for the two states
of interest under evolution with the two-stage pulse sequence. The
opposite detuning is achieved by utilizing the digital nature of the
simulation and applying —H instead of H. The use of the composite
pulse increases the contrast from F = 0.43 (first pulse, dashed line)
to F = 0.89 (both pulses).

TLS model. Alternatively, if the fermionic mode is initially
empty, we create a localized fermion mode in addition to the
two vortices. However, in the two-vortex sector, there is no
localized-fermion state and the momentum eigenstates form
a band with quadratic dispersion. Hence, the empty state is
weakly coupled to a detuned continuum, and the response to
the local magnetic field quench is different than for the occu-
pied state discussed above.

This discrepancy in the response allows us to differentiate
between the two states in an experiment: We utilize the strong
coupling to map the v particle to the two Zo vortices whose
presence is read-out by measuring the adjacent plaquette oper-
ator W,—a simple spin observable. This realizes a measure-
ment within the TQC framework. It is also similar in spirit
to phase measurements in AMO systems. We emphasize that
our protocol does not depend on any fine-tuned parameters
and can be calibrated independently in a small-scale experi-
ment.

In Fig. 4(c), we show the time evolution of the relevant pla-
quette expectation value (W),) after the quench. As expected,

we observe a much stronger response during the quench from
the occupied fermionic mode compared to the empty one. The
figure of merit for the readout is the difference between the
two cases

F = Wp)emp. = Wrloce. /2 ©)

and, ideally, we could map the empty state to (1V,) =41

emp.
and the occupied state to (1V,) = —1. That would al-

low us to distinguish them with 0pcg'rfect fidelity 7 = 1. Un-
fortunately, the system undergoes detuned oscillations in the
TLS, never achieving the maximal contrast. However, we can
leverage the two-level analogy, and the flexibility of digital
simulation, to devise robust composite drives that increase the
fidelity dramatically. Such pulses have long been used in the
NMR community. We find that a simple two-stage composite
drive already increases F substantially. It consists of the time
evolution until the first local minimum and the subsequent
evolution for the same time albeit with a negative detuning
[Fig. 4(b)]. We achieve the negative detuning by keeping the
local magnetic field fixed while driving with — H, an easy task
in our digital approach. In Fig. 4(c), the first pulse lasts until
the dashed line and the use of the composite pulse improves
the fidelity from F = 0.43 to F = 0.89.

Including effective magnetic fields in the model prevents
the exact solution and makes the analysis of the system much
more difficult. However, we can obtain an approximate so-
lution using the fermionic Gaussian state (FGS) ansatz [46,
47]—this choice is well motivated here since eigenstates in
well-defined vortex sectors are exactly Gaussian. Hence,
we expect this variational ansatz to interpolate well between
them. We find that the FGS predictions are in good agree-
ment with the exact results for small system sizes and short to
intermediate times; see Appendices H and J for details.

In the effective Hamiltonian, we include the magnetic field
by performing a single-qubit Z-phase gate e*’Z at the appro-
priate site; since the field is local, this first-order treatment
is enough to approximate the full Hamiltonian evolution. Fi-
nally, because the readout procedure depends only on local
quenches, it can be calibrated in a relatively small 30-qubit
experiment where the degree of control over the state is much
larger, and subsequently used in the full-scale simulation. We
describe such a protocol in detail in Appendix J and supple-
ment it with exact spin-picture simulations. We note that go-
ing beyond quench dynamics, and optimizing the performance
of this readout scheme with a variational procedure, is an in-
teresting direction for future work.

With these tools, allowing for the preparation, movement,
and readout of the excitations, it should now be possible to
perform the two basic experiments characterizing an anyonic
theory: Fusion and braiding. We describe them briefly in the
following section.
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FIG. 5. Fusion of non-abelian anyons. (a) Two pairs of Majo-
rana modes (1,2 and 3,4) are created in the logical |0) ; state (empty
zero mode) and subsequently moved and brought together in a dif-
ferent configuration. During each step the modes are moved a single
site by adiabatically flipping the sign of the subsequent bond. (b)
Many-body overlap with instantaneous logical basis states along the
adiabatic path. The A =0, 0.5, and 1.0 correspond to initial, interme-
diate, and final state of the fusion experiment depicted in (a). This
adiabatic process corresponds to a change of logical basis or, equiv-
alently, applying a Hadamard gate. The simulation was performed
on an L x L lattice with L =20 with an idealized, target Hamilto-
nian. In practice, this will be realized using Floquet circuits (see
Fig. 2). The modes are initially placed on neighboring plaquettes
and the two pairs are separated by L/2 — 2, which results in the total
of 2(L/2 — 2 — 1) = 14 steps necessary to complete the fusion.
For braiding at a characteristic distance L%J , the required number of
steps is 9 £ | — 23.

VI. FUSION AND BRAIDING

First, we consider a procedure to confirm the non-abelian
fusion rule,

oxo—1+1, (10)

corresponding to the recombination of two o particles. Un-
like the toric code case, where combining two particles always
gives a deterministic result, here fusing o particles can, under
certain circumstances, produce either a vacuum state or a 1)
fermion, with equal probabilities. This behavior is a hallmark
of a non-abelian theory [5].

We initialize the logical |0), state by preparing two pairs
of unoccupied Majorana modes (labeled 1-2 and 3-4) using
the adiabatic protocol described in the previous part. Next,
we move modes 2 and 3 in such a way that they recombine in

the opposite pairing [Fig. 5(a)]; i.e., 1-3 and 2-4. In the lan-
guage of TQC, this operation corresponds to the measurement
in an orthogonal basis, e.g., {|+); , | =) }, and thus we expect
both results to appear with equal probability. Physically, along
the adiabatic path, the states become exponentially degenerate
(zero modes) and thus the transition from one configuration to
another is maximally diabatic, resulting in equal superposition
of the final states |11) + |¢%). The evolution of the state can
be traced by monitoring the state’s decomposition in terms of
the instantaneous logical basis [Fig. 5(b)]. Finally, we check
for the presence of the ¢ fermion with our dynamical quench
protocol. In experiment, measuring equal weights of the vac-
uum and ¢ states, combined with the high correlation between
the two pairs, would confirm the non-abelian fusion rule (10).

Fusion rules do not specify an anyonic theory completely.
On top of it, we need to identify the braiding properties of
excitations; i.e., the transformations of the degenerate state
manifold upon moving anyons around each other. As we have
discussed in the case of fusion, swapping the modes 2 and 3
results in the application of a 7/2 rotation on a Bloch sphere,
or equivalently a change of basis. Now, performing this oper-
ation twice (in a way that results in mode 2 looping around
mode 3) corresponds to applying the 7/2 rotation twice—
resulting in a 7-pulse that encodes the

01
Ubraid = (1 0) (11)

operation in the logical manifold up to global phases. The
initial configuration is the same as the fusion experiment, but
now mode 2 is looped around mode 3 and the logical state is
measured in the original basis; i.e., 1-2 and 3-4. At the end,
we end up in the starting configuration, but a non-trivial braid
has been completed between the Majorana particles.

After completing the braiding operation, we should end up
in a flipped state: [0), — |1),, which can be verified by per-
forming the readout and measuring the state |1), with prob-
ability close to unity. This concludes the characterization of
the non-abelian properties of the excitations in the system.

VII. RESOURCE ESTIMATES AND EXPERIMENTAL
FEASIBILITY

Next, we discuss resources necessary to implement our pro-
posal in quantum hardware. In Rydberg atom arrays, two-
qubit gate fidelities are the dominant source of error, com-
pared to extremely efficient single-qubit gates and atom trans-
port [8, 36, 37], and thus we focus on the number of two-qubit
gate layers necessary. We summarize our findings in Table. I,
where we assume a time step J7 = 0.25 for the time evolution
and the readout procedure; this value is large enough to en-
able efficient implementation while still ensuring good perfor-
mance of fusion and braiding operations. We emphasize that
even larger trotter angles do not necessarily lead to the break-
down of the topological phase due to the free-fermion nature
of the honeycomb model, see Appendix B for details. The re-
source estimates for these circuits are quite favorable for near-
term experimental exploration of the non-abelian phase. For



TABLE I. Gate-layer estimate for the proposal. The number of re-
quired two-qubit gate layers varies between the different steps of the
proposal. Several ingredients, such as state preparation, can be re-
alized in current experimental platforms. The estimate is performed
for a system size with N = 2L? qubits and the time evolution imple-
mented with depth-D circuit.

Stage Number of gate layers Source
Initial projection 6 App.E1
State preparation 22 +0.3L2 Fig. 2(f)
Time evolution (1 step) 3D Eq. (7)
Topological readout 60D Fig. 4
Total (edge dynamics) 28 + 0.3L%+30D App. G
Total (fusion) 28 +0.3L%+12D(L — 1) Fig. 5
Total (braiding) 28 +0.3L%+12D(9| £ | — 18)| Fig.5

example, preparation of the non-abelian phase in a 72-qubit
system would consume only 33 two-qubit gate layers. This re-
markable efficiency is a direct result of the hardware-efficient
encoding, utilizing simple Floquet sequences of parallel two-
qubit gates and global single-qubit rotations to generate the
higher-order terms that stabilize the non-abelian phase.

Finally, we estimate the achievable many-body fidelity in
near-term devices with faulty two-qubit gates. There are two
competing processes: Longer sequences can ideally achieve
higher state preparation fidelity, but accumulate more errors
due to noisy entangling operations. To estimate the optimal
circuit depth D,, for a given two-qubit gate fidelity f, we use
the heuristic scaling presented in Fig. 2(e) and assume an ex-
ponential decay of the many-body fidelity with the circuit vol-
ume,

F(D, f) ~ (1 — e AP=DL™") LD (12

which allows us to calculate the optimal depth D, (f) and the
corresponding maximal many-body overlap F,. In Fig. 6, we
plot D, and F, as a function of the system size N and the
gate fidelity f=1—10P. Since current state-of-the-art de-
vices can readily reach f > 0.995 and are projected to acheive
f > 0.999 in the near-term, our estimate shows that signif-
icant many-body overlap with the topological ground state
can be achieved in large systems of approximately a hundred
qubits. In practice, the many-body fidelity is the most strin-
gent measure and generically decays exponentially with sys-
tem size. As such, signatures of the non-abelian topological
phase should remain visible at larger system sizes as well.

VIII. DISCUSSION AND OUTLOOK

The results presented in this work indicate that non-abelian
Floquet spin liquids can be dynamically created through ap-
plications of periodic pulse sequences in a hardware-efficient
manner. In particular, we developed a dynamical protocol
where the desired gapped Hamiltonian is obtained by en-
gineering higher orders of the Magnus expansion and con-
structed efficient pulse sequences that approximate the target
Hamiltonian and state preparation. These tools can be utilized
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FIG. 6. Optimal circuit depth and fidelity in near-term devices.
(a) The optimal circuit depth D, maximizing the many-body fidelity
during state preparation, balancing the trotterization and gate errors.
The corresponding number of gate layers is 3D.. (b) The maximal
many-body fidelity F. at the given two-qubit gate fidelity f and sys-
tem size IV, achieved at the optimal state-preparation circuit depth
D... We note that the many-body fidelity is a stringent measure and
many observables, such as topological readout, should be more ro-
bust to errors; see Appendix F for further discussion.

to encode logical information in the Majorana zero modes that
can be adiabatically created and controlled with our effective
Hamiltonian approach, providing a blueprint for exploring
non-abelian phases of matter using Rydberg atoms arrays in
the near-term. In particular, the Hamiltonian realization leads
to energetic protection against coherent errors, such as con-
trol errors or spurious magnetic fields which induce local uni-
tary rotations. In contrast, in a realistic simulation, incoher-
ent errors will build up over time, unless removed by cooling.
Developing hardware efficient cooling for the models stud-
ied here, for example by mid-circuit readout of stabilizers as
in quantum error correction, may be important in practice for
stabilizing the topological phase at long times. The addition of
such periodic readout intervals can also allow one to combine
the present method with recently proposed Floquet quantum
error-correcting codes, which dynamically realize topological
phases via repeated measurements [48, 49]. Exploration of
topological order in hybrid models with Hamiltonian evolu-
tion and mid-circuit measurements — both of which can be
realized using similar experimental controls — is an intrigu-
ing future research direction.

The methods developed here can also be applied to study
various extensions of the Kitaev model, which are the topic of
current research, both theoretical and experimental. Adding
external magnetic fields [50-52], Heisenberg interactions [52,
53], or more complicated many-body terms [54], may dras-
tically change the behavior of the system. For example, dif-
ferent topological phases, with new classes of anyonic excita-
tions, have been postulated for some of these extensions while
others are especially relevant for real-world materials [11].
Additionally, we can leverage the efficient state preparation
of the Kitaev honeycomb ground state and digital Hamilto-
nian evolution to simulate quenches away from the integrable



non-abelian phase to more complicated models, which are dif-
ficult to model on a classical computer. Such quenches enable
the study of integrability breaking and thermalization near in-
tegrable points [55-57]. Furthermore, it could also be used to
probe excitations of the quenched Hamiltonian [58], which is
especially interesting due to the underlying topological order
of the non-abelian phase.

Our approach can be extended to efficiently simulate other,
more exotic models. For instance, an important class of lat-
tice gauge theories can be efficiently simulated by imple-
menting three-body interactions [59], using a family of gates
G3(8) = exp(i0Z;Z;Z},) combined with sublattice rotations
(see Appendix K). Such a family of three-qubit gates can be
implemented as a natural extension of Go(#) [38] since ar-
ranging atoms in a triangle guarantees a symmetric blockade,
as discussed in Appendix C. The speed and robustness to er-
rors for such operations can likely be improved further using
optimal control methods [60]. In the absence of an exact solu-
tion, several of the methods employed in this work would have
to be modified. For example, the variational state preparation
relies on the ability to calculate the many-body overlap in or-
der to minimize the cost function. Instead, one would need
to resort to the adiabatic state preparation or variational meth-
ods involving a quantum-classical feedback loop [61]. Sim-
plifying these requirements and optimizing these methods is
another interesting direction for future research.
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Appendix A: Exact solution using Majorana operators

In this Appendix, we summarize the solution of the ex-
tended Kitaev Hamiltonian using Majorana operators. We fol-
low exactly the original derivation in Ref. [28].

Each spin degree of freedom is decomposed into four
Majorana operators: b*,b%,b%, c. Together they span a 4-
dimensional Hilbert space H, which necessitates the projec-
tion to the physical 2-dimensional space H. We achieve this
by restricting ourselves to the 41 eigenspace of the projector

D = b*b¥b7c, (A1)
thus imposing D = 1; i.e., [¢) € H iff. D |[¢)) = |¢). The
physical spin operators (Pauli o*/%/2)) are represented with

% =1ib%¢,

(A2)
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FIG. 7. Heating of the Floquet spin liquid. Change in the expec-
tation value of the target Hamiltonian E(t) = (¢¥(t)| H |¢(t)) as a
function of time. The energy rises sharply in short-time dynamics
and eventually stabilizes to a value of the order (.J7)2. This behavior
is a special feature of our free-fermion model and does not occur for
generic interacting many-body systems.

which holds as long as they act on |¢)) € H.
The Hamiltonian H = H, + H; reduces in the Majorana
picture to

. N
)
H = Z Z AijCiCj,
i#£j=1

(A3)

where A;; = 2J;5u4; + 2K;5uur; and u,; vanishes if the
sites 7,7 are not connected. In terms of the Majorana degrees
of freedom, u;; = ibl(-a)b;a) = —uy; and all of them com-
mute with the Hamiltonian thus encoding the effective gauge
degrees of freedom. We choose the ordering in such a way
that 4,5 belong to the odd (@) and even (0) sublattices, respec-
tively. The plaquette operator W, from Eq. (6) is given by an
oriented product of the u;; bonds around the plaquette.

The Hamiltonian (A3) is quadratic in the Majorana opera-
tors, which means the quantum state is fully characterized by
the skew-symmetric real matrix I';; = (i/2) ([c;, ¢;]). The
time evolution can be solved exactly and is given by

L(t) = UN()T(0)U(t), (A4)

where U (t) = exp(—At).

Appendix B: Heating of the Floquet Kitaev spin liquid

Here we discuss heating due to the intrinsic errors asso-
ciated with trotterized Hamiltonian evolution. As shown in
Appendix A, the Kitaev honeycomb model is equivalent to a
system of free fermions [28]. Therefore, unlike generic many-
body systems, it does not heat up indefinitely when subjected
to external driving [33, 34]. Instead, the energy of the system
increases by a factor oc (J7)? during short-time relaxation
process and subsequently stabilizes without further heating,
as presented in Fig. 7.



Intuitively, the Floquet drive with frequency 2 = 27 /7 in-
troduces Floquet bands spaced at intervals of the order 2. If (2
is larger than the local energy scale, the heating becomes sup-
pressed since correlated many-body processes are required to
accommodate this large amount of energy. In other words, dif-
ferent Floquet bands need to overlap for the energy absorption
to occur. In generic interacting systems, the many-body band-
width grows with the system size N and, unless Q « N, dif-
ferent Floquet bands will eventually overlap leading to energy
absorption and heating. In the free-particle system, however,
the spectrum corresponds to the single-particle dispersion and
is thus bounded regardless of the system size; this results in
no heating as long as (2 is larger than that bandwidth. Since
no energy quanta can be absorbed, the only effect of the drive
comes from virtual processes which enter as (J/)? and dress
local operators.

Thanks to these special properties, the Kitaev honeycomb
model is uniquely suited for the first large-scale demonstration
of digital quantum simulation since the heating effects should
be significantly suppressed compared to generic quantum sys-
tems.

Appendix C: Rydberg gates for Hamiltonian evolution
Besides the application in this work, the Ga2(0) = ev2z
and G3(0) = €?%Z families of gates allow for simulation
of various exotic Hamiltonians such as lattice gauge theories.
Here we introduce and characterize a simple realization of the
Gs gate with three Rydberg pulses,

G3(0) = R(A1,71,20) R(Ag, 272, ) R(A1,71,0), (CI)
where R(A, T, ¢) is a Rydberg pulse with the detuning A,
time 7, and phase ¢, defined as the time evolution e HT yn-
der the Hamiltonian
Qcos ¢ 4

H=V3+ X

Qsing
ryd 2 - 2

Y —Alr)(rl,

(C2)

where we use the energy units of 2, the time is in the units of
Q/2m, and Viya denotes the perfect Rydberg blockade con-
straint; i.e., the |rr) and |rrr) states are infinitely detuned
from the rest of the system. The two and three-body W states
arising due to the Rydberg blockade are defined as

1
Wy = ﬁ(\lﬂ +|r1)),
Wy = (|11} + |171) + |117)).

V3

Contrary to the original LP gate [62], the pulse time is not
constrained by 7; = 27/+/2 + A?, which would enforce that
the |110) — |WW>0) transition closes exactly after every pulse
R. Amazingly, one can still find reasonable gates with this
symmetry (up to 6 digits of precision), but for exact gates none
of the manifold rotations close exactly. Instead, as shown in
Fig. 8, the Rydberg populations of the W; and W3 transitions
are equal after every pulse. In fact, the population after the
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FIG. 8. Three-qubit gate: Populations. Population dynamics dur-
ing a pulse sequence realizing G3(0 = 0.2). (a) Population of the
hyperfine states during the gate execution. After every pulse (dashed
line), the populations are equal between curves. Additionally, the
second pulse leaves the populations unchanged allowing for the final
symmetric “reverse” rotation; see Eq. (C1) for comparison.
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FIG. 9. Three-qubit gate: Pulse parameters. Values of the phase
jump, detunings, and timings for a given accumulated phase 6. These
plotted quantities define the Gs(6) pulse sequence through Eq. (C1).

second pulse is the same as after the first, and the final ro-
tation “reverses” the Rydberg state populated with the first
pulse. In Fig. 9, we plot pulse parameters that realize G5(6)
for 6 between 0 and 7/4. The discontinuity around 0.03 is
caused by the necessity to perform an additional rotation on
the Bloch sphere in order to acquire phases larger than the
threshold value. Similar jump occurs again for larger angles
but is outside of the range we plot. In general, optimal-control
methods can be used to find more efficient gate implementa-
tions [60].



Appendix D: Variational ansatz cost functions

In order to find a good set of angles {6} for variational state
preparation or effective Hamiltonian engineering, we need to
perform optimization within the family of circuits defined by
Eq. (7). Given a reasonable initial guess, we can use gradient
methods, such as gradient descent, to quickly find reasonable
solutions. Here, we describe how to calculate the cost func-
tions and their gradients in terms of the free-fermion state I"
and the Hamiltonian matrix A;;.

First, let us consider state preparation and the cost function,

Qvsp = —|(Wn|Up ({01)[¥imi) |,

based on the state overlap. The initial state |¢i,;) is captured
by a matrix T'j,; and the target state |¢gy) is captured by T'gy,.
The overlap between two pure states 11, ¥o defined by I'1,I's
is [63],

(@1 [2)[* = PE[(Ty +T2) /2], (D1)

where Pf[M] represents a Pfaffian of the matrix M. There-
fore, the gradient is given by

1
0p,Qvsp = —§Pf[(F{9} + Tn ) /2] %
TI'[(F{Q} + Fﬁn)_laeir{e}L

where we defined I'py = Ut ({6})DiniU({#}) that describes
the evolved state Up ({0}) |4ini). The 0p,I'4y gradient is
given by

0.7 1y = UT({01)T50i0, U ({63) + 00, U T ({01) iU ({6}),
where U (0) describes evolution in the Majorana picture; c.f.

Eq. (A4). The circuit can be efficiently evaluated by pre-
calculating the eigendecomposition of the ansatz matrices,

e.g.,
77 = Qe™Q" for ZZ=QxQ",
where ), X are pre-computed and ¥ is a real block-diagonal

matrix with 2x2 blocks, which makes the exponentiation very
fast. In these terms, the gradient of a single ansatz term is

aGGGZZ _ QE@OZQT7

which means that the only operations involved are matrix mul-
tiplications and efficient 2x2 exponentiations.
On the opeartor level, we use the squared Frobenius norm

Qn = [Up({6}) — I3,

where ||A||%2 = Tr[AAT]. This describes the distance in the
operator space between the desired evolution over time 7 and
the effective one realized by the trotterized circuit Up ({6}).
In the Majorana picture it is given by

Qu = [U{8}) —e 7|17,
cf. Eq. (A4). The gradient is given by
90,Qur = 2Tx[(U({8}) — e 7) x 0y, U(0)),

which can be efficiently calculated by applying methods de-
scribed above.
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Appendix E: Intialization for state preparation procedure

The variational state preparation discussed in the main text
transforms the toric code state into the non-abelian chiral
phase. In this section, we summarize steps necessary for the
preparation of that initial state, the toric code state, one the
honeycomb lattice and discuss the consequences of the chang-
ing ground-state degeneracy across the transition from one
topological phase to another.

1. Projection to the no-vortex sector

To prepare the desired topological phase, within our frame-
work, we use the fine-tuned VSP circuits developed above.
However, utilizing these methods requires that we are al-
ready in the correct vortex sector, since the variational circuit
ansatz (7) contains only terms that commute with the plaquette
operators. This is desirable as it guarantees that once we es-
tablish the correct vortex configuration W, it will not change.
In this section, we discuss the two possible methods for pro-
jecting into the no-vortex sector.

Consider the state [¢9) = |0)" where all spins are initially
pointing down, which is the ground state of Hz for J, < 0.
Now, we want to project the state into the desired symmetry

sector |tin;) = P |¢o),
N/2-1

W}ini> == H

p=1

(1 +2Wp> o) (E1)

which creates the toric code state [28]; see Appendix E2
for the details of the mapping. To realize the projector P,
we utilize non-unitary operations (either dissipation, or mea-
surement and conditional correction) that can prepare a long-
range entangled state faster than local unitary operations. This
method has been used to prepare the toric code state in recent
experiment [8] and has been generalized to the preparation of
various complicated long-range entangled states [64—66]. We
also consider a dissipative method for state preparation, which
does not require mid-circuit measurement, that takes time lin-
ear in system size.

We emphasize, however, that these approaches cannot be
straightforwardly used to prepare our final target state which
has a nonzero Chern number. Indeed, we heavily rely on the
fact that the projected state |¥) corresponds to the toric code
state and the remaining Zs vortices can be moved by applying
products of Pauli strings, a particularly simple constant-depth
operation; see Appendix E 2 for details.

We propose two schemes to experimentally perform the
projection P from Eq. (E1) . In both cases, we start by prepar-
ing the system in a product state |0) on each site. In the
first approach [Fig. 10(a)], we measure all plaquette operators
W, using one ancilla qubit per plaquette. This is similar to
the procedure performed experimentally in Ref. [8] although
here the operators are supported on 6 sites (which requires 6
control-Z gates per ancilla). Measuring the ancillas projects
the system into a specific vortex sector, with vortices corre-
sponding to W, = —1, with the additional constraint of even



FIG. 10. Projection to the vortex-free sector. The starting point
of the variational state preparation is the toric-code state that can
be obtained by removing the vortices from the initial product state.
(a) Projective measurement of the W), plaquette operators and subse-
quent pairing of vortices in O(1) time. The grey arrows symbolically
indicate the transport of atoms, which is implemented by applying
the Z Pauli strings depicted in Fig. 11. (b) Conditional transport of
vortices to a single plaquette in every row, which effectively results
in cooling the system to the no-vortex sector in O(v/N) time.

number of vortices in every row. Then, we remove the vortices
by pairing them up within each row according to a prescription
given by, e.g., the minimum weight perfect matching algo-
rithm [67]. The vortices are moved between plaquettes within
a row by applying Pauli Z strings connecting them. This pro-
cedure prepares a no-vortex state in constant time O(1) but it
requires mid-circuit measurement and feed-forward capabili-
ties. However, these particular capabilities may be inconve-
nient in near-term devices.

The second approach removes the measurement require-
ment but instead takes O(v/N) time [Fig. 10(b)]. Here, we
again use ancillas to encode the plaquette expectation values
but instead of projectively measuring the ancillas, we condi-
tionally move the vortices by applying Pauli strings only if
a vortex is present at the initial plaquette. Conditioning the
movement in this way prevents the proliferation of vortices
and can be implemented with a CC'Z gate. We choose a sin-
gle plaquette in every row (left-most ones in Fig. 10) as a sink
and direct the vortex flow towards that site where eventually
all vortices get annihilated. This process is a form of many-
body cooling and the energy is removed by resetting the ancil-
las after each round of transport. The time complexity of this
procedure is proportional to the largest distance possible and
thus scales with the linear system size O(v/N).

2. Mapping to the toric code

Here we briefly describe the mapping from the honeycomb
model to the toric code in the J, > J,,J, limit, and see
that the projection initializes the fixed-point of the toric code
phase.

In this limit, we can approximate the low energy physics,
as described in Ref. [4], by projecting into the 41 eigenspace
of each Z;Z; operator along a Z-type link. This reduces
the two qubits along a link to one effective qubit, spanned
by two states |00) and |11). After projection, the six-body
W, plaquette operator becomes an effective four-body pla-
quette operator, acting as Y ZY Z [see Fig. 11(a)]. Thus, the
W, = +1 eigenspace corresponds to the groundspace of the
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FIG. 11. Mapping between Kitaev honeycomb and toric code. (a)
By projecting all Z-links into the ZZ = +1 eigenspace, each link
can be modelled by an effective qubit with two states, [0) = |00)
and |I) = |11). Therefore, under this mapping, the six-body pla-
quette operator W, becomes a four-body plaquette, corresponding to
the stabilizers of the Wen-plaquette model. This is also equivalent
to the toric code model under single-site rotations. (b) The Kitaev
honeycomb has two non-contracible loops which commute with all
link-operators and all W), and hence do not change during time-
evolution. Each of these operators map onto a pair of logical opera-
tors in the toric code. (c) Partial logical operators (open strings) of
the Wen-plaquette model can be used to construct string operators
in the honeycomb model which anti-commute with vortices living at
their endpoints. A string connecting two vortices in the same row
will consist solely of Z operators.

Wen-plaquette model [68], which is equivalent to the toric
code model under a local unitary transformation.

Recall that during the initialization, all qubits are initialized
in \O)N. Since all subsequent steps commute with Z; Z; along
Z-links, this ensures the final state has both W, = 1 for all p
but also Z;Z; = 41 for each Z-link. As such, the projection
step prepares the fixed-point stateat Jz > 0, Jx =0,Jy =0
which is the starting point for both adiabatic and variational
state preparation of the non-abelian phase at J; = Jx = Jy.
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FIG. 12. Noisy state preparation of logical states. (a) Dynamics
of the plaquette expectation value during the readout quench. (b)
Logical expectation value of (1+W),,)/2 as a function of phase noise.
This can be interpreted as the probability of identifying the state as
|0) ;.. For 66 > 0.06, where the success probability falls below 50%,
the state cannot be reliably identified.

The initial state also introduces a constraint on the measured
values of W,,. Namely, the product of W,,’s along a row of
plaquettes must be even, since it is equivalent to the product
of two non-trivial horizontal Z-loops. As a result, the num-
ber of W), = —1 outcomes must be even in every row, and
the corresponding anyons can be paired up by only applying
Z strings [see Fig. 11(c)] as long as measurement errors are
negligibly small.

3. Degeneracy across the A-B transition

The dimension of the ground-state manifold on a torus is
dictated by the number of superselection sectors in the un-
derlying topological quantum field theory. For the toric code
phase this is 4, while for the non-abelian phase (Ising anyons)
that number is 3. This means that one of the ground states is
not adiabatically connected to the non-abelian theory and be-
comes a highly excited state. This state corresponds to the
(=1, —1) configuration of the two non-trivial loops on the
torus, which are additional symmetries of the system with pe-
riodic boundaries, and are related to the logical operators in
the toric code phase [69] [Fig. 11(b)]. By choosing an appro-
priate initial state |U) = |0)"", we ensure that the system is
orthogonal to this undesired state since | ') is an eigenstate of
the horizontal Z-loop with the +1 eigenvalue and all subse-
quent operations commute with the Z-loops.

Appendix F: Readout fidelity with noisy preparation

The variational state preparation can be quantified in terms
of the many-body overlap with the target state QQyvsp. How-
ever, despite being in principle measurable [8] with interfer-
ence techniques, this value has little utility for quantifying the
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quality of state preparation in an experiment. In this section,
we study the performance of VSP in the presence of control
noise, i.e., all phases {6} in the preparation circuit are mod-
ified by a phase error from a uniform distribution [—4d6, §0)].
This error model captures, for example, the uncertainty in the
global pulse parameters such as the pulse time or phase. This
approach does not incorporate effects that violate translational
invariance such as field inhomogeneity. The simulation was
performed on an L x L lattice for L = 10 with a circuit
Up—61({0 + 00}) and we averaged over a 100 noise realiza-
tions.

In order to quantify the robustness of state preparation,
we prepare a |0), logical state in the two-dimensional logi-
cal subspace, similar to the fusion and braiding experiments.
Then, we perform an ideal (noise-free) readout using the pro-
cedure described in Sec. VB. In Fig. 12(a), we show the
readout quench dynamics for both reference logical states
(empty/occupied) as well as the state prepared using a noisy
circuit with 660 =~ 0.03. We find that the noise deteriorates
the signal and effectively reduces the expectation value of the
logical-state operator (1 + W,,)/2. In Fig. 12(b), we plot the
expectation value of that operator as a function of the noise
strength 0. The logical expectation value can be interpreted
as a probability of measuring the target logical state; this value
falls below 50% around 66 ~ 0.06, which signifies that for
noise above that value the logical state cannot be reliably pre-
pared. We note that the expectation value saturates at a value
< 0.5, which signifies that for a noisy circuit the excited state
is prepared with a higher probability than the ground state.

Appendix G: Chiral edge modes

The simplest physical experiment that can be performed us-
ing the tools introduced in this work is the observation of the
chiral edge states. The Kitaev B phase has a non-zero Chern
number in the gapped bulk and so the bulk-edge correspon-
dence [70] guarantees gapless chiral edge modes.

This means that transport at the edge has a preferred di-
rection. For this purpose we will introduce mixed boundary
conditions [Fig. 13(a)]: In one direction (the x coordinate)
we preserve the periodic boundaries, but in the other we use
open boundary conditions; effectively, the system lives on a
cylinder. The Hamiltonian in this geometry is realized by not
applying gates to the links across the open boundary.

The edge modes are gapless and hence the ground state is
difficult to prepare. However, for the purpose of observing
the chiral properties of the system we can circumvent this is-
sue. Instead, we prepare the gapped bulk phase on a torus
and subsequently quench with the cylinder Hamiltonian. In a
very short time, the edge modes will thermalize but the chiral
response to subsequent perturbations will be preserved.

In experiment, it is straightforward to probe expecta-
tion values of Pauli operators and their higher moments—
correlation functions. The Y magnetization has been shown to
exhibit a unidirectional transport [71], but for our purposes we
propose to monitor edge correlators (Ya,Y5,41) which natu-
rally occur in the Hamiltonian and any perturbation that anti-



(a) Edge coordinate =

0000000000000 @
O0O0OOOOOOOO0Oeeo

O0O0OOOO0OOO00OO0®@O00O0
O0O0OOO0O0O0OeeO000O0
O0O0O0OOO0O0O0eO00000O0
O0O0O0OO0O0O0@OO00000O

Edge cc;ordinate z

Time

FIG. 13. Chiral edge modes. The simplest experiment probing
properties of the Kitaev B phase is the observation of chiral edge
states. Their presence manifests in a uni-directional transport after
a single-qubit quench (red dot). (a) The system with a cylindrical
topology: the edge z direction is periodic while the other one has
open boundary conditions. Measured operators are denoted with yel-
low links. (b) After the initial quench, the two-body edge correlations
experience a wave-packet-like propagation due to chiral edge modes.
The direction is dictated by the sign of the time-reversal symmetry
breaking term.

commutes with such terms should induce non-trivial dynam-
ics. Here we perturb the system with a Z operator (7-pulse)
on a single site at the edge [Fig. 13(a)] and monitor the two-
point spin correlation function.

In Fig. 13(b), we show the time evolution of the normal-
ized signal (the background value is subtracted) for a 30 x 30
lattice. Initially, the only affected observable is the one that
includes the quenched site. This perturbation propagates
to the right confirming the chiral nature of the edge. The
wave packet slowly disperses and eventually loops around the
boundary. Besides observing chiral edge modes in a digital
simulation, this simple experiment can be used to verify the
state preparation procedure as well as the effective Hamilto-
nian evolution.

Appendix H: Magnetic fields and fermionic Gaussian states

In the presence of a magnetic field, the Kitaev Hamiltonian
is no longer solvable. However, we were able to capture main
features of the short-time dynamics using a variational ansatz
for the wavefunction that is compatible with the Majorana so-
lution of the model.

In the original solution (without magnetic fields), the
Hamiltonian is effectively quadratic since the bond Majorana
pairs w;; = ib; " b?” are conserved and treated as clasical
variables [u;;, H| = 0; c.f. Eq. (A3) and the discussion below.
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In terms of Majorana operators, a local z field is expressed as
Zj; = ibjc; for the field at site j and it does not commute with
u;;; this is because the magnetic field flips the plaquette op-
erators W, and couples different vortex sectors. However, the
field is local so it anticomutes only with the ;- on the corre-
sponding Z; Z;» bond but commutes with all others; thus, all
but one bond variables remain conserved. We can capture this
effect by breaking up the bond and working with the extended
set of Majoranas {c1 .. v, b3, 0% }. The resulting Hamiltonian
with the —hZ; magnetic field is

H[h] = H — Jb;bjfcjcj/ — KZUj/k bjbj’cjck — ihb;cj7
k

(HD)
where H' corresponds to Eq. (A3) with the bond Z;Z; re-
moved and the ), term symbolically represents the four
three-body terms that contain the j, 5’ bond. The Hamilto-
nian in Eq. (H1) is no longer quadratic but we can make the
calculation tractable and capture the main features of the new
system by applying an appropriate wavefunction ansatz. In
this case, we chose the fermionic Gaussian states (FGS) which
have celebrated considerable success in simulating complex
many-body systems [47, 72, 73]

Now, we briefly describe the basic ideas behind the FGS ap-
proach while a detailed description, with non-Gaussian gener-
alizations, can be found in Ref. [47]. The variational ansatz is
[y = e—ic" Me |vac.) and the state is fully determined by the
covariance matrix

1

F’ij = 5 <[ci7cj]> ) (HZ)
and thus satisfies Wick’s theorem
(cicjeper) = =Tyl — Ty + Tyljre), (H3)

which allows us to simplify expressions considerably. The
equations of motions in real and imaginary time are given by

;T = [1,T),
d.T = —T — THT,

(H4a)
(H4b)

where H := H[I'] = 46 (H) /dT is the functional derivative
of the expectation value of the Hamiltonian. In the special
case of quadratic Hamiltonians H = (i/4) >, ; Aijcic;, this
formalism is exact and H;; = A;;—this is the case for the
Kitaev model without magnetic fields.

Applying the above formalism to Eq. (H1) enables approx-
imate simulation of the quench dynamics governed by the Ki-
taev Hamiltonian with local magnetic fields. We benchmark
this method against exact results on a small 30-qubit system
[Fig. 14], where it performs well, and use it to predict the
readout fidelity in a larger system [Fig. 4].

Appendix I: Effective two level system

The key insight behind the readout procedure introduced in
the main text is that the state with a localized fermion (1))
and the state without one (|0) , ) react differently to quenching



a local magnetic field. The magnetic field operator Z; acting
on the site j is represented in the Majorana description by

Zj = ib;Cj, (Il)

where b7 is the “bond Majorana” (see Appendix H) that enters
in the plaquette operators and c; is the “matter Majorana* that
forms the fermionic spectrum of the system. Crucially, b7 an-
ticommutes with the plaquette operator (see Appendix A) and
c; commutes with it; thus, we can decompose the Z; operator
into two parts, one acting in the plaquette space and the other

in the matter space.

Consider a situation with two pairs of zero modes where
each pair occupies adjacent plaquettes (but pairs are sepa-
rated), as in the inset of Fig. 14. Since the distance between
the two modes is small (on the order of the lattice spacing),
they are no longer degenerate and the first excited state con-
sists of fermions localized on the bonds shared by the occu-
pied plaquettes. When deconstructed into Majorana particles,
we expect that state to have large overlap with c;, which we
can symbolically decompose into ¢; ~ a + af, where j de-
notes the index of a site on the bond. Now, if we apply a
local magnetic field Z; = ibjc; to the vertex j, the response
of the system will depend on whether the localized-fermion
state is occupied or not. In both cases, the quench couples
to a state with two real vortices (flipped plaquettes). Impor-
tantly, the fermionic spectrum of the two-vortex sector with
two flipped bonds (used to create Majorana modes) is identi-
cal to the vortex-free sector of the uniform-bond Hamiltonian
(with no flipped bonds).

If the localized mode is occupied, the af component of cj
will not contribute and the resulting state amounts to annihilat-
ing the matter fermion with a and flipping the two neighboring
plaquette operators with b7 (creating two vortices). This state
is in fact the ground state of the uniform vortex-free sector and
we can approximate the dynamics as an effective two-level
system with the Rabi frequency proportional to the magnetic
field. Additionally, the vortex-free ground state has a slightly
different energy from the initial state, which results in a non-
zero detuning A in the two-level system. In total, we have a
product state of two spin-1/2 states, one from each Majorana
pair.

If the localized mode is not occupied, the a operator has no
effect and the system is coupled to a two-vortex state where
a’ creates a localized fermion. However, there is no local-
ized fermion in the spectrum of the two-vortex sector with a
flipped bond which means that the system couples weakly to
a continuum of momentum modes, with very small overlaps.
This results in weak, damped oscillations in the plaquette ex-
pectation values.

To validate this two-level picture, we can extract the en-
ergy difference between the states and the state overlaps, and
subsequently compare these parameters to the Rabi frequency
and detuning extracted from numerics. We find that the two
agree up to a few percent.
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FIG. 14. Readout calibration. Plaquette expectation value after
quench of the occupied and empty state. The shaded lines corre-
spond to the FGS time evolution with the full Hamiltonian while the
circles are the result of exact simulation in the spin picture using en-
gineered Floquet Hamiltonian (as would happen in the experiment).
The dashed line marks the end of the first pulse. (inset) The 30-spin
lattice configuration with periodic boundary conditions and the loca-
tion of Majorana modes. The magnetic field acts on the sites marked
with red dots.

Appendix J: Calibrating the readout procedure

We propose a small-scale (30 qubit) experiment to both ver-
ify the state preparation and calibrate the readout procedure.
The lattice consists of 3 x 5 plaquettes and the target phase has
a state with two pairs of adjacent Majorana modes in its spec-
trum; see inset of Fig. 14. This mode can be either occupied
(I1) ) or empty ([0) ,).

Because the system is so small, we can easily target both
|1); and |0), with variational state preparation, which re-
moves the need for applying the effective Hamiltonian thus
significantly shortening the circuit depth. Then, we perform
the magnetic field quench using the effective Hamiltonian and
calibrate the readout procedure without implementing neither
fusion nor braiding operations. The readout of the particle
content is a local operation and we expect that the procedure
calibrated in a small system will perform similarly well. In
fact, the pulses applied in Figs. 4 and 14 have exactly the same
magnetic field and first-pulse timing.

In Fig. 14, the readout procedure has been simulated exactly
(in the original spin picture) to remove any errors due to the
FGS approximation. The good agreement with the full Hamil-
tonian evolution in the FGS approximation (shaded lines) sug-
gests that the FGS is a reasonable predictor for readout fideli-
ties in larger systems.



Appendix K: Lattice gauge theories with three-qubit gates

The goal is to simulate the (1+1)D lattice gauge theory
(LGT) Hamiltonian H = H, + Hy, + Hyy—g,

Hg = *fZL?,H—la
Hy, = ,U,chci,

Hyg = —(J/2) ) (el Uitrici +hee), (K1)

7

where the cI (¢;) are the fermion creation (annihillation)
operators satisfying the canonical anticommutation relations
(CAR), L?l 41 represents the energy of the electric field on
the {i,7 + 1} bond, and U, is the gauge-matter-coupling
operator. Note that there is no magnetic field energy since for
one spatial dimension the only gauge-invariant combination
of U;s would be a loop around the whole system.

The most difficult step in making such theories amenable
to digital spin simulations is the treatment of the fermionic
CAR. Usually, the resulting spin Hamiltonian involves condi-
tional evolution and additional degrees of freedom [74], where
the fermionic phases are tracked by ancillas. Fortunately, in
(1+1)D the situation is much simpler: No conditional evolu-
tion or ancillary qubits are required. This results in the typical
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spin Hamiltonian,

HJ —JZTZZ'+1(X1'X¢+1 + Y;YviJrl)v

Hy = p) (-1)'Z:, (K2)

which corresponds to Egs. (1a)-(1c) in Ref. [75]. Notice that
the matter-gauge coupling is now given by the X X X and
XYY operators.

The most expensive term to simulate is the three-qubit
matter-gauge coupling, which under general decomposition
schemes requires around 20 two-qubit operations [76] but in
Ref. [75] the authors performed the entire single trotter step
with just 8 two-qubit gates. Here we propose to use the na-
tive G3 gates to realize the same trotter step with 2 three-qubit
gates combined with sublattice rotations. Moreover, Ref. [75]
was limited to 6 ~ 7/4 which severely limits their control
over the trotter step and associated heating. While they ar-
gued (and supported their claim with numerical simulations)
that this drive frequency is well within the regime of slow
heating, the full flexibility of G3(#) allows not only a more
precise digital simulation with a smaller trotter error but also
a comprehensive study of heating processes in LGTs.

Naively, we would require 4 gates (XXX and XYY for
each of two neighbors) but a natural Floquet echo trick might
reduce it to 2. Instead of performing X X X and XYY sep-
arately, we instead apply a /4 rotation resulting in X (X +
Y)(X +Y). This is the gate we want up to the mixed terms
XY X and X XY. However, in the subsequent round we can
do a —7 /4 rotation resulting in X (X —Y)(X —Y) such that,
to first order, the mixed terms cancel out. This methods gives
us a 4x reduction in the circuit depth over Ref. [75] while
retaining full control over the accumulated phase 6.

[1] P. Anderson, Resonating valence bonds: A new kind of insula-
tor?, Mater. Res. Bull. 8, 153 (1973).

[2] Wilczek, Disassembling anyons, Phys. Rev. Lett. 69, 132
(1992).

[3] S. Sachdev, Topological order, emergent gauge fields, and
Fermi surface reconstruction, Rep. Prog. Phys. 82, 014001
(2018).

[4] A. Kitaev, Fault-tolerant quantum computation by anyons, Ann.
Phys. 303, 2 (2003).

[5] C. Nayak, S. H. Simon, A. Stern, M. Freedman, and
S. Das Sarma, Non-Abelian anyons and topological quantum
computation, Rev. Mod. Phys. 80, 1083 (2008).

[6] K. J. Satzinger, Y.-J. Liu, A. Smith, C. Knapp, M. Newman,
C. Jones, Z. Chen, C. Quintana, X. Mi, A. Dunsworth, C. Gid-
ney, 1. Aleiner, F. Arute, K. Arya, J. Atalaya, R. Babbush,
J. C. Bardin, R. Barends, J. Basso, A. Bengtsson, A. Bilmes,
M. Broughton, B. B. Buckley, D. A. Buell, B. Burkett, N. Bush-
nell, B. Chiaro, R. Collins, W. Courtney, S. Demura, A. R.
Derk, D. Eppens, C. Erickson, L. Faoro, E. Farhi, A. G. Fowler,
B. Foxen, M. Giustina, A. Greene, J. A. Gross, M. P. Harri-

gan, S. D. Harrington, J. Hilton, S. Hong, T. Huang, W. J. Hug-
gins, L. B. Ioffe, S. V. Isakov, E. Jeffrey, Z. Jiang, D. Kafri,
K. Kechedzhi, T. Khattar, S. Kim, P. V. Klimov, A. N. Ko-
rotkov, F. Kostritsa, D. Landhuis, P. Laptev, A. Locharla,
E. Lucero, O. Martin, J. R. McClean, M. McEwen, K. C. Miao,
M. Mohseni, S. Montazeri, W. Mruczkiewicz, J. Mutus, O. Naa-
man, M. Neeley, C. Neill, M. Y. Niu, T. E. O’Brien, A. Oprem-
cak, B. Pat6, A. Petukhov, N. C. Rubin, D. Sank, V. Shvarts,
D. Strain, M. Szalay, B. Villalonga, T. C. White, Z. Yao, P. Yeh,
J. Yoo, A. Zalcman, H. Neven, S. Boixo, A. Megrant, Y. Chen,
J. Kelly, V. Smelyanskiy, A. Kitaev, M. Knap, F. Pollmann, and
P. Roushan, Realizing topologically ordered states on a quan-
tum processor, Science 374, 1237 (2021).

[7] S. Ebadi, T. T. Wang, H. Levine, A. Keesling, G. Semeghini,
A. Omran, D. Bluvstein, R. Samajdar, H. Pichler, W. W. Ho,
S. Choi, S. Sachdev, M. Greiner, V. Vuleti¢, and M. D. Lukin,
Quantum phases of matter on a 256-atom programmable quan-
tum simulator, Nature 595, 227 (2021).

[8] D. Bluvstein, H. Levine, G. Semeghini, T. T. Wang,
S. Ebadi, M. Kalinowski, A. Keesling, N. Maskara, H. Pichler,


https://doi.org/10.1016/0025-5408(73)90167-0
https://doi.org/10.1103/physrevlett.69.132
https://doi.org/10.1103/physrevlett.69.132
https://doi.org/10.1088/1361-6633/aae110
https://doi.org/10.1088/1361-6633/aae110
https://doi.org/10.1016/s0003-4916(02)00018-0
https://doi.org/10.1016/s0003-4916(02)00018-0
https://doi.org/10.1103/revmodphys.80.1083
https://doi.org/10.1126/science.abi8378
https://doi.org/10.1038/s41586-021-03582-4

M. Greiner, V. Vuletié, and M. D. Lukin, A quantum processor
based on coherent transport of entangled atom arrays, Nature
604, 451 (2022).

P. Scholl, M. Schuler, H. J. Williams, A. A. Eberharter,

D. Barredo, K.-N. Schymik, V. Lienhard, L.-P. Henry, T. C.

Lang, T. Lahaye, A. M. Liuchli, and A. Browaeys, Quantum

simulation of 2D antiferromagnets with hundreds of Rydberg

atoms, Nature 595, 233 (2021).

[10] G. Semeghini, H. Levine, A. Keesling, S. Ebadi, T. T. Wang,
D. Bluvstein, R. Verresen, H. Pichler, M. Kalinowski, R. Sama-
jdar, A. Omran, S. Sachdev, A. Vishwanath, M. Greiner,
V. Vuleti¢, and M. D. Lukin, Probing topological spin liquids on
a programmable quantum simulator, Science 374, 1242 (2021).

[11] H. Takagi, T. Takayama, G. Jackeli, G. Khaliullin, and S. E.
Nagler, Concept and realization of Kitaev quantum spin liquids,
Nat. Rev. Phys. 1, 264 (2019).

[12] L. M. Duan, E. Demler, and M. D. Lukin, Controlling Spin
Exchange Interactions of Ultracold Atoms in Optical Lattices,
Phys. Rev. Lett. 91, 090402 (2003).

[13] S. Liu and Z.-Y. Xue, Probing non-Abelian anyonic statistics
with cold atoms in an optical lattice, J. Opt. Soc. Am. B 30,
1720 (2013).

[14] B.-Y. Sun, N. Goldman, M. Aidelsburger, and M. Bukov, En-
gineering and probing non-Abelian chiral spin liquids using
periodically driven ultracold atoms, arXiv:2211.09777 [cond-
mat.quant-gas] (2022).

[15] A. Micheli, G. K. Brennen, and P. Zoller, A toolbox for lattice-
spin models with polar molecules, Nat. Phys. 2, 341 (2006).

[16] S. R. Manmana, E. M. Stoudenmire, K. R. A. Hazzard, A. M.
Rey, and A. V. Gorshkov, Topological phases in ultracold
polar-molecule quantum magnets, Phys. Rev. B 87, 081106(R)
(2013).

[17] A. D. Bookatz, P. Wocjan, and L. Viola, Hamiltonian quan-
tum simulation with bounded-strength controls, New J. Phys.
16, 045021 (2014).

[18] H. Bombin, Topological Order with a Twist: Ising Anyons from
an Abelian Model, Phys. Rev. Lett. 105, 030403 (2010).

[19] Y. D. Lensky, K. Kechedzhi, I. Aleiner, and E.-A. Kim, Graph
gauge theory of mobile non-Abelian anyons in a qubit stabilizer
code, arXiv:2210.09282 [quant-ph] (2022).

[20] T. I. Andersen, Y. D. Lensky, K. Kechedzhi, I. Drozdov,
A. Bengtsson, S. Hong, A. Morvan, X. Mi, A. Opremcak,
R. Acharya, R. Allen, M. Ansmann, F. Arute, K. Arya, A. As-
faw, J. Atalaya, R. Babbush, D. Bacon, J. C. Bardin, G. Bortoli,
A. Bourassa, J. Bovaird, L. Brill, M. Broughton, B. B. Buck-
ley, D. A. Buell, T. Burger, B. Burkett, N. Bushnell, Z. Chen,
B. Chiaro, D. Chik, C. Chou, J. Cogan, R. Collins, P. Conner,
W. Courtney, A. L. Crook, B. Curtin, D. M. Debroy, A. D. T.
Barba, S. Demura, A. Dunsworth, D. Eppens, C. Erickson,
L. Faoro, E. Farhi, R. Fatemi, V. S. Ferreira, L. F. Burgos, E. Fo-
rati, A. G. Fowler, B. Foxen, W. Giang, C. Gidney, D. Gilboa,
M. Giustina, R. Gosula, A. G. Dau, J. A. Gross, S. Habegger,
M. C. Hamilton, M. Hansen, M. P. Harrigan, S. D. Harring-
ton, P. Heu, J. Hilton, M. R. Hoffmann, T. Huang, A. Huff,
W. J. Huggins, L. B. Ioffe, S. V. Isakov, J. Iveland, E. Jeffrey,
Z. Jiang, C. Jones, P. Juhas, D. Kafri, T. Khattar, M. Khezri,
M. Kieferova, S. Kim, A. Kitaev, P. V. Klimov, A. R. Klots,
A. N. Korotkov, F. Kostritsa, J. M. Kreikebaum, D. Landhuis,
P. Laptev, K.-M. Lau, L. Laws, J. Lee, K. Lee, B. J. Lester,
A. Lill, W. Liu, A. Locharla, E. Lucero, F. D. Malone, O. Mar-
tin, J. R. McClean, T. McCourt, M. McEwen, K. C. Miao,
A. Mieszala, M. Mohseni, S. Montazeri, E. Mount, R. Movas-
sagh, W. Mruczkiewicz, O. Naaman, M. Neeley, C. Neill,
A. Nersisyan, M. Newman, J. H. Ng, A. Nguyen, M. Nguyen,

[9

—

19

M. Y. Niu, T. E. O’Brien, S. Omonije, A. Petukhov, R. Potter,
L. P. Pryadko, C. Quintana, C. Rocque, N. C. Rubin, N. Saei,
D. Sank, K. Sankaragomathi, K. J. Satzinger, H. F. Schurkus,
C. Schuster, M. J. Shearn, A. Shorter, N. Shutty, V. Shvarts,
J. Skruzny, W. C. Smith, R. Somma, G. Sterling, D. Strain,
M. Szalay, A. Torres, G. Vidal, B. Villalonga, C. V. Heid-
weiller, T. White, B. W. K. Woo, C. Xing, Z. J. Yao, P. Yeh,
J. Yoo, G. Young, A. Zalcman, Y. Zhang, N. Zhu, N. Zobrist,
H. Neven, S. Boixo, A. Megrant, J. Kelly, Y. Chen, V. Smelyan-
skiy, E.-A. Kim, I. Aleiner, and P. Roushan, Observation of
non-Abelian exchange statistics on a superconducting proces-
sor, arXiv:2210.10255 [quant-ph] (2022).

[21] W. Magnus, On the exponential solution of differential equa-
tions for a linear operator, Comm. Pure Appl. Math. 7, 649
(1954).

[22] D. V. Else, B. Bauer, and C. Nayak, Prethermal Phases of Mat-
ter Protected by Time-Translation Symmetry, Phys. Rev. X 7,
011026 (2017).

[23] F. Machado, D. V. Else, G. D. Kahanamoku-Meyer, C. Nayak,
and N. Y. Yao, Long-Range Prethermal Phases of Nonequilib-
rium Matter, Phys. Rev. X 10, 011043 (2020).

[24] N. Y. Yao, A. C. Potter, I.-D. Potirniche, and A. Vishwanath,
Discrete Time Crystals: Rigidity, Criticality, and Realizations,
Phys. Rev. Lett. 118, 030401 (2017).

[25] S. Choi, J. Choi, R. Landig, G. Kucsko, H. Zhou, J. Isoya,
F. Jelezko, S. Onoda, H. Sumiya, V. Khemani, C. v. Keyser-
lingk, N. Y. Yao, E. Demler, and M. D. Lukin, Observation
of discrete time-crystalline order in a disordered dipolar many-
body system, Nature 543, 221 (2017).

[26] E. Zohar, A. Farace, B. Reznik, and J. I. Cirac, Digital Quan-
tum Simulation of Z2 Lattice Gauge Theories with Dynamical
Fermionic Matter, Phys. Rev. Lett. 118, 070501 (2017).

[27] C. Schweizer, F. Grusdt, M. Berngruber, L. Barbiero, E. Dem-
ler, N. Goldman, I. Bloch, and M. Aidelsburger, Floquet ap-
proach to Z lattice gauge theories with ultracold atoms in op-
tical lattices, Nat. Phys. 15, 1168 (2019).

[28] A. Kitaev, Anyons in an exactly solved model and beyond, Ann.
Phys. 321, 2 (2006).

[29] L.-D. Potirniche, A. C. Potter, M. Schleier-Smith, A. Vish-
wanath, and N. Y. Yao, Floquet Symmetry-Protected Topologi-
cal Phases in Cold-Atom Systems, Phys. Rev. Lett. 119, 123601
(2017).

[30] H. C. Po, L. Fidkowski, A. Vishwanath, and A. C. Potter, Radi-
cal chiral Floquet phases in a periodically driven Kitaev model
and beyond, Phys. Rev. B 96, 245116 (2017).

[31] E. H. Lieb, Flux phase of the half-filled band, Phys. Rev. Lett.
73,2158 (1994).

[32] H. Xu and J. M. Taylor, Developing a robust approach to
implementing non-Abelian anyons and topological quantum
computing in a modified Kitaev honeycomb lattice model,
arXiv:1104.0024 [cond-mat.str-el] (2011).

[33] A. Lazarides, A. Das, and R. Moessner, Periodic Thermody-
namics of Isolated Quantum Systems, Phys. Rev. Lett. 112,
150401 (2014).

[34] V. Gritsev and A. Polkovnikov, Integrable Floquet dynamics,
SciPost Phys. 2, 021 (2017).

[35] P. Scholl, H. J. Williams, G. Bornet, E. Wallner, D. Barredo,
L. Henriet, A. Signoles, C. Hainaut, T. Franz, S. Geier,
A. Tebben, A. Salzinger, G. Ziirn, T. Lahaye, M. Weidemiiller,
and A. Browaeys, Microwave Engineering of Programmable
XXZ Hamiltonians in Arrays of Rydberg Atoms, PRX Quan-
tum 3, 020303 (2022).

[36] C. Sheng, X. He, P. Xu, R. Guo, K. Wang, Z. Xiong, M. Liu,
J. Wang, and M. Zhan, High-Fidelity Single-Qubit Gates on


https://doi.org/10.1038/s41586-022-04592-6
https://doi.org/10.1038/s41586-022-04592-6
https://doi.org/10.1038/s41586-021-03585-1
https://doi.org/10.1126/science.abi8794
https://doi.org/10.1038/s42254-019-0038-2
https://doi.org/10.1103/physrevlett.91.090402
https://doi.org/10.1364/josab.30.001720
https://doi.org/10.1364/josab.30.001720
https://arxiv.org/abs/2211.09777
https://arxiv.org/abs/2211.09777
https://doi.org/10.1038/nphys287
https://doi.org/10.1103/physrevb.87.081106
https://doi.org/10.1103/physrevb.87.081106
https://doi.org/10.1088/1367-2630/16/4/045021
https://doi.org/10.1088/1367-2630/16/4/045021
https://doi.org/10.1103/PhysRevLett.105.030403
https://arxiv.org/abs/2210.09282
https://arxiv.org/abs/2210.10255
https://doi.org/10.1002/cpa.3160070404
https://doi.org/10.1002/cpa.3160070404
https://doi.org/10.1103/physrevx.7.011026
https://doi.org/10.1103/physrevx.7.011026
https://doi.org/10.1103/physrevx.10.011043
https://doi.org/10.1103/physrevlett.118.030401
https://doi.org/10.1038/nature21426
https://doi.org/10.1103/physrevlett.118.070501
https://doi.org/10.1038/s41567-019-0649-7
https://doi.org/10.1016/j.aop.2005.10.005
https://doi.org/10.1016/j.aop.2005.10.005
https://doi.org/10.1103/physrevlett.119.123601
https://doi.org/10.1103/physrevlett.119.123601
https://doi.org/10.1103/physrevb.96.245116
https://doi.org/10.1103/PhysRevLett.73.2158
https://doi.org/10.1103/PhysRevLett.73.2158
https://arxiv.org/abs/1104.0024
https://doi.org/10.1103/physrevlett.112.150401
https://doi.org/10.1103/physrevlett.112.150401
https://doi.org/10.21468/scipostphys.2.3.021
https://doi.org/10.1103/prxquantum.3.020303
https://doi.org/10.1103/prxquantum.3.020303

Neutral Atoms in a Two-Dimensional Magic-Intensity Optical
Dipole Trap Array, Phys. Rev. Lett. 121, 240501 (2018).

[37] H. Levine, D. Bluvstein, A. Keesling, T. T. Wang, S. Ebadi,
G. Semeghini, A. Omran, M. Greiner, V. Vuleti¢, and M. D.
Lukin, Dispersive optical systems for scalable Raman driving
of hyperfine qubits, Phys. Rev. A 105, 032618 (2022).

[38] S. J. Evered, D. Bluvstein, M. Kalinowski, S. Ebadi,
T. Manovitz, H. Zhou, S. H. Li, A. A. Geim, T. T. Wang,
N. Maskara, H. Levine, G. Semeghini, M. Greiner, V. Vuleti¢,
and M. D. Lukin, High-fidelity parallel entangling gates on a
neutral atom quantum computer, arXiv:2304.05420 [quant-ph]
(2023).

[39] J. M. Pino, J. M. Dreiling, C. Figgatt, J. P. Gaebler, S. A. Moses,
M. Allman, C. Baldwin, M. Foss-Feig, D. Hayes, K. Mayer,
et al., Demonstration of the trapped-ion quantum ccd computer
architecture, Nature 592, 209 (2021).

[40] M. Igbal, N. Tantivasadakarn, T. M. Gatterman, J. A. Ger-
ber, K. Gilmore, D. Gresh, A. Hankin, N. Hewitt, C. V.
Horst, M. Matheny, T. Mengle, B. Neyenhuis, A. Vishwanath,
M. Foss-Feig, R. Verresen, and H. Dreyer, Topological Order
from Measurements and Feed-Forward on a Trapped Ion Quan-
tum Computer, arXiv:2302.01917 [quant-ph] (2023).

[41] J. M. Martyn, Z. M. Rossi, A. K. Tan, and I. L. Chuang, Grand
Unification of Quantum Algorithms, PRX Quantum 2, 040203
(2021).

[42] P. Peng, X. Huang, C. Yin, L. Joseph, C. Ramanathan, and
P. Cappellaro, Deep Reinforcement Learning for Quantum
Hamiltonian Engineering, Phys. Rev. Appl. 18, 024033 (2022).

[43] T. A. Bespalova and O. Kyriienko, Quantum simulation and
ground state preparation for the honeycomb Kitaev model,
arXiv:2109.13883 [quant-ph] (2021).

[44] C. Kokail, B. Sundar, T. V. Zache, A. Elben, B. Vermersch,
M. Dalmonte, R. van Bijnen, and P. Zoller, Quantum Varia-
tional Learning of the Entanglement Hamiltonian, Phys. Rev.
Lett. 127, 170501 (2021).

[45] L. Pastori, T. Olsacher, C. Kokail, and P. Zoller, Characteriza-
tion and Verification of Trotterized Digital Quantum Simula-
tion Via Hamiltonian and Liouvillian Learning, PRX Quantum
3, 030324 (2022).

[46] C. V. Kraus and J. I. Cirac, Generalized Hartree—Fock theory
for interacting fermions in lattices: numerical methods, New J.
Phys. 12, 113004 (2010).

[47] T. Shi, E. Demler, and J. 1. Cirac, Variational study of fermionic
and bosonic systems with non-Gaussian states: Theory and ap-
plications, Ann. Phys. 390, 245 (2018).

[48] M. B. Hastings and J. Haah, Dynamically generated logical
qubits, Quantum 5, 564 (2021).

[49] M. Davydova, N. Tantivasadakarn, and S. Balasubra-
manian, Floquet codes without parent subsystem codes,
arXiv:2210.02468 [quant-ph] (2022).

[50] C. Hickey and S. Trebst, Emergence of a field-driven U(1) spin
liquid in the Kitaev honeycomb model, Nat. Commun. 10, 530
(2019).

[51] S.-S. Zhang, G. B. Haldsz, and C. D. Batista, Theory of the
Kitaev model in a [111] magnetic field, Nat. Commun. 13, 399
(2022).

[52] A. P. Joy and A. Rosch, Dynamics of visons and thermal hall
effect in perturbed kitaev models, Phys. Rev. X 12, 041004
(2022).

[53] K. Shinjo, S. Sota, and T. Tohyama, Density-matrix renormal-
ization group study of the extended Kitaev-Heisenberg model,
Phys. Rev. B 91, 054401 (2015).

[54] K. Minami, Honeycomb lattice Kitaev model with Wen—Toric-
code interactions, and anyon excitations, Nuclear Physics B

20

939, 465 (2019).

[55] B. Bertini, F. H. L. Essler, S. Groha, and N. J. Robinson,
Prethermalization and Thermalization in Models with Weak In-
tegrability Breaking, Phys. Rev. Lett. 115, 180601 (2015).

[56] L. D’Alessio, Y. Kafri, A. Polkovnikov, and M. Rigol, From
quantum chaos and eigenstate thermalization to statistical me-
chanics and thermodynamics, Adv. Phys 65, 239 (2016).

[57] M. Znidari¢, Weak Integrability Breaking: Chaos with Integra-
bility Signature in Coherent Diffusion, Phys. Rev. Lett. 125,
180605 (2020).

[58] L. Villa, J. Despres, and L. Sanchez-Palencia, Unraveling
the excitation spectrum of many-body systems from quantum
quenches, Phys. Rev. A 100, 063632 (2019).

[59] R. Irmejs, M. C. Banuls, and J. I. Cirac, Quantum Simula-
tion of Z2 Lattice Gauge theory with minimal requirements,
arXiv:2206.08909 [quant-ph] (2022).

[60] S.Jandura and G. Pupillo, Time-Optimal Two- and Three-Qubit
Gates for Rydberg Atoms, Quantum 6, 712 (2022).

[61] A. Peruzzo, J. McClean, P. Shadbolt, M.-H. Yung, X.-Q. Zhou,
P. J. Love, A. Aspuru-Guzik, and J. L. O’Brien, A variational
eigenvalue solver on a photonic quantum processor, Nat. Com-
mun. 5, 4213 (2014).

[62] H. Levine, A. Keesling, G. Semeghini, A. Omran, T. T. Wang,
S. Ebadi, H. Bernien, M. Greiner, V. Vuleti¢, H. Pichler, and
M. D. Lukin, Parallel Implementation of High-Fidelity Multi-
qubit Gates with Neutral Atoms, Phys. Rev. Lett. 123, 170503
(2019).

[63] S. Bravyi and D. Gosset, Complexity of quantum impurity
problems, Commun. Math. Phys. 356, 451 (2016).

[64] R. Verresen, N. Tantivasadakarn, and A. Vishwanath, Effi-
ciently preparing Schrodinger’s cat, fractons and non-Abelian
topological order in quantum devices, arXiv:2112.03061
[quant-ph] (2021).

[65] N. Tantivasadakarn, R. Thorngren, A. Vishwanath, and R. Ver-
resen, Long-range entanglement from measuring symmetry-
protected topological phases, arXiv:2112.01519 [cond-mat.str-
el] (2021).

[66] Y.-J. Liu, K. Shtengel, A. Smith, and F. Pollmann, Methods for
Simulating String-Net States and Anyons on a Digital Quantum
Computer, PRX Quantum 3, 040315 (2022).

[67] J. Edmonds, Maximum matching and a polyhedron with 0,1-
vertices, J. Res. Nat. Bur. Standards 69B, 125 (1965).

[68] X.-G. Wen, Quantum orders in an exact soluble model, Phys.
Rev. Lett. 90, 016803 (2003).

[69] G. Kells, J. K. Slingerland, and J. Vala, Description of Kitaev’s
honeycomb model with toric-code stabilizers, Phys. Rev. B 80,
125415 (2009).

[70] M. Z. Hasan and C. L. Kane, Colloquium: Topological insula-
tors, Rev. Mod. Phys. 82, 3045 (2010).

[71] T. Mizoguchi, T. Koma, and Y. Yoshida, Oriented propagation
of magnetization due to chiral edge modes in Kitaev-type mod-
els, Phys. Rev. B 101, 014442 (2020).

[72] Y. Ashida, T. Shi, M. C. Baiiuls, J. I. Cirac, and E. Demler, Solv-
ing quantum impurity problems in and out of equilibrium with
the variational approach, Phys. Rev. Lett. 121, 026805 (2018).

[73] P. E. Dolgirev, Y.-F. Qu, M. B. Zvonarev, T. Shi, and E. Dem-
ler, Emergence of a Sharp Quantum Collective Mode in a One-
Dimensional Fermi Polaron, Phys. Rev. X 11, 041015 (2021).

[74] F. Verstraete and J. I. Cirac, Mapping local hamiltonians of
fermions to local hamiltonians of spins, J. Stat. Mech. 2005,
P09012 (2005).

[75] J. Mildenberger, W. Mruczkiewicz, J. C. Halimeh, Z. Jiang, and
P. Hauke, Probing confinement in a Z» lattice gauge theory on
a quantum computer, arXiv:2203.08905 [quant-ph] (2022).


https://doi.org/10.1103/physrevlett.121.240501
https://doi.org/10.1103/PhysRevA.105.032618
https://arxiv.org/abs/2304.05420
https://doi.org/10.1038/s41586-021-03318-4
https://arxiv.org/abs/2302.01917
https://doi.org/10.1103/prxquantum.2.040203
https://doi.org/10.1103/prxquantum.2.040203
https://doi.org/10.1103/PhysRevApplied.18.024033
https://arxiv.org/abs/2109.13883
https://doi.org/10.1103/physrevlett.127.170501
https://doi.org/10.1103/physrevlett.127.170501
https://doi.org/10.1103/prxquantum.3.030324
https://doi.org/10.1103/prxquantum.3.030324
https://doi.org/10.1088/1367-2630/12/11/113004
https://doi.org/10.1088/1367-2630/12/11/113004
https://doi.org/10.1016/j.aop.2017.11.014
https://doi.org/10.22331/q-2021-10-19-564
https://arxiv.org/abs/2210.02468
https://doi.org/10.1038/s41467-019-08459-9
https://doi.org/10.1038/s41467-019-08459-9
https://doi.org/10.1038/s41467-022-28014-3
https://doi.org/10.1038/s41467-022-28014-3
https://doi.org/10.1103/PhysRevX.12.041004
https://doi.org/10.1103/PhysRevX.12.041004
https://doi.org/10.1103/physrevb.91.054401
https://doi.org/10.1016/j.nuclphysb.2018.12.029
https://doi.org/10.1016/j.nuclphysb.2018.12.029
https://doi.org/10.1103/PhysRevLett.115.180601
https://doi.org/10.1103/PhysRevLett.125.180605
https://doi.org/10.1103/PhysRevLett.125.180605
https://doi.org/10.1103/physreva.100.063632
https://arxiv.org/abs/2206.08909
https://doi.org/10.22331/q-2022-05-13-712
https://doi.org/10.1038/ncomms5213
https://doi.org/10.1038/ncomms5213
https://doi.org/10.1103/physrevlett.123.170503
https://doi.org/10.1103/physrevlett.123.170503
https://doi.org/10.1007/s00220-017-2976-9
https://arxiv.org/abs/2112.03061
https://arxiv.org/abs/2112.03061
https://arxiv.org/abs/2112.01519
https://arxiv.org/abs/2112.01519
https://doi.org/10.1103/prxquantum.3.040315
https://doi.org/10.6028/jres.069b.013
https://doi.org/10.1103/PhysRevLett.90.016803
https://doi.org/10.1103/PhysRevLett.90.016803
https://doi.org/10.1103/physrevb.80.125415
https://doi.org/10.1103/physrevb.80.125415
https://doi.org/10.1103/revmodphys.82.3045
https://doi.org/10.1103/physrevb.101.014442
https://doi.org/10.1103/PhysRevLett.121.026805
https://doi.org/10.1103/physrevx.11.041015
https://doi.org/10.1088/1742-5468/2005/09/p09012
https://doi.org/10.1088/1742-5468/2005/09/p09012
https://arxiv.org/abs/2203.08905

21

[76] V. Shende, S. Bullock, and I. Markov, Synthesis of quantum- logic circuits, IEEE Trans. Comput.-Aided Des. Integr. Circuits
Syst 25, 1000 (20006).


https://doi.org/10.1109/TCAD.2005.855930
https://doi.org/10.1109/TCAD.2005.855930

	Non-Abelian Floquet Spin Liquids in a Digital Rydberg Simulator
	Abstract
	I Introduction
	II Floquet spin liquid
	III Experimental Implementation
	IV Variational Optimization for Near-term Devices
	A Effective Hamiltonian
	B Variational state preparation

	V Controlling non-abelian excitations
	A Creating and moving zero modes
	B Localized fermion readout

	VI Fusion and Braiding
	VII Resource estimates and experimental feasibility
	VIII Discussion and Outlook
	 Acknowledgments
	A Exact solution using Majorana operators
	B Heating of the Floquet Kitaev spin liquid
	C Rydberg gates for Hamiltonian evolution
	D Variational ansatz cost functions
	E Intialization for state preparation procedure
	1 Projection to the no-vortex sector
	2 Mapping to the toric code
	3 Degeneracy across the A-B transition

	F Readout fidelity with noisy preparation
	G Chiral edge modes
	H Magnetic fields and fermionic Gaussian states
	I Effective two level system
	J Calibrating the readout procedure
	K Lattice gauge theories with three-qubit gates
	 References


