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Abstract: The inverse problem of determining the right-hand side of the subdiffusion
equation with the fractional Caputo derivative is considered. The right-hand side of
the equation has the form f(x)g(¢) and the unknown is function f(z). The condition
u(z,tg) = () is taken as the over-determination condition, where ¢y is some interior
point of the considering domain and () is a given function. It is proved by the Fourier
method that under certain conditions on the functions g(¢) and ¢ (x) the solution of the
inverse problem exists and is unique. An example is given showing the violation of the
uniqueness of the solution of the inverse problem for some sign-changing functions g(t).
It is shown that for the existence of a solution to the inverse problem for such functions
g(t), certain orthogonality conditions for the given functions and some eigenfunctions of
the elliptic part of the equation must be satisfied.
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1. INTRODUCTION

Let p € (0, 1] be a fixed number. Counsider the following initial-boundary value problem
Diu(z,t) — Au(z,t) = F(z,t) = f(z)g(t), z€Q, te(0,T],
(1.1) u(z,t)|on =0,
u(z,0) = p(x), =€

Here f(z), g(t) and ¢(z) are continuous functions in the domain Q C RY and D/h(t)
stands for the Caputo fractional derivative (see e.g. [1], p.14)

Dtn) = | @ y(s)d v
(0 = [onmplt =) h(s)ds. w,lt) = Fo
0
where T'(p) is the gamma function. If we first integrate and then differentiate, then we
get the Riemann-Liouville derivative.

It should be noted that if p = 1, then both the Caputo derivative and the Riemann-
Liouville derivative coincide with the classical first-order derivative. Therefore, if p =
1, then problem (IT)) coincides with the usual initial-boundary value problem for the
diffusion equation.

Problem (L)) is also called the forward problem. The main purpose of this study is the
inverse problem of determining the right-hand side of the equation, namely function f(x).
To solve the inverse problem one needs an extra condition. Following A.I. Prilepko and
A.B. Kostin [2] and K.B. Sabitov [3] (see also [4]) we consider the additional condition
in the form:

(1.2) u(z,to) =¥(z), x€Q,

where t( is a given fixed point of the segment (0, 7.
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Let us call the initial-boundary value problem (LI together with the additional con-
dition (L2) the inverse problem of finding the part f(z) of the right-hand side of the
equation.

The authors usually set an additional condition (I2) at the final time to = T (see,
e.g. [5], [6] for classical diffusion equations and for subdiffusion equations see [7], [§]).
The meaning of taking condition (L) at o is that in some cases the uniqueness of the
solution of the inverse problem is violated if t{x = 7" and by choosing t¢ it is possible to
achieve uniqueness in these cases as well.

We will be interested inthe classical solution (we will simply call it a solution) of the
problems under consideration, i.e. such solutions that themselves and all the derivatives
involved in the equation are continuous, moreover, all the given functions are continuous
and the equation is performed at each point. As an example, let us give the definition of
the solution to the inverse problem.

Definition 1.1. A pair of functions {u(x,t), f(x)} with the properties

(1) Dfu(z,t), Au(z,t) € C(2 x (0.77),
(2) u(z,t) € C(Q2 x [0.17),
(3) f(=) € C(Q),
and satisfying conditions (I1), (I.2) is called the solution of the inverse problem.

We note that in this definition the requirement of continuity in a closed domain of
all derivatives of the solution appearing in (II]) was proposed by O.A. Ladyzhenskaya
[9]. The advantage of this choice is that the uniqueness of just such a solution is proved
quite simply, moreover, the solution found by the Fourier method satisfies the above
conditions.

Inverse problems of determining the right-hand side of various subdiffusion equations
have been studied by a number of authors due to the importance of such problems for
applications. However, it should be immediately noted that for the abstract case of the
source function F'(x,t) there is no general theory yet (see the survey paper [I0] and the
literature therein). In all known works, the split source function F(x,t) = f(x)g(t) is
considered and the methods of investigation depend on whether f(z) or g(t) is unknown.
It is somewhat more difficult to study the case when function g(¢) is unknown. For
example, in the papers [I1] and [12] the questions of finding the non-stationary source
function g(¢) are studied. It should be noted that in these papers the over-determination
condition is taken in a fairly general form: Blu(-,t)] = ¢(t), where B is a linear continuous
functional. In particular, one can take u(xo,t) or [, u(x,t)dx as Blu(:,t)]. Finding the
unknown function g(t) for subdiffusion equations is studied in the articles [10] and [13].

For subdiffusion and diffusion equations, the case g(¢t) = 1 and the unknown is f(x)
has been studied by many authors (see, for example, [14]-[20]). We will mention only
some of these articles.

Subdiffusion equations with an elliptic part as an ordinary differential expression are
considered in the articles [14],[15], [I6]. Authors of articles [I7], [18] studied subdiffu-
sion equations whose elliptic part is the Laplace operator or a second-order differential
operator. The paper [19] is devoted to study the inverse problem for a subdiffusion equa-
tion with the Caputo fractional derivative and an arbitrary elliptic selfadjoint differential
operator. The authors of this paper proved the uniqueness and existance of a general-
ized solution. The case of the Riemann-Liouville derivative considered in [20]. Here the
uniqueness and existance of a classical solution is proved. In the papers [I4] and [I8], the
fractional derivative in the subdiffusion equation is a two-parameter generalized Hilfer
fractional derivative.

In [2I], the authors considered the inverse problem of simultaneous determination
of the order of the Riemann-Liouville fractional derivative and the source function in
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subdiffusion equations. Using the classical Fourier method, the authors proved that the
solution to this inverse problem exists and is unique.

In the monograph by K. B. Sabitov [22] the solvability of forward and inverse problems
for equations of mixed parabolic-hyperbolic type was studied.

We note some results obtained for the case g(t) # 1. For classical diffusion equations,
such an inverse problem has been studied in detail (see the well-known monograph by S.
Kabanikhin ([23], Chapter 8, see also [2], [3], [4], [5], [6]). Since the equation considered
by us also covers the diffusion equation, we will dwell on these works in more detail at
the end of Section 4.

In the paper [24] the problem of finding the function f(z) for an abstract subdiffusion
equation with the Caputo derivative is studied. To find function f(z), the authors used
the following additional condition fOT u(t)du(t) = ur.

M. Slodichka et al. [7] and [§] studied the uniqueness of a solution of the inverse
problem for a subdiffusion equation, the elliptic part of which depends on time. It
is proved that if function g(t) does not change sign, then the solution of the inverse
problem is unique. It should be especially noted that in [§] the authors constructed an
example of a function ¢(¢) that changes sign in the domain under consideration, as a
result of which the uniqueness of the solution of the inverse problem is lost.

It is well known that the considering inverse problem is ill-posed, i.e., the solution does
not depend continuously on the given data. Therefore, in the works of some authors,
various regularization methods are proposed for constructing an approximate solution
of the inverse problem (see, e.g., [25], [26]). Thus, in paper [25] the inverse problem
for the fractional diffusion equation with the Riemann-Liouville derivative is considered.
Assuming that solutions to the equation can be represented by a Fourier series, the
authors applied the Tikhonov regularization method to find an approximate solution.
Convergence estimates for exact and regularized solutions are presented for a priori and
a posteriori rules for choosing parameters. In [20], similar questions are investigated for
the stochastic fractional diffusion equation.

This work is devoted to the study of the forward problem (II]) and the inverse problem
(T, (C2) of determining the right-hand side of the equation. Let us list the main results
of this paper.

1) First (in Section 3), we prove the existence and uniqueness theorem for the forward
problem (1)) using the Fourier method. We present conditions on the initial function
©(z) and on the right-hand side of the equation that ensure the validity of the application
of the Fourier method. Due to the fact that the elliptic part of the equation is the Laplace
operator, the conditions on the functions f(z) and g(t) turned out to be easier to check
than in the case of a general elliptic operator (see, [27]);

2) Then (in Section 4), under a certain condition on function g(t) (for example, the
constant sign is sufficient), we prove the existence and uniqueness of a solution to the
inverse problem. Further, we will show that if this condition is violated, then for the exis-
tence of a solution to the inverse problem, it is sufficient that the functions from the initial
condition and the over-determination condition be orthogonal to some eigenfunctions of
the Laplace operator with the Dirichlet condition;

3) An example of function g(t) is constructed (in Section 4), for which the condition
noted above is not satisfied and, as a result, the inverse problem has more than one
solution.

The following Section 2 is auxiliary and contains definitions and well-known assertions
necessary for further presentation. The section Conclusions completes this work.



4 Ravshan Ashurov and Marjona Shakarova

2. PRELIMINARIES

In this section, which has an auxiliary character, we define fractional powers of a
self-adjoint extension of the Laplace operator, formulate a lemma, from the book of
Krasnoselskii et al. [28], the fundamental result of V.A. I’in [29] about the convergence
of the Fourier coefficients and indicate some properties of the Mittag-Leffler function that
we need.

Denote by {vr(z)} the complete system of orthonormal eigenfunctions in L2(2) and
by {A;} the set of positive eigenvalues of the following spectral problem

— Av(x) = Mv(x), x€Q,
v(r)]sn = 0.

Let o be an arbitrary real number. Consider an operator A° acting in Lo(2) as:
o0
A7g(z) = Agrve(@), gk = (g,v0),
k=1

with the domain of definition

D(A%) = {g € La(Q) : D A\ |ge|* < o0}
k=1

For elements of D(A?) we introduce the norm

llglls =D A lgnl* = |47l
k=1
If A stands for the operator acting in L2(Q2) as Ag(z) = —Ag(z) with the domain of
definition D(A) = {g € C%(Q) : g(z) = 0,z € dQ}, then A = A' is a self-adjoint
extension of A in Lo(92).
In our reasoning the following lemma from the book Krasnoselskii et al. [28] plays an

important role.

Lemma 2.1. Let 0 > %. Then operator A-e continuously maps the space Lo(Q) into
C(9), and moreover, the following estimate holds

1A~ gllog) < CllgllLa)-

In order to prove the existence of solutions of forward and inverse problems, it is
necessary to study the convergence of the following series:

s N
(2.1) ;mhkﬁ, >

where hj, are the Fourier coefficients of function h(z). In the case of integers 7, in the
fundamental paper [29] by V.A. II'in, conditions are obtained for the convergence of such
series in terms of the membership of function h(x) in the classical Sobolev spaces W& ().
To formulate these conditions, we introduce the class W3 (€) as the closure in the W3 (€2)
norm of the set of all functions that are continuously differentiable in €2 and vanish near
the boundary of €.

The theorem of V. A. I’in states that, if function h(z) satisfies the conditions

(2.2) ne) e WL Q) and w@), ARG, ... ALF h() € T @),

then the number series (24 converges. Here [a] denotes the integer part of the number
a. Similarly, if in (24) we replace 7 by 7 4 2, then the convergence conditions will have
the form:



Inverse problem for the subdiffusion equation with fractional Caputo derivative 5

@23 h@ e Wl and b, Ab), .. A0 e @),

For 0 < p < 1 and an arbitrary complex number f, let E, ,(z) denote the Mittag-
Leffler function with two parameters of the complex argument z:

0 k

(2.4) Epu(z) = kgo Tkt )

If the parameter ; = 1, then we have the classical Mittag-Leffler function: E,(z) =
Ep(z).

Recall some properties of the Mittag-Leffler functions (see, e.g. [30], p. 134 and p.
136).
Lemma 2.2. For anyt > 0 one has

C

2.5 E, (-t <——
(2.5) Byt < 1,

where constant C' does not depend on t and p.

Lemma 2.3. (see [31], p. 47). The classical Mittag-Leffler function of the negative
argument E,(—t) is monotonically decreasing function for all 0 < p <1 and

0< E,(-t)<1, E,0)=1.

Lemma 2.4. (see [30], formula (2.30), p.135 and [32], Lemma 4). Let p be an arbitrary
complex number. Then the following asymptotic estimate holds

t*l
E,u(—t) = N +0(t™%), t>1.

1= p)
Lemma 2.5. (see [31], formula (4.4.5), p. 61). Let p >0, x>0 and A € C. Then for
all positive t one has

t

(2.6) / t—n) P tE, ,(\nP)dn = t' P E, L ().
0

3. WELL-POSEDNESS OF FORWARD PROBLEM ([L.1])

First we consider the following problem for the homogeneous equation:

DVy(z,t) — Ay(z,t) =0, (z,t) € Qx(0,7T],
(3.1) y(:v, t)|aQ =0,
y(z,0) =p(x), z€Q,

where () is a given function.

Theorem 3.1. Let function p(z) satisfy conditions (Z2). Then problem (31) has a
unique solution:

(3.2) y(x,t) = Z‘PkEp(_)\ktp)vk(I)a
k=1

where ¢y, are the Fourier coefficients of function p(x).
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Proof. This theorem for a more general subdiffusion equation was proved in [27]. We
only mention the main points of the proof.

Obviously, (8:2) is a formal solution to problem B1I) (see [1], p. 17, [33]).

Let us show that the operators A = —A and DY can be applied term-by-term to series
(B2) and the resulting series converges uniformly in (z,t) € (Q x (0,77).

If S;(z,t) is the partial sum of series (B.2]), then

—AS Z/\kg)kE )\ktp)vk(:zz).

Using the equality R
A% (x) = A, Top(2),
with ¢ > & and applying Lemma 21l for g(z) = —AS;(x,t), we have
J J
(o+1
| = AS; (@, D20y = 1Y Mpr B (— Mtk (@) [y < C Y AT [or B (— Mt
k=1 =1
Apply estimates (Z3]), to obtain

J /\2(o+1)|<p 2

| = AS;(z, )& @ <OZ |

J
i <O LW Al >0

k=1
Therefore if () satisfies conditions ([Z2)), then —Ay(z,t) € C(Q x (0,T)).

From equation (3.I) one has DYy(z,t) = Ay(x,t), t > 0, and hence we get DYy(z,t) €
C(Q x (0,77)).

The uniqueness of the solution follows from the completeness of the system {v(z)}
in La()) (see [20]). We only note that it is important here that the derivatives of the
solution involved in the equation are continuous up to the boundary of domain  (see
Definition [[LT)). Nevertheless, below we give a proof of the uniqueness of a solution of
the inverse problem in detail (see the proof of Theorem [1.2)). O

Now consider the following auxiliary initial-boundary value problem:
Diw(x,t) — Aw(z, t) = f(x)g(t), (z,t) € Q x (0,7,
(3.3) w(z,t)]aq =0,
w(z,0) =0, z € Q.
Theorem 3.2. Let f(z) satisfy conditions (2.2) and g(t) € C[0,T). Then problem (3.3)

has a unique solution
t

(34) wiz,t) =) _ fr /n”’lEp,p(—Aw”)g(t—n)dn vi ().
k=1 o
where fr, = (f,vx).
Proof. Again, as in the previous theorem, (34]) is a formal solution to problem (3.3 (see
[, p. 17, [33]).
Let Sj(z,t) be the partial sum of series (3.4) and ¢ > &. Repeating the above
reasoning based on Lemma 2] we arrive at

2
| = AS;(, )]G ) =

Z Ml / By (=X g(t = n)doy (z)

c@)

2

c(Q)

< HA” SN /npilEp,p(_/\knp)g(t — n)dnug(z)
k=1 0
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00 t 2

SN e [ 0 BN (e~ (@)
0

k=1

L2(Q)
(apply Parseval’s equality to obtain)

e’} ¢ 2
= CZ )‘Zﬂfk/npilEmp(_)\knp)g(t —n)dn
k=1 0

[e%s) t 2
<03 2 s, la) / 1 BN

0<t<T
k=1

(apply Lemma 28] to get )

2
< CZ {)\U+l|fk| max. lg@)|t"Ep py1(— )\ktp)] , t>0.

Lemma 2.2] implies

1= A8 llcw < € max lg@l|fllo. ¢ >0.

Hence —Aw(z,t) € C(Q x (0,7]) and in particular w(x t) € C(Q x [0,T]). Further,
from equation ([33) one has DfS;(z,t) = —ASj(x,t)+ E frg(t)vi(z), t > 0. Therefore,

from the above reasoning, we have Dfw(x,t) € C(Q x (O T])
Again the uniqueness of the solution follows from the completeness of the system
{vg(z)} in La(Q).
|

Now let us move on to solving the main problem (L. Note, if y(x,t) and w(z,t)
are the solutions of problems B and (B3) correspondingly, then function u(z,t) =
y(x,t) + w(x,t) is a solution to problem (LII). Therefore, we can use the already proven
assertions and obtain the following result.

Theorem 3.3. Let ¢(z), f(x) satisfy conditions (23) and g(t) € C[0,T]. Then problem
(Z3) has a unique solution

50 t

(3.5) Z )\ktp)‘f'fk/ LB o (= Aen?)g(t — m)dn | vk ().

- 0
4. WELL-POSEDNESS OF THE INVERSE PROBLEM (L)), (C2)

We apply the additional condition (L2]) to equation (3.3 and denote by )y, the Fourier
coefficients of function ¢ (z) : ¥x = (¢, vx). Then

(41) kabk,p tO 'Uk Zwkvk Z(,OkE —Aito ’Uk( )

where
t

bialt) = [t = 97 B -Mult = 5 )gls)ds.
0
From here, to find fj, we obtain the following equation

(4.2) frbr,p(to) = x — @i E,(=Arto).
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Of course the case by, ,(t9) = 0 is critical. This can happen when g(¢) changes sign. The
following example shows that for such g(t) the uniqueness of the unknowns fi can be
violated (see also [8]).

Example 1. Consider the following homogeneous inverse problem

DYu(z,t) — Au(z,t) = f(z)g(t), (x,t) € Qx(0,T],
u(z,t)|aq = 0,

u(z,0) =0, =z €,

u(z,to) =0, xe€q.

(4.3)

Take any eigenfunction v of the Laplace operator subject to homogeneous Dirichlet
boundary conditions, i.e. —Av = \v with v(z)|sq = 0 and set to = 1, T(t) = t°(1 — t*),
b > 0. Then, u(z,t) = T(t)v(x) satisfies problem (L3) with
f(z) =v(z) and g(t) = D{T(t) + AT ().

Then, besides the trivial solution (u, f) = (0,0) to problem (@3], we also have the
following non-trivial solution

u(z,t) = T(t)v(z), f(z)=o(z).
It can be easily shown that, for example, for the parameters b = 0.1 and p = 0.5, the
function g(t) changes its sign. Indeed, one has

_pB(p,1—p) (b+p)t’Bb+p,1—
90 ="31=p) I'(1—p)

9(0) = 0.5T°(0.5) = g > 0,

P + AP (1 —tb),

and

0.6B(0.6,0.5) /7 6I'(0.6)
9(1) = 0.57(05) T(05) 2  T(1)

Let us divide the set of natural numbers N into two groups Ky , and K,: N = K,UKj ,,
while the number k is assigned to Ko, if by ,(to) = 0, and if by ,(to) # 0, then this
number is assigned to K,. Note that for some tg the set Ky, may be empty, then
K, = N. For example, if ¢(t) is sign-preserving, then K, = N, for all ¢,.

The question naturally arises about the size of set Ky ,, i.e., how many elements does
Ky, , contain? As the authors of the paper [6] noted, at least for p = 1, the set K¢ 1 can
contain infinitely many elements. Indeed, in this case

to

bi,1(to) = /eiA’“(t(’*S)g(s)dS,
0

and according to Miintz’s theorem (see the monograph by S. Kaczmarz and H. Steinhouse
[34], p. 103), the set Ky for some continuous functions ¢(t) contains infinitely many
elements (see also [35], p. 107).

In the case of the diffusion equation, the criterion for the uniqueness of a solution
of the inverse problem was studied in the papers cited above [2], [3], [4], [5], [6]. This
criterion can be formulated as follows: The inverse problem has a unique solution if and
only if:

(4.4) b1 (to) # 0.

From equation ([£.2) for finding f, it easily follows that the criterion for the uniqueness
of the solution of the inverse problem for the subdiffusion equation has a similar form:

(4.5) bre.p(to) # 0.
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Let us establish two-sided estimates for by ,(to) . First we suppose that g(¢) does not
change sign (for the diffusion equation, i.e. for by 1(to), see Sabitov et al. [3], [4]). Then
Ko,, is empty.

Lemma 4.1. Let g(t) € C[0,T] and g(t) # 0, t € [0,T]. Then there are constants
Co, C1 > 0, depending on tg, such that for all k:

Co
< b to)| < —

Proof. By virtue of the Weierstrass theorem, we have |g(t)| > go = const > 0. Apply
the mean value theorem and Lemma to obtain

%y

to
|bk7p(t0)| - ‘/nplEp,p(_/\knp)g(tO —n)dn| =
0

= [9(ER)tEEp p+1(=AktG), &k € [0,%0].
It is easy to see, that
Eppr1(—t) = til(l — Ep(-1)).
Therefore, using Lemma 2.3 and the estimate |g(¢)| > go one has
bralto)] = I9(60)] - (1 = Eo(-tf) = 5.
Finally Lemma implies

ma.
be, ()] < L2 c°§5§° ) <G
PO 1+)\kt8 - AL = A

O

Theorem 4.2. Let p € (0,1], g(t) € C[0,T] and g(t) # 0, t € [0,T]. Moreover let
function o(x) satisfy condition (Z2) and ¥(x) satisfy condition (Z3). Then there exists
a unique solution of the inverse problem (IL1)-(1.2):

(4.6) flx) = Z bkil(to) Wk — B, (—=Akto)] vi(x),
k=1 P

(4.7) u(z,t) = Z OBy (= \et?)ur(x) + Z bb: L2 (b — o Ep(—Akto)] vk ().
p

For the diffusion equation (p = 1), this theorem is proved only in cases where Q is an
interval on R (see [3]) or a rectangle on R? (see [4]). It is a new theorem for subdiffusion
equations (p € (0,1)).

Proof. Since by ,(to) # 0 for all k € N, then we get the following equations from (Z.2)):

(4.8) fr= i l(to) [k — PeEy(=Axto)]
_ bkyp(ﬂ
(4.9) ug(t) = rEy(—=At”) + [V — opEp(—=ito)] -

bk,p(tO)
With these Fourier coeflicients, we have the following series for the unknown functions

f(x) and u(z,t):
(4.10) f(w)zzbil(t)[iﬁk—%E (—Axto)] = [fea+ frolon(),
k=1 F:P\70 k=1
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[ee] bk p
(411)  wu(z,t) = ;%E —\et?)up(z) + Z i to [1hr — orE,p(=Aito)] vk ().

If F;(x) is the partial sums of series ({I0), then applying Lemma 2] as above, we have
(4.12)

J J J
||A_0Fj(w)||2c(sz) < Z )‘i0|fk,1 + fk,2|2 <2 Z )‘iaflg,l +2 Z )‘igflgz =20 + 2Dz,
k=1 k=1 k=1

where o > ZL. Therefore by Lemma 1] one has

J 20
>\ 2 T+2 2 N
(4.13) Ilj_zlb |2|¢,€| <OZ/\ el T =20>,

k=1

/\kto

J
N
20’ 2 T 2 o
bk,, A ek SCE elerl?, T=20> .

(4.14) L, <

k=

Thus, if p(z) satisfies conditions (Z2)) and (z) satisfies conditions (23, then from
estimates of I; ; and (LI2) we obtain f(z) € C(2). Further, the fact that function
u(z,t) given by ([@II) is a solution to the inverse problem is proved exactly as the proof
of Theorem

To prove the uniqueness of the solution, assume the contrary, i.e., there are two differ-
ent solutions {uq, f1} and {usg, fo} satisfying the inverse problem (11 )-(L2). We need
to show that u = u; —ua =0, f = f1 — fo = 0. For {u, f} we have the following problem:
Diu(x,t) — Au(z,t) = f(z)g(t), (x,t) € Qx (0,77,
u(, Blon = 0,
u(z,0) =0, x€Q,
u(z,to) =0, x€Q, toe(0,T].
We take any solution {u, f} and define ur, = (u,v;) and fi = (f,vg). Then, due to the

self-adjointness of the operator —A and continuity of the derivatives of the solution up
to the boundary of the domain €2, we have

Dfug(t) = (Dfu,vi) = (Au,vg) + frg(t) = (u, Avg) + frg(t) = —Apur(t) + frg(t).
Therefore, for u; we obtain the Cauchy problem

and the additional condition

(4.15)

Uk (to) =0.
If fi is known, then the unique solution of the Cauchy problem has the form
t
wnlt) = fo [ 1 En (=Nt~ ) = fibe,(0).

0

Apply the additional condition to get
ug(to) = frbr,p(to) = 0.

Since by, ,(to) # 0 for all k& € N, then due to completeness of the set of eigenfunctions
{vr} in La(9)), we finally have f(xz) =0 and u(z,t) = 0. O

Now consider the case when g(t) changes sign. In this case, function by ,(to) can
become zero, and as a result, the set Ky , may turn out to be non-empty. Now we should
consider separately the case of diffusion (p = 1) and subdiffusion (0 < p < 1) equations.
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Lemma 4.3. Let p = 1, g(t) € CY0,T] and g(to) # 0. Then there are constants
Co,C1 > 0, depending on tg, such that for all k € K1 one has

C() C'1
— < |bga(to)] £ —.
N < i) < 5

Proof. By integrating by parts and the mean value theorem, we get

t() t tO
1 0 1
bealto) = [ € 5gtta = s)ds = —oglto = s)e 0| = - [ et — s)ds =
0 F 0 F 0

= )\ik [9(to) — g(0)e "] + %%k) [0 — 1), & € [0,10).

The first square bracket cannot vanish starting from some number k. Therefore, there
exists a constant Cy such that the required lower bound holds.
The upper estimate follows from the boundedness of function g(t). O

In case of subdiffusion equation (p € (0,1)) we have
Lemma 4.4. Let p € (0,1), g(t) € C*[0,T] and g(0) # 0. Then for sufficiently small to
there are constants Co,Cy > 0, such that for all k € K,:
C() Cl
20 < b (f0)| < 2L

Proof. Let p € (0,1). Using equality (2.6) we integrate by parts, then apply the mean
value theorem. Then we have

to to
bialto) = [ glto = )5 Ep(-Mes?)ds = [ glta = s[5 By pia(~2es?)] =
0 0
o 0
=g(to — s)s"Ep pr1(—Ais”)| + /g'(to —5)s"Ep pp1(—Aks’)ds =
0

0
to

= 9(0) tg Ep,p+1 (_)\ktg) + g/(fk) / SpEp,p-i-l (_)\ksp)dsa & € [07 tO]'
0

For the last integral formula ([2.6]) implies

to

/SpEp,pH(—/\kS”)dS =t Ep pra(—Aith).

0
Apply the asymptotic estimate of the Mittag-Leffler functions (Lemma [Z4]) to get

9(0)  9'(&) 1
b to) = —= to+ O .
k,p( 0) Ak + )\k + ()\ktS)Q

If g(0) # 0, then for sufficiently small ¢y we obtain the required lower bound. This also
implies the required upper bound. 0

Theorem proves the existence and uniqueness of a solution to the inverse problem
(CI)-@T2) under condition g(t) € C[0,T] and g(t) # 0, t € [0,T], i.e., g(t) does not
change sign. In Example 1, we saw that if this condition is violated, then the uniqueness
of the solution to problem ([I)-(2) is violated. Naturally, questions arise: if g(t)
changes sign, is uniqueness always violated? What can be said about the existence of a
solution? How many solutions can there be?

It should be emphasized that the answers to these questions were not known even for
the classical diffusion equation (i.e. p = 1).
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Lemmas 3l and [£.4] proved above allow us to answer these questions. Let us formulate
the corresponding result.

Theorem 4.5. Let g(t) € C1[0, T, function p(z) satisfy condition (Z23) and 1 (x) satisfy
condition (Z.3). Further, we will assume that for p =1 the conditions of Lemmal[{.3 are
satisfied, and for p € (0,1), the conditions of Lemma[{.4] are satisfied.

1) If set Ko, is empty, i.e. by ,(to) # 0, for all k, then there exists a unique solution

of the inverse problem (I1])-(12):

(4.16) flo)=> bkil(to) [V = erBp(=Axto)] vk (@),
k=1 ""F
(4.17) u(z,t) = Z OB, (—At?) )+ Z bb: L — erE (= Akto)] vk (2).

2) If set Ky, is not empty, then for the existence of a solution to the inverse problem,
it 1s mecessary and sufficient that the following conditions

(4.18) e = prEy(=Aito), k € Kop,
be satisfied. In this case, the solution to the problem (I1)-(13) exists, but is not unique:

(4.19) => bk — orEp(=Meto)lvk(z) + Y frve(@),

keEK, kEKo,p
(4.20) u(@,t) =Y [onBo(=Mt?) + fu] vk (),
k=1

where fr, k € Ko ,, are arbitrary real numbers, such that

N
(4.21) S OMA <00, 0> —

4
k€eKo,,

Proof. The proof of the first part of the theorem is completely analogous to the proof
of Theorem As regards the proof of the second part of the theorem, we note the
following.

If k € K,, then again from (£.2]) we have (£.8) and (@9).

If k € Ko,p, i.e. by,,(to) = 0, then the solution of equation ([£2) with respect to fj
exists if and only if the conditions (@8] are satisfied. In this case, the solution of the
equation can be arbitrary numbers fi, and in order for the functions (I9) and (Z20)
to have the necessary continuous derivatives, these numbers must, as it was in 1), satisfy

condition ([@2T]). O

Note that condition (I8 is rather difficult to verify. Given relation E,(—t) # 0,
t > 0 (see Lemma [2.3]), one can replace this condition with a simpler condition.

Remark 4.6. For conditions ({.18) to be satisfied, it suffices that the following orthog-
onality conditions hold:

Pe = (<P5Uk) = 07 T/Jk = (wavk) = 07 ke KO,p-

Let us briefly note some known results on inverse problems for the diffusion equation
(i.e,, p = 1). In the work of D.G. Orlovskii [5] abstract diffusion equations in Banach
and Hilbert spaces are considered. In the case of a Hilbert space, the elliptic part of
the equation is self-adjoint, and the found uniqueness criterion is similar to (£H). A
condition on the function by 1(T") is found, which ensures the existence of a generalized
solution (note that here condition (.5 is given at the point to = T).
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In LV. Tikhonov, Yu.S. Eide'man [6], abstract diffusion equations in Banach and
Hilbert spaces are also considered. In the case of a self-adjoint elliptic part, the uniqueness
criterion coincides with (). It is shown that if we consider equations in a Banach space,
then condition () is not a criterion, and an addition to (3] is found that turns ()
into a uniqueness criterion for equations with a non-conjugate elliptic part.

The elliptic part of the diffusion equation in work A.I. Prilepko, A.B. Kostin [2] is a
second-order differential expression. Both non-self-adjoint and self-adjoint elliptic parts
are considered. In this paper, g(t) also depends on the spatial variable: g(t) := g(z,t).
In the case of a self-adjoint elliptic part, the authors managed to find a criterion for the
uniqueness of the generalized solution of the inverse problem: the solution is unique if
and only if the system

to

wk(x) = ’Uk(il?) ‘/g(xvt)eiAk(t[)it)dtv k= 17 25 o
0

is complete in Lo(Q). Tt is easy to see that if g(z,t) does not depend on z, then this
criterion coincides with (&]). It should be emphasized that the Fourier method is not
applicable to the equation considered in this paper.

The closest to our research are the works of K.B. Sabitov and A.R. Zaynullov [3]
and [4]. We borrowed some ideas from these works. In work [3] the elliptic part of the
equation is wu,, defined on an interval (in [4] the Laplace operator on the rectangle).
Having considered the over-determination condition in the form (2, it is shown that
the criterion for the uniqueness of the classical solution is (H)). When condition (1)
is satisfied, a classical solution is constructed by the Fourier method. We note that the
existence of a classical solution was not discussed in the works listed above.

5. CONCLUSION

In this paper, we consider the subdiffusion equation with a fractional derivative of
order p € (0,1], and take the Laplass operator as the elliptic part. The right-hand side
of the equation has the form f(z)g(t), where g(t) is a given function and the inverse
problem of determining function f(z) is considered. Following the works [2] and [3],
the over-determination condition is taken in a more general form. It is proved that
the criterion for the uniqueness of the classical solution of the inverse problem for the
subdiffusion equations coincides with the analogous condition for the diffusion equations.

In the case when this condition is not satisfied, a necessary and sufficient condition
for the existence of a classical solution is found and all solutions of the inverse problem
are constructed using the classical Fourier method. We emphasize that this part of the
work is also new for the classical diffusion equation.

The results of this work can be generalized to more general subdiffusion equations by
replacing the Laplace operator in ([LI)) with a high-order self-adjoint elliptic operator
with variable coefficients. At the same time, instead of the result of V.A. Il'in should be
used with similar results of Sh.A. Alimov (see e.g. [36]) for a general elliptic operator.
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