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Large solutions of elliptic semilinear equations non-degenerate

near the boundary

G. D́ıaz∗

Dedicated to Ilde, brother and master

Abstract

In this paper we study the so-called large solutions of elliptic semilinear equations with non

null sources term, thus solutions blowing up on the boundary of the domain for which reason

they are greater than any other solution whenever Weak Maximum Principle holds. The main

topic about large solutions is uniqueness results and their behavior near the boundary. It is

much less than being simple. The structure of the semilinear equations considered includes the

well known Keller-Osserman integral and an assumption on the ellipticity of the leading part

of the differential operator. In our study an uniform ellipticity near the boundary is required.

We consider source terms in the PDE whose boundary explosion is consistent with the Keller-

Osserman condition. Extra Keller-Osserman explosions on the source are also studied, showing

in particular that in some cases the PDE only admits large solutions.

1 Introduction

This paper deals with solutions of semilinear elliptic equations with non null source term

− trace A(·)D2u+ β(u) = f in Ω, (1.1)

blowing up on the boundary, u(x) = +∞, x ∈ ∂Ω. When a Maximum Principle holds these
solutions are called large solution because they are bigger than any other bounded solution. An
ingredient or the existence of large solutions is the regularity on the domains compatible with a
suitable structure of the equation, preferably near the boundary. The main topic is related with
the uniquenees of large solutions. It is much less than being simple. There is a wide bibliography
on large solutions, mainly for the homogeneous case f ≡ 0. A short list surely not the best would
contain, for instance, [2, 9, 10, 14, 19, 24, 27, 28, 29, 31, 34] and the references therein.

The main tool near the boundary in this paper is the Lipschitz continuous distance function
d(x)

.
= dist(x, ∂Ω), x ∈ Ω, defined on an open bounded set Ω ⊂ R

N, N > 1. When ∂Ω ∈ C1 there
exists a positive constant δΩ such that d ∈ C1 in the subset ΩδΩ

.
= {x ∈ Ω : d(x) < δΩ} as it was

proved in [20] where also it is shown the eikonal equation

|Dd(x)| = 1, x ∈ ΩδΩ , (1.2)

where we will denote n(x) = −Dd(x) even if x is not on the boundary. If x ∈ ∂Ω, n(x) is just the
unit outward normal to ∂Ω at x. Futhermore, when ∂Ω ∈ Cm, m ≥ 2, one has d ∈ Cm(ΩδΩ) and

∆d(x) = −(N− 1)H(zx) + o(1), x ∈ ΩδΩ ,

where H(zx) is the mean curvature of ∂Ω at the boundary point zx ∈ ∂Ω such that d(x) = |x−zx|.
So that, we emphasize that all reasoning near the boundary ∂Ω will be considered inside ΩδΩ .
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Remark 1.1 In some papers the global regularity of ∂Ω ∈ C2 can be replaced by working on regular
boundary points in the sense of an interior and an exterior ball condition is fulfilled (see [32] of [1,
Theorem 2]). From a different approach the uniqueness of large solutions where the regularity of
∂Ω is slightly lowered have been studies for several authors (see, for instance, [26] or [31]). ✷

In this paper we will suppose that the leading term of the PDE is a Lipschitz continuous
function A : Ω → SN

+ \ {0} satisfying the general ellipticity condition

0 ≤ trace A(x)ξ ⊗ ξ ≤ Λ, x ∈ Ω, ξ ∈ R
N, |ξ| = 1 (1.3)

that becomes uniform ellipticity near the boundary in the sense

λ ≤ trace A(x)n(x) ⊗ n(x), x ∈ ΩδΩ (1.4)

for some positive constants 0 < λ ≤ Λ. Certainly, (1.4) is a kind of eikonal property (see (1.2)).
So, that, we will assume in this paper that the eikonal-like term E(x)

.
= A(x)n(x)⊗n(x), x ∈ ΩδΩ ,

takes values on the bounded interval [λ,Λ]. As usual, SN is the symmetric N×N real matrices set
equipped with the ordering

Y ∈ SN
+ ⇔ the eigenvalues of Y are nonnegative.

Since A 6≡ 0 one satisfies

A(x) ∈ SN
+ , x ∈ A ⇒ ΛA ≥ λA > 0, (1.5)

where λA
.
= infx∈Ω trace A(x)I and ΛA

.
= supx∈Ω trace A(x)I. We also will use the notation

C∂Ω,A
.
= ‖trace A(·)D2d‖L∞(ΩδΩ

) < +∞.

Remark 1.2 Involving to stochastic process it is usual the case

A(x) = σ(x)σt(x), x ∈ Ω,

where σ : Ω → R
N × R

p, p ≤ N, is a Lipschitz continuous function. Clearly (1.3) holds by
construction and then (1.4) only can be available when p = N. If A ∈ W2,∞(Ω) then

√
A is locally

Lipschitz continuous in Ω, as it was proved in [18]. ✷

In Section 7 we will prove a Strong Maximum Principle (see Theorem 7.2 below) assuming that
for any δ > 0 there exists λ(δ) > 0 such that

trace A(x)p ⊗ p ≥ λ(δ), x ∈ Ω, δ < |p| < δ−1. (1.6)

as well as that for any R > 0 and x ∈ Ω there exist α > 0 and δ > 0 such that for all p(x) ∈
Bδ(0) \ {0} one satisfies

trace A(x)p(x) ⊗ p(x) ≥ 2ΛA

αR2
|p(x)|2, x ∈ Ω. (1.7)

Remark 1.3 Under an uniformly elliptic condition

trace A(x)p ⊗ p ≥ λ > 0, |p| = 1

all properties (1.3), (1.4), (1.6) and (1.7) hold. ✷

We also consider zeroth order terms given by continuous and increasing function β : R+ → R+,
with β(0) = 0 by simplicity. Certainly, some additional assumptions on the data must be required in
order to prove that the existence of classical large solutions. An almost “unavoidable” hypothesis
for these goal is the non-degeneracy of the operator A. In general, these condition will not be
required in this paper, as it ocurrs in some important examples of the applications and consequently
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the C2 regularity even the continuity of the solutions can not be guaranteed (see [18] or [33]). The
viscosity solution notion is adequate in order to remove non-degeneracy hypothesis. We send to
the monograph by M.G. Crandall, H. Ishii and P.L. Lions [11] to understand how semi-continuous
functions can solve (1.1) (see Section 4). The term viscosity solutions is an artifact motivated by
their consistence with the vanishing viscosity method. Since this viscosity notation is the primary
ones sometimes we drop the term viscosity and hereafter simply refer to solution.

Some other structural assumptions are required when we consider the differential operator

F(X, t, x)
.
= −trace

(
A(x)X

)
+ β(t), (X, x, t) ∈ SN × Ω× R+.

When the boundary of Ω is smooth enough, the existence of large solutions is equivalent to the
so-called Keller-Osserman condition

∫ +∞ ds√
G(s)

< +∞ where G(s) =

∫ s

0

β(r)dr. (1.8)

We notice that under (1.8) we may define implicitly the decreasing function

δ = Φ
(
φ(δ)

)
where Φ(t) =

∫ +∞

t

ds√
2G(s)

, t > 0 (1.9)

that satisfies
φ(0) = +∞ and φ′′(δ) = β

(
φ(δ)

)
for small δ > 0. (1.10)

Sometimes we say that φ provides the Keller-Osserman explosive profile.

Remark 1.4 In fact, by strightforward computations one proves that (1.8) implies
∫ +∞ ds√

G(s) −G(a)
< +∞

for any a ≥ 0. Then one defines the function φa(δ) by

δ = Φa

(
φa(δ)

)
where Φa(t) =

∫ +∞

t

ds√
2
(
G(s)−G(a)

) , t > 0

that also satisfies (1.10). Moreover, one proves

lim
δց0

(
φa1(δ)− φa2(δ)) = 0 (1.11)

(see [4, Theorem 1]). ✷

As it will be proved later, the function φ governs boundary profiles of the large solutions indepen-
dent on the primitive of β (see Remark 1.4).

Remark 1.5 (Early examples) In certain differential equations associated with the Riemannian

metrics appear large solutions relative to Λ = λ = 1, f ≡ 0 and β(t) = t
N+2
N−2 . It was studied in

[30]. In general, for the power like case βm(t) = tm the condition (1.8) becomes m > 1 and

Φm(t) =

√
m+ 1

2

2

m− 1
t−

m−1
2 and φm(δ) =

(
(m− 1)2

2(m+ 1)

)− 1
m−1

δ−
2

m−1 .

The study of large solutions trace back to [10] for Λ = λ = 1, f ≡ 0 and β(t) = et that satisfies
(1.8) for which

φ(δ) = log

(
2

δ2

)
.

The upcoming choice β(t) = te2t also satisfies (1.8). Then

φ(δ) =
√
2 erfc−1

(
δ√
π

)
,

where erfc(δ) = 1− erf(δ) =
2√
π

∫ ∞

δ

e−s2ds.
✷
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Remark 1.6 From the inequality

β̂(t) ≥ β(t) for large t,

it follows that if β verifies (1.8) the same happens with β̂. In particular, any function β̂(t) ≥ tq(t)
such that

lim inf
t→∞

q(t)

tγ
∈ (0,+∞] for some γ > 0

satisfies (1.8). For instance, we may choose q(t) ≥ (log t)γ , γ ≥ 1, or q(t) ≥ log(log(· · · log(t) · · · )). ✷

The plan in this paper is as follows. In Sections 2 and 3 we obtain a kind of comparison of the
boundary behavior by means of the property

lim sup
d(x)→0

u∗(x)

v∗(x)
≤ 1, (1.12)

for any subsolution u and any nonnegative large supersolution v of

−trace A(x)D2u+ β(u) = f in Ω.

Since the large solutions are singular on the boundary, the condition (1.12) is very useful when we
try to transfer boundary comparison to the interior. We note that (1.12) avoids working with the
relaxed limit condition (see [11]). First, in Theorems 2.1 and 2.2, in Section 2, the property (1.12)
is obtained under sources terms, f , with Keller-Osserman type growth on the boundary, including
explosive and bounded boundary behaviour of f .

In Section 3 we also obtain (1.12) now for any subsolution u and any large supersolution v of

−trace A(x)D2u+ β(u) = f in Ω,

under sources terms, f , with extra Keller-Osserman type growth on the boundary. Here, the
boundary behaviour of f only can be explosive. It is collected in Theorem 3.2. It is about a
genuine feature of the non homogeneous equation

−trace A(·)D2u+ β(u) = f in Ω.

The key idea of Theorem 3.2, announced in [14] and [1], is the scheme β(u) ≈ f for large values of
u near the boundary while the leading part of the equation grows up with a lower order. Certainly
the source term f must be more explosive on the boundary than the studied in the Keller-Osserman
type growth case. Essentially we require a compatiblity condition as

f(x) = h
(
d(x)

)
+ o(d(x)) with h(δ) > β

(
φ(δ)

)
for d(x) small (1.13)

provided (1.8). We recall that, as it was proved in [24], the assumption (1.8) is a necessary condition
for the existence of large solutions. In Theorem 3.2 we will obtain the precise lower order estimate
term

u(x) = β−1
(
h(d(x))

)
+ o(d(x))

near the boundary ∂Ω. Here the boundedness of the eikonal like term plays a secondary role.
Since the proof of Theorem 3.2 is tedious, we illustrate the reasoning for the power like case in
Theorem 3.1 in which a striking case appears by means of an argument of rescaling: the explositivity
of the sources is transferred to the supersolutions as it is proved in Theorem 3.3. Consequently, in
this case the equation

−trace A(·)D2u+ um = f in Ω

only can admit large solutions.
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We devote Section 4 to adequate versions of a Weak Maximum Principle. More precisely, we
obtain comparison results involved large solution as it is proved in Theorem 4.1 under the useful
estimate (1.12). So, by Theorem 4.1 we transfer the comparison given by (1.12) to the interior

u∗(x) ≤ v∗(x), x ∈ Ω,

provided
β(t)

t
is increasing for t > 0. (1.14)

Therefore
−trace A(·)D2u+ β(u) = f in Ω

admits at most a unique large solution u. Since it implies

u∗(x) ≤ u∗(x), x ∈ Ω

the solution must be a continuous function. The proof adapts reasoning of the [11, Theorem 3.3]
of the Theory of Viscosity Solutions whose notions are briefly recalled. We emphasize that no
uniform ellipticity assumptions is required in the proof of Theorem 4.1.

The existence of solutions is obtained in Theorems 4.4 and 4.5 by means of the classical Perron’s
Method (see [11] and the bibliography therein). As it is well konwn the main ingredient of this
method concerns to weak pass to the limit in equations satisfying the Maximum Principle. In some
sense, the stability property of solutions can be seen as the analogue Minty’s device for monotone
operators. A main feature of the Viscosity Theory is the pass to limit of semi-continuous solutions.
Here we deal with it by appropriate universal estimates obtained in Theorems 4.2 and 4.2. They are
simple consequence of the more general Theorem 6.1 proved in Section 6. We prove in Theorems
4.4 and 4.5 that Perron function is in fact the unique solution.

Section 5 is devoted to the boundary explosive expansion of the large solutions. Since it
requires tedious and dark computations we illustrate by considering only the second order term of
the expansion. We emphasize with the influence of the geometry provided of the secondary term
that in some cases is explosive, bounded or even vanishig on the boundary. While the case of
Keller-Osserman type growth on the boundary of the sources is studied in a general way, for extra
Keller-Osserman type growth we only consider the power like case.

Two last sections are included in this article collecting some results previously used. So, in
Section 6 we take advantage of the Keller-Osserman assumption (1.8) in order to obtain a universal
upper bound very useful in locally pass to the limits (see Theorem 6.1). On the other hand, some
results without coercivity term have been required. In particular, in the proof of Theorem 2.2
we have used a Weak Maximum Principle without coercivity term (see Theorem 7.1). Moreover,
the uniqueness of Perron function as the unique large solution, is proved by means of a Strong
Maximum Principle without coercivity term (see Theorem 7.2) under the assumptions (1.6) and
(1.7). Here, the lack of a coercive term is supplied with a kind of Kruzkov change of variable (see
[6] or [7]). Theorems 7.1 and 7.2 are been obtained in Section 7.

Some results of the paper admit extension when the function β(r) is replaced by suitable terms
β(x, r) as it is studied in [19] or [31].

2 Keller-Osserman type growth of the sources on the bound-

ary

As it was pointed out, the Keller-Osserman condition (1.8)

∫ +∞ ds√
G(s)

< +∞ where G(s) =

∫ s

0

β(r)dr

is equivalent to the existence of large solutions (see [24]). The uniqueness of large solutions turns
out to be delicate. In this section we study a kind of uniqueness of the boundary behaviours of
the large solutions. We begin with some technicallities.
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Lemma 2.1 (Lemma A.1 of [2]) Assumption (1.8) implies

lim
t→+∞

t√
G(t)

= 0, lim
t→+∞

t

β(t)
= 0 (2.1)

and

lim
t→+∞

√
G(t)

β(t)
= 0. (2.2)

✷

In some cases we replace (1.8) by

β(t)

tα
is increasing for large t, (2.3)

where α > 1, slightly more restrictive.

Lemma 2.2 Under (2.3) one has the Keller-Osserman condition (1.8). Moreover, for ν > 1 and
ε > 0 the inequality

ε+ νφ(δ) ≥ φ
(
ν−

α−1
2 δ
)

for δ small (2.4)

holds.

Proof. Let us assume
β(t)

tα
is increasing for t > a.

Then from Remark 1.6 it follows that (2.3) leads to the Keller-Osserman condition (1.8). Futher-
more, it implies

G(νt)−G(a) =

∫ νt

a

β(s)ds = ν

∫ t

a
ν

β(νs)ds ≥ να+1
(
G(t)−G(a)

)
for ν > 1 ,

hence we deduce

Φa(νt) =

∫ +∞

νt

dτ√
2
(
G(τ)−G(a)

) = ν

∫ +∞

t

dτ√
2
(
G(ντ) −G(a)

) ≤ ν
1−α

2 Φa(t), for large t,

thus νt ≥ Φ−1
a

(
ν

1−α
2 Φa(t)

)
. The change of variable t = φa(δ) proves

νφa(δ) ≥ φa
(
ν−

α−1
2 δ
)

for δ small.

Finally, (2.4) follows from (1.11). ✷

Remark 2.1 The above reasonings prove for ν < 1 and ε > 0 the inequality

− ε+ νφ(δ) ≤ φ
(
ν−

α−1
2 δ
)

for δ small. (2.5)

Clearly (2.3) is verified for the examples of Remark 1.5. ✷

The key idea of the boundary explosive estimate is the simple equality

φ′′(δ) = β
(
φ(δ)

)
= µβ

(
φ(δ)

)
− (µ− 1)β

(
φ(δ)

)

(see (1.10)). The proof is based on following boundary behaviour
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Proposition 2.1 (Boundary maximal universal upper bound) Asume ∂Ω ∈ C2. Suppose (1.3),
(1.4) and (2.3). Then any solution u

−trace A(x)D2u+ β(u) ≤ f in Ω

admits the maximal boundary behaviour given by

lim sup
d(x)ց0

u∗(x)

φ

(√
1− ℓu

Λ
d(x)

) ≤ 1, (2.6)

provided

lim sup
d(x)ց0

f(x)

β

(
φ

(√
1− ℓu

Λ
d(x)

)) ≤ ℓu < 1, (2.7)

for some positive constant ℓu. Here φ is the function defined in (1.9).

Proof. The idea is to construct a suitable classical large supersolution. Let ε > 0. So, for
0 < δ < δ1 < δΩ, we consider

U0(x) = φa

(√
(1 − ε)(1− ℓu)

Λ
(d(x) − δ)

)
, x ∈ Ωδ

δ1

.
= {x ∈ Ω : δ < d(x) < δ1}.

Here φ is the decreasing function defined implicitly in (1.9). In the pioneer [30] this kind of method
was used. By (1.10), straightforward computations as in [2] or [14] prove

trace A(x)D2U0(x) =
(1− ε)(1− ℓu)

Λ
φ′′(σ)trace A(x)Dd(x) ⊗Dd(x)

+

√
(1− ε)(1 − ℓu)

Λ
φ′(σ)trace A(x)D2d(x)

≤ (1− ε)(1− ℓu)g
(
φ(σ)

)
+C∂Ω,A

√
2(1− ε)(1− ℓu)

Λ
G
(
φ(σ)

)
, x ∈ Ωδ

δ1
,

where we are denoting σ =

√
(1− ε)(1− ℓu)

Λ
(d(x) − δ). Then

−trace A(x)D2U0(x) + β
(
U0(x)

)
≥ β

(
φ(σ)

)[
ε(1− ℓu) + ℓu

−C∂Ω,A

√
2(1− ε)(1− ℓu)

Λ

√
G
(
φ(σ)

)

β
(
φ(σ)

)


 , x ∈ Ωδ

δ1
.

On the other hand, assumption (2.7) implies

ℓuβ
(
φ(σ)

)
≥ ℓuβ

(
φ

(√
1− ℓu

Λ
d(x)

))
≥ f(x), x ∈ Ωδ

δ1
,

whence

−trace A(x)D2U0(x) + β
(
U0(x)

)
− f(x) ≥ β

(
φ(σ)

)[
ε(1− ℓu)

−C∂Ω,A

√
2(1− ε)(1− ℓu)

Λ

√
G
(
φ(σ)

)

β
(
φ(σ)

)


 ,

(2.8)
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for x ∈ Ωδ
δ1
. Since 0 < σ <

√
1− ℓu

Λ
δ1, taking account into (2.2) we obtain

C∂Ω,A

√
2(1− ε)(1− ℓu)

Λ

√
G
(
φ(σ)

)

β
(
φ(σ)

) < ε(1− ℓu),

for some δ1 small enough. Because β
(
φ(σ)

)
> 0 we deduce

−trace A(x)D2U0(x) + β
(
U0(x)

)
≥ f(x) x ∈ Ωδ

δ1
.

Clearly, U0 is a classical positive supersolution in Ωδ
δ1

such that

u∗(x) < +∞ = U0(x) if d(x) = δ

for any subsolution u. Moreover,

{
−trace A(x)D2

(
U0(x) +M

)
+ β

(
U0(x) +M

)
≥ f(x), x ∈ Ωδ

δ1
,

U0(x) +M = +∞ > u∗(x) if d(x) = δ,

for any positive constant M. In order to conclude (2.6) we need an adequate inequality on the
boundary d(x) = δ1. In particular

U0(x) +M ≥ M ≥ sup
d(x)=δ1

u∗ ≥ u∗(x), d(x) = δ1

for M ≥ sup
d(x)=δ1

u∗ (we recall that u∗ is an upper semi-continuous function). Remark 4.1 implies

u∗(x) ≤ U0(x) +M, x ∈ Ωδ
δ1
,

for all δ < δΩ, whence

u∗(x) ≤ φ

(√
(1− ε)(1 − ℓu)

Λ
d(x)

)
+M, x ∈ Ωδ1 . (2.9)

This maximal bound (2.9) can be improved by means of (2.4). Indeed, let us choose the constant

ν = (1− ε)−
1

α−1 > 1 for which

u∗(x) ≤ νφ

(√
1− ℓu

Λ
d(x)

)
+M+ ε, x ∈ Ωδ1

(see (2.4)) and
u∗(x)

φ

(√
1− ℓu

Λ
d(x)

) ≤ ν +
M+ ε

φ

(√
1− ℓu

Λ
d(x)

)

hold for x ∈ Ωδ1 . Then

lim sup
d(x)ց0

u∗(x)

φ

(√
1− ℓu

Λ
d(x)

) ≤ ν.

Taking εց 0 one concludes (2.6). ✷

We emphasize that in Theorem 2.2 we do not require any information of u on the ∂Ω.
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Proposition 2.2 (Boundary minimal universal lower bound) Asume ∂Ω ∈ C2. Suppose (1.3),
(1.4) and (2.3). Then any nonnegative large solution v of

−trace A(x)D2v + β(v) ≥ f in Ω

admits the minimal behaviour given by

1 ≤ lim inf
d(x)ց0

v∗(x)

φ

(√
1− ℓd

λ
d(x)

) (2.10)

provided

lim inf
d(x)ց0

f(x)

β

(
φ

(√
1− ℓd

λ
d(x)

)) ≥ ℓd with 0 ≤ ℓd < 1, (2.11)

for some positive constant ℓd. Here φ is the function defined in (1.9).

Proof. For ε > 0, δ > 0 and 0 < δ0 < δΩ, we construct

V0(x) = φ

(√
(1 + ε)(1− ℓd)

λ

(
d(x) + δ

)
)
, x ∈ Ωδ0 .

Again φ is the decreasing function defined implicitly in (1.9). Now, straightforward computations
prove

trace A(x)D2V0(x) =
(1 + ε)(1− ℓd)

λ
φ′′(σ)trace A(x)Dd(x) ⊗Dd(x)

+

√
(1 + ε)(1− ℓd)

λ
φ′(σ)trace A(x)D2d(x)

≥ (1 + ε)(1− ℓd)g
(
φ(σ)

)
− C∂Ω,A

√
2(1 + ε)(1− ℓd)

λ
G
(
φ(σ)

)
, x ∈ Ωδ0 ,

where we are denoting σ =

√
(1 + ε)(1− ℓd)

λ

(
d(x) + δ). Then

−trace A(x)D2V0(x) + β
(
V0(x)

)
≤ β

(
φ(σ)

)[
− ε(1− ℓd) + ℓd

+C∂Ω,A

√
2(1 + ε)(1 − ℓd)

λ

√
G
(
φ(σ)

)

β
(
φ(σ)

)


 , x ∈ Ωδ0 .

On the other hand, assumption (2.11) implies

ℓdβ
(
φ(σ)

)
≤ ℓdβ

(
φ

(√
(1 + ε)(1− ℓd)

λ
d(x)

))
≤ f(x), x ∈ Ωδ0

whence

−trace A(x)D2V0(x) + β
(
V0(x)

)
− f(x) ≤ β

(
φ(σ)

)[
− ε(1− ℓd)

+C∂Ω,A

√
2(1 + ε)(1− ℓd)

λ

√
G
(
φ(σ)

)

β
(
φ(σ)

)


 , x ∈ Ωδ0 .
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We also will use the property (2.2). So, fixed ε0 > 0 and ε < ε0 we choose 0 < δ ≤ δ0 for which

0 < σ ≤ 2

√
(1 + ε0)(1 − ℓd)

λ
δ0 and the inequality

C∂Ω,A

√
2(1 + ε0)(1− ℓd)

λ

√
G
(
φ(σ)

)

β
(
φ(σ)

) < ε

holds for δ0 small enough. It implies that the function

V0(x) = φ

(√
(1 + ε)(1− ℓd)

λ

(
d(x) + δ

)
)
, x ∈ Ωδ0 ,

satisfies
−trace A(x)D2V0(x) + β

(
V0(x)

)
≤ f(x) x ∈ Ωδ0 .

Clearly, V0 is a classical bounded subsolution in Ωδ0 such that

V0(x) < +∞ = v∗(x) if d(x) = 0

for any large supersolution v. So, for any nonnegative constant M one has

{
−trace A(x)D2

(
V0(x)−M

)
+ β

(
V0(x)−M

)
≤ f(x), x ∈ Ωδ0 ,

V0(x)−M < +∞ = v∗(x) if d(x) = 0.

In order to conclude (2.10) we need an adequate inequality on the boundary d(x) = δ0. In particular

V0(x) −M ≤ φ

(
2δ0

√
(1 + ε)(1− ℓd)

λ

)
−M ≤ 0 ≤ v∗(x), d(x) = δ0

for M ≥ φ

(
2δ0

√
(1 + ε)(1− ℓd)

λ

)
, when we are taking δ = δ0. Remark 4.2 implies

V0(x)−M ≤ v∗(x), x ∈ Ωδ0 ,

thus

φ

(√
(1 + ε)(1− ℓd)

λ

(
d(x) + δ0

)
)

−M ≤ v∗(x), x ∈ Ωδ0 (2.12)

holds. Again we may improve the minimal bound (2.12) by means of (2.5) here by choosing

ν = (1 + ε)−
1

α−1 < 1. Indeed, (2.12) becomes

νφ

(√
1− ℓd

λ

(
d(x) + δ0

)
)

− (M + ε) ≤ v∗(x), x ∈ Ωδ0 .

It leads to

ν − M+ ε

φ

(√
1− ℓd

λ
d(x)

)
) ≤ v∗(x)

φ

(√
1− ℓd

λ
d(x)

)
) , x ∈ Ωδ0

and

ν ≤ lim inf
d(x)ց0

v∗(x)

φ

(√
1− ℓd

λ
d(x)

)
) .

Taking εց 0 one concludes (2.10). ✷
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Remark 2.2 The property (2.4) avoids to consider the assumption as

lim sup
tր+∞

Φ(ηt)

Φ(t)
< 1 for any η > 1

or the more sharp borderline case given by

lim sup
t→∞

Φ(η0t)

Φ(t)
= 1 for some η0 > 1

in the proofs of Propositions 2.1 and 2.2 as they were used in [2]. ✷

Remark 2.3 Obviously, any eventual nonnegative large solution of

−trace A(·)D2v + β(v) ≥ f in Ω

admits a minimal behaviour given by (2.10), provided (1.3), (1.4), (2.3) and f ≥ 0, without the
assumption (2.11). ✷

Remark 2.4 As it was pointed out, the assumption (2.3) is fulfilled for the choices of Remark
1.5. Moreover, for the power like case βm(t) = tm and m > 1 the assumptions (2.7) and (2.11)
correspond with

(
2(m+ 1)

(m− 1)2

) m
m−1

(
λ

1− ℓd

) m
m−1

ℓd ≤ lim inf
d(x)ց0

f(x)d(x)
2m

m−1

≤ lim sup
d(x)ց0

f(x)d(x)
2m

m−1 ≤
(
2(m+ 1)

(m− 1)2

) m
m−1

(
Λ

1− ℓu

) m
m−1

ℓu.

For β(t) = et the assumptions (2.7) and (2.11) correspond with

2ℓd
λ

1− ℓd
≤ lim inf

d(x)ց0
f(x)d(x)2 ≤ lim sup

d(x)ց0

f(x)d(x)2 ≤ 2ℓu
Λ

1− ℓu
.

✷

Remark 2.5 We note that under the assumptions of Propositions 2.1 and 2.2 we have

lim sup
d(x)ց0

u∗(x)

φ

(√
1− ℓu

Λ
d(x)

) ≤ 1 ≤ lim inf
d(x)ց0

v∗(x)

φ

(√
1− ℓd

λ
d(x)

)

for any solution of
−trace A(·)D2u+ β(u) ≤ f in Ω,

and any nonnegative large solution of

−trace A(·)D2v + β(v) ≥ f in Ω.

✷

From the above results we deduce

Theorem 2.1 Under the assumptions of Propositions 2.1 and 2.2 for any solution of

−trace A(·)D2u+ β(u) ≤ f in Ω

and any non negative large solution of

−trace A(·)D2v + β(v) ≥ f in Ω
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one has

lim sup
d(x)ց0

u∗(x)

v∗(x)
≤ lim inf

d(x)ց0

φ

(√
1− ℓu

Λ
d(x)

)

φ

(√
1− ℓd

λ
d(x)

) .

Then (1.12) is fulfilled whenever
1− ℓu

1 − ℓd
≥ Λ

λ
(2.13)

holds. In particular if
√

1− ℓu

Λ
= C =

√
1− ℓd

λ
⇔ 1− ℓu

1− ℓd
=

Λ

λ
, (2.14)

the precise boundary behaviour of any nonnegative large solution u of

−trace A(·)D2u+ β(u) = f in Ω,

is given by

lim sup
d(x)ց0

u∗(x)

φ
(
Cd(x)

) ≤ 1 ≤ lim inf
d(x)ց0

u∗(x)

φ
(
Cd(x)

) ,

thus

lim
d(x)ց0

u(x)

φ
(
Cd(x)

) = 1. ✷

In the next result we complete the obtainement of the inequality (2.13) by means of a sharp
iterative device by M. Safonov (see [15] and [19]).

Theorem 2.2 Asume ∂Ω ∈ C2. Let us suppose (1.3), (1.4), (2.3), (4.12) and

1− ℓu

1− ℓd
<

Λ

λ
. (2.15)

Then any subsolution u and any non negative large solution v of (1.1) satisfy the property (1.12)
provided (2.7) and (2.11) with 0 ≤ ℓu, ℓd < 1.

Proof. We claim that in this case the inequality

lim sup
d(x)→0

u∗(x)

v∗(x)
≤ 1

also holds. Indeed, (2.15) implies that for ε > 0 the inequality

ε+ νφ

(√
1− ℓd

λ
d(x)

)
)

≥ φ

(√
1− ℓu

Λ
d(x)

)
)
)

for d(x) small

(see (2.4)) holds, where

ν =

(
(1− ℓd)Λ

(1− ℓu)λ

) 1
α−1

> 1.

It leads to

0 < lim sup
d(x)ց0

u∗(x)

v∗(x)
= L ≤

(
(1− ℓd)Λ

(1 − ℓu)λ

) 1
α−1

.

Assume L > 1, otherwise the proof ends. Then for every constant k near L such that 1 < k < L
there exists x0 ∈ ΩδΩ satisfying

u∗(x0) > kv∗(x0) for d(x0) small.
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We will use the notation [u∗ > kv∗]
.
=
{
x ∈ Ωd(x0) : u

∗(x) > kv∗(x)
}
. It is clear, that in the open

set [u∗ > kv∗] the assumption (2.3) implies

β(u∗) > β(kv∗) > kαβ(v∗).

Let us consider r =
d(x0)

2
, for which Br(x0) ⊂ ΩδΩ , and define the smooth function

w(x) = C
(
r2 − |x− x0|2

)
, x ∈ Br(x0)

that satisfies
trace A(x)D2w(x) ≥ −2CΛ, x ∈ Br(x0).

Then
{

−trace A(·)D2u∗ ≤ f − kαβ(v∗),

−trace A(·)D2
(
kv∗ − w

)
≥ k

(
f − β(v∗)

)
− 2CΛ

in [u∗ > kv∗] ∩ Br(x0)

in viscosity sense. Since r < d(x) < 3r, one proves

φ

(√
1− ℓd

λ
d(x)

)
)

≥ φ

(√
1− ℓd

λ
3r
)
)
,

hence Proposition 2.2 implies

k(kα−1 − 1)β
(
v∗(x)

)
≥ k(kα0 − 1)β

(
(1 + ε)φ

(√
1− ℓd

λ
3r
)
))

for ε > 0 and d(x0) small, where k ≥ k0 > 1. So that,

f − kαβ(v∗)− k
(
f − β(v∗)

)
+ 2CΛ ≤ 0 in [u∗ > kv∗] ∩ Br(x0),

provided

C =
k(kα0 − 1)

2Λ
β

(
(1 + ε)φ

(√
1− ℓd

λ
3r
)
))

.

By means of the Weak Maximum Principle without coercivity term (see Theorem 7.1) one proves
that there exists x1 ∈ ∂

(
[u∗ > kv∗] ∩ Br(x0)

)
such that

u∗(x)− kv∗(x) + w(x) ≤ u∗(x1)− kv∗(x1) + w(x1), x ∈ [u∗ > kv∗] ∩ Br(x0). (2.16)

In fact, x1 ∈ ∂Br(x0) because x1 ∈ Br(x0) implies x1 ∈ ∂[u∗ > kv], thus u∗(x1) = kv(x1) whence
the contradiction

Cr2 = w(x0) ≤ w(x1) < Cr2

follows. So that, x1 ∈ ∂Br(x0) and w(x1) = 0 as well as

u∗(x1)− kv∗(x1) = u∗(x1)− kv∗(x1) + w(x1) ≥ u∗(x0)− kv∗(x0) + w(x0) ≥ w(x0) = Cr2.

Thus

u∗(x1)− kv∗(x1) ≥ k

(
kα−1
0 − 1

)
r2

2Λ
β

(
(1 + ε)φ

(√
1− ℓd

λ
3r

))
.

Now the property (2.1) implies

u∗(x1)− kv∗(x1) ≥ k
(1 + ε)

(
kα−1
0 − 1

)
r2

2Λε0
φ

(√
1− ℓd

λ
3r

)
,
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for 0 < ε0 and d(x0) small. On the other hand, from (2.4) we deduce

ε+ νφ

(√
1− ℓd

λ
3r

)
≥ φ

(√
1− ℓu

Λ
r

)

where

ν
.
=

(
9
(1− ℓd)Λ

(1− ℓu)λ

) 1
α−1

> 1

(see (2.15)). Since v is a solution of (1.1) we lead to

φ

(√
1− ℓd

λ
3r

)
≥ 1

ν
φ

(√
1− ℓu

Λ
r

)
− ε

ν
≥ 1

ν
v∗(x1)−

ε

ν

(see Proposition 2.1). So that,

u∗(x1) ≥ k

(
1 +

(1 + ε)
(
kα−1
0 − 1

)
r2

2Λνε0(1− ε)

)
v∗(x1)−

(1 + ε)ε
(
kα−1
0 − 1

)
r2

2Λνε0
.

Therefore, from

0 < lim sup
d(x)ց0

u∗(x)

v∗(x)
= L < +∞

we deduce

L + ε ≥ k

(
1 +

(1 + ε)
(
kα−1
0 − 1

)
r2

2Λνε0

)
.

So, the choice k = L− ε > k0 > 1, thus ε < L− k0, implies

L + ε ≥ (L− ε)

(
1 +

(1 + ε)
(
kα−1
0 − 1

)
r2

2Λνε0(1− ε)

)
.

Therefore one arrives to a contradiction by letting εց 0. ✷

Remark 2.6 We also may obtain (2.16) by using Theorem 7.3 provided (1.6) and (1.7). ✷

Remark 2.7 Property (2.14) requires ℓd ≤ ℓu and

ℓd ≤ lim inf
d(x)ց0

f(x)

β
(
φ
(
Cd(x)

)) ≤ lim sup
d(x)ց0

f(x)

β
(
φ
(
Cd(x)

)) ≤ ℓu < 1.

When Λ = λ equality (2.14) follows if 0 ≤ ℓu = ℓd < 1. It extends the result obtained in [14] for
the unit operator A(·) ≡ I. ✷

3 Extra Keller-Osserman type growth of the sources on the

boundary

As it was pointed out, first we illustrate the power like case corresponding to

−trace A(·)D2u+ um = d−q in Ω,

where we require

q >
2m

m− 1
, m > 1,

in order to consider an extra Keller-Osserman type growth at the boundary of solutions for which
we want to obtain the property (1.12)

lim sup
d(x)→0

u∗(x)

v∗(x)
≤ 1.
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Theorem 3.1 (Comparison on the boundary (power-like case)) Asume ∂Ω ∈ C2. Suppose (1.3),
(1.4) and

lim sup
d(x)ց0

f(x)d(x)q ≤ ℓu (ℓu > 0), (3.1)

for q >
2m

m− 1
, m > 1. Then any solution u of

−trace A(·)D2u+ um ≤ f in Ω

admits a maximal behaviour given by

lim sup
d(x)ց0

u∗(x)d(x)
q
m ≤ ℓ

1
m
u . (3.2)

On the other hand, under

lim inf
d(x)ց0

f(x)d(x)q ≥ ℓd > 0, (3.3)

any large non negative supersolution v of

−trace A(·)D2v + vm ≥ f in Ω

admits the behaviour given by

lim inf
d(x)ց0

v∗(x)d(x)
q
m ≥ ℓ

1
m

d . (3.4)

Therefore, one satisfies (1.12).

Proof. Once more the idea is to construct suitable classical large supersolutions. So, for 0 <
δ < δΩ, we consider

U0(x) = C0σ
− q

m , x ∈ Ωδ
δΩ

.
= {x ∈ Ω : δ < d(x) < δΩ},

where C0 > 0 is independent on δ. Here σ
.
= d(x) − δ. Straightforward computations show

−trace A(x)D2U0(x) = C0
q

m
σ− q+2m

m

(
− q +m

m
E(x) + σtrace A(x)D2d(x)

)
, x ∈ Ωδ

δ1
,

where 0 < δ1 < δΩ. On the other hand, let 0 < ε < Cm
0 − ℓu, assumed Cm

0 > ℓu. Then, the
condition (3.1) implies

−f(x) ≥ −(ℓu + ε)d(x)−q ≥ −(ℓu + ε)σ−q, x ∈ Ωδ
δ1
.

So that

−trace A(·)D2U0 + Um
0 − f ≥ σ−q

[
− C0

q

m
σ

q(m−1)−2m
m

(
q +m

m
E(x) + σtrace A(x)D2d(x)

)

+Cm
0 − (ℓu + ε)

]
,

for x ∈ Ωδ
δ1
. We note the inequality

q(m− 1)−m

m
>
q(m− 1)− 2m

m
> 0,

whence

−traceAD2U0+Um
0 −f ≥ σ−q

[
−C0

q

m

q +m

m
Λδ

q(m−1)−2m
m

1 − C0
q

m
C∂Ω,Aδ

q(m−1)−m

m

1 +Cm
0 − (ℓu + ε)

]
,
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holds in Ωδ
δ1
. Since

C0

[
q

m
δ

q(m−1)−2m
m

1

(
q +m

m
Λ− C∂Ω,Aδ1

)]
≤ Cm

0 − (ℓu + ε)

is fulfilled for δ1 small enough uniformly on C0, we obtain

−trace A(x)D2U0(x) + (U0(x))
m ≥ f(x), x ∈ Ωδ

δ1
.

By means of arguments used in Proposition 2.1 one deduces

lim sup
d(x)ր0

u∗(x)d(x)
q
m ≤ C0

and then (3.2) holds by letting C0 ց ℓ
1
m
u . Next for 0 < δ and 0 < δ1 ≤ δ1, we construct

V0(x) = C0σ
− q

m , x ∈ Ωδ1 .

for σ = d(x) + δ. As above, straightforward computations show

−trace A(x)D2V0(x) = C0
q

m
σ− q+2m

m

(
− q +m

m
E(x) + σtrace A(x)D2d(x)

)
, x ∈ Ωδ1 .

On the other hand, let 0 < ε < ℓd − Cm
0 , assumed ℓd > Cm

0 . Then, the condition (3.3) implies

−f(x) ≤ −(ℓd − ε)d(x)−q ≥ (ℓd − ε)
(
d(x) + δ

)−q
, x ∈ Ωδ1 .

So that

−trace AD2V0(x) +
(
V0(x)

)m − f(x) ≤ σ−q

[
− C0

q

m

q +m

m
E(x)σ

q(m−1)−2m
m

+C0
q

m
σ

q(m−1)−m

m trace A(x)D2d(x) + Cm
0 − (ℓd − ε)

]

≤ σ−q

[
C0

q

m
C∂Ω,Aσ

q(m−1)−m

m +Cm
0 − (ℓd − ε)

]
,

for x ∈ Ωδ1 . We note ℓd − Cm
0 − ε > 0. Again we use the inequality

q(m− 1)−m

m
>
q(m− 1)− 2m

m
≥ 0.

Therefore, taking δ = δ1 < δΩ

C0
q

m
(2δ1)

q(m−1)−m

m C∂Ω,A ≤ (ℓd − ε)− Cm
0

holds for some δ1 small enough uniformly on C0. Thus

−trace A(x)D2V0(x) +
(
V0(x)

)m ≤ f(x), x ∈ Ωδ1 .

So, by means of arguments used in Proposition 2.2 we deduce

lim inf
d(x)ր0

v∗(x)d(x)
q
m ≥ C0

and then (3.4) holds by letting C0 ր ℓ
1
m

d . Since ℓd ≤ ℓu the property (1.12) hods. ✷

Remark 3.1 Since the diffusive term of the PDE is negligible with respect to the other one the
ellipticity constans λ and Λ do not appear in the estimations (3.2) and (3.4). In Theorem 5.2 we
obtain a more general result. ✷
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With the above simple ideas we get the general result

Theorem 3.2 (Comparison on the boundary (general case)) Asume ∂Ω ∈ C2 and β ∈ C2. Sup-
pose (1.3), (1.4) and

lim inf
d(x)ց0

f(x)

h
(
d(x)

) ≤ 1 (3.5)

for some C2 decreasing function h : R+ → R+ such that h(0) = ∞ and h′(0) = 0 satisfying the
compatiblity condition (1.13). Futhermore, we assume that





H1(σ)
.
=

h(σ)

β′
(
β−1

(
h(σ)

)
(
h′′(σ) −

(
h′(σ)

)2
β′′
(
β−1

(
h(σ)

))
(
β′
(
β−1

(
h(σ)

))2

)
,

H2(δ)
.
= − h′(σ)

h(σ)β′
(
β−1

(
h(σ)

))
(3.6)

are increasing functions vanishing at the origin. Then any subsolution u of

−trace A(·)D2u+ β(u) = f in Ω

admits a maximal behaviour given by

lim sup
d(x)ց0

u∗(x)

β−1
(
h(d(x))

) ≤ 1. (3.7)

On the other hand, under

lim inf
d(x)ց0

f(x)

h
(
d(x)

) ≥ 1 (3.8)

any large nononegative supersolution v admits the minimal behaviour given by

lim inf
d(x)ց0

v∗(x)

β−1
(
h(d(x))

) ≥ 1. (3.9)

Hence assuming

lim
d(x)ց0

f(x)

h
(
d(x)

) = 1, (3.10)

one has (1.12).

Proof. The idea is to construct a classical large subsolution. Let

U0(x) = ̺β−1
(
h(d(x) − δ)

)
, x ∈ Ωδ

δ1
,

where 0 < δ < δ1 < δΩ and ̺ > 1. Denoting σ = d(x) − δ, straightforward computations show

−trace A(x)D2U0(x) ≥ Λ

(
− h′′(σ)

β′
(
β−1

(
h(σ)

)) +
(
h′(σ)

)2
gβ′′

(
β−1

(
h(σ)

))
(
β′
(
β−1

(
h(σ)

))3

)

+
h′(σ)

β′
(
β−1

(
h(σ)

))C∂Ω,A, x ∈ Ωδ
δ1
, x ∈ Ωδ

δ1

(see (3.6)). On the other hand, let 0 < ε < ̺− 1. Then, the condition (3.5) implies

−f(x) ≥ −(1 + ε)h(d(x)) ≥ −(1 + ε)h(d(x) − δ), x ∈ Ωδ
δ1
.

Consequently

−trace A(x)D2U0(x) + β
(
U0(x)

)
− f(x) ≥ h(δ1)

[
̺

(
− ΛH1(δ1)−H2(δ1)C∂Ω,A

)
+ ̺− (1 + ε)

]
,
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for x ∈ Ωδ
δ1
. Since

ΛH1(δ1) + H2(δ1) ≤
̺− (1 + ε)

̺

is fulfilled for δ1 small enough (see (3.6)), we obtain

−trace A(x)D2U0(x) + β
(
U0(x)

)
≥ f(x) for x ∈ Ωδ

δ1
.

Finally one deduces

lim sup
d(x)ր0

u∗(x)

β−1
(
h(d(x))

) ≤ ̺

and then (3.7) holds by letting ̺ց 1.

Next for 0 < δ and 0 < δ1 ≤ δΩ, we construct

V0(x) = ̺β−1
(
h(d(x) + δ)

)
, x ∈ Ωδ1 ,

where 0 < ̺ < 1. Let 0 < ε < 1− ̺. Then, the condition (3.8) implies

−f(x) ≤ −(1− ε)h(d(x)) ≤ −(1− ε)h(d(x) + δ), x ∈ Ωδ1 .

As above, by straightforward computations we have

−trace A(x)D2V0(x)+β
(
V0(x)

)
−f(x) ≤ h(δ1)

[
̺

(
− λH1(2δΩ) + H2(2δ1)C∂Ω,A

)
+ ̺− (1− ε)

]
,

for x ∈ Ωδ1 (see (3.6)). Here by simplicity we choose δ = δ1 < δΩ. Since

H2(2δ1) ≤
(1− ε)− ̺

̺

is fulfilled for δ1 small enough, and

−trace A(x)D2V0(x) + β
(
V0(x)

)
≤ f(x) for x ∈ Ωδ

δ1

holds. Finally one deduces

lim inf
d(x)ր0

v∗(x)

β−1
(
h(d(x))

) ≥ ̺.

Now (3.9) follows by letting ̺ր 1. ✷

Remark 3.2 For the power-like case βm(t) = tm, m > 1, and hq(δ) = δ−q one has





H1(σ) =
q

m

q +m

m
σ− q(m−1)−2m

m ,

H2(σ) =
q

m
σ

q(m−1)−m

m .

Certainly, both functions are increasing functions vanishing at the origin provided q >
2m

m− 1
. ✷

Remark 3.3 (Bieberbach choice) For the exponential case β(t) = et the Keller-Osserman bound-
ary profile is governed by

φ(δ) = log

(
2

δ2

)

(see Remark 1.5). Here, available extra Keller-Osserman boundary profiles are governed by func-
tions h(δ) satisfying

h(δ) >
2

δ2
for δ small
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(see (1.13)) such that 



H1(σ) = h′′(σ) −
(
h′(σ)

)2

h(σ)
,

H2(σ) = − h′(σ)
(
h(σ)

)2

are increasing functions vanishing at the origin. In order to avoid tedious computations we only

give the simple example h(δ) =
µ

δ2
for µ > 2. ✷

In this case of extra Keller-Osserman type growth by means of an argument of rescaling the
explositivity of the sources is transferred to the supersolutions.

Theorem 3.3 (Transferring the explosivity) Suppose q ≥ 2m

m− 1
. Let f be a source for which

lim inf
d(x)ց0

f(x)d(x)q = ℓd > 0. (3.11)

The any nononegative supersolution v of

−trace A(·)D2v + vm = f in Ω

is a large supersolution.

Proof. Let x0 ∈ ΩδΩ and 2r = d(x0) with r < 1. Then the supersolution v∗ solves, in the
viscosity sense, {

−trace A(·)D2v∗ + vm∗ ≥ Ĉr−q, x ∈ Br(x0),

v∗(x) ≥ 0, x ∈ ∂Br(x0),

for Ĉ = ℓd2
−q. Since A is uniform elliptic in ΩδΩ there exists a classical solution W of

{
−trace A(x)D2W(x) +W(x)m = Ĉr−q , x ∈ Br(x0),

W(x) = 0, x ∈ ∂Br(x0).

Then v∗(x) ≥ W(x), x ∈ Br(x0). Next, we construct Ŵ(x) = W(x − x0) that solves
{

−trace A(x− x0)D
2Ŵ(x) + Ŵ(x)m = Ĉr−q , x ∈ Br(0),

Ŵ(x) = 0, x ∈ ∂Br(0),

hence
−trace A(x − x0)D

2Ŵ(x) + Ŵ(x)m ≥ Ĉr−
2m

m−1 , x ∈ Br(0)

or
r

2m
m−1 trace A(x− x0)D

2Ŵ(x) + r
2m

m−1 Ŵ(x)m ≥ Ĉ, x ∈ Br(0)

for r small. Since
2

m− 1
+ 2 =

2m

m− 1
, the function Wr(x) = r

2
m−1 Ŵ(rx) satisfies

−trace A(x− x0)D
2Wr(x) +Wr(x)

m ≥ Ĉ, x ∈ B1(0),

and we get the problem
{

−trace A(x− x0)D
2V(x) + V(x)m = Ĉ, x ∈ B1(0),

V(x) = 0, x ∈ ∂B1(0).

A simple adaptation of Strong Maximum Principle (see [37]) shows V > 0 in B1(0) whence

0 < V(0) ≤
(
d(x0)

2

) 2
m−1

v∗(x0)

concludes the result. ✷
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4 Comparison, uniqueness and existence of solutions

As it was pointed out in Section 1 the eventual degeneracy inside the domain of the leading part of
the equation prevents, in general, to consider C2 solutions. They are replaced by viscosity solutions
that solve the PDE more intrinsically. We send to the mongraphy [11] for a full introduction of the
Viscosity Solution Theory. In short, we recall that for any function u : O → R, O ⊆ R

N, locally
bounded from above, one defines the upper semi-continuous envelope

u∗(x) = lim sup
y→x
y∈O

u(y), x ∈ O

and the superjets

J 2,+
O u∗(x) =

{
(p,X) ∈ R

N × SN : u∗(y) ≤ u∗(x) + 〈p, y − x〉+ 1

2
〈X(y − x), y − x〉+ o(|y − x|2)

}
.

In particular, a locally bounded from above function u : Ω → R is a (viscosity) subsolution of

−trace A(·)D2u+ β(u) = f in Ω

if

−trace A(x)X + β
(
u∗(x)

)
≤ f(x)

for all (p,X) ∈ J 2,+
Ω u∗(x), x ∈ Ω. By simplicity, sometimes we say that u is a solution of

−trace A(·)D2u+ β(u) ≤ f in Ω.

Remark 4.1 From the above definition we deduce a property near the well known verification
results of the Optimal Control Problems. More precisely any (viscosity) subsolution of

−trace A(·)D2u+ β(u) = f in Ω

satisfies

u∗(x) ≤ inf
V∈Vu

+

V(x) :, x ∈ Ω, (4.1)

where

Vu
+ = sup

{
V ∈ C2 supersolution in Ω such that u∗ ≤ V on ∂Ω

}
.

Indeed, given a such function V, if there exists a positive interior maximum point of u∗ − V at
some x0 ∈ Ω one has

u∗(x)− u∗(x0) ≤ V(x) −V(x0) = 〈DV(x0), x− x0〉+
1

2
〈D2V(x0), x− x0〉+ o(|x − x0|2),

thus
(
DV(x0),D

2V(x0)
)
∈ J 2,+

Ω u∗(x0) for which we derive the contradiction

−trace A(x0)D
2V(x0) + β

(
u∗(x0)

)
≤ −trace A(x0)D

2V(x0) + β
(
V(x0)

)
.

Therefore

u∗(x)−V(x) ≤ u∗(x0)−V(x0) ≤ 0, x ∈ Ω

and (4.1) holds. ✷

Analogously, for v : O → R, O ⊆ R
N, locally bounded from below, one defines the lower

semi-continuous envelope

v∗(x) = lim sup
y→x
y∈O

v(y), x ∈ O
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and the subjets

J 2,−
O u∗(x) =

{
(p,X) ∈ R

N × SN : v∗(y) ≥ v∗(x) + 〈p, y − x〉+ 1

2
〈X(y − x), y − x〉+ o(|y − x|2)

}
.

In particular, a locally bounded from below function v : Ω → R is a (viscosity) supersolution of

−trace A(·)D2v + β(v) = f in Ω

if
−trace A(x)X + β

(
v∗(x)

)
≥ f(x)

for all (p,X) ∈ J 2,−
Ω v∗(x), x ∈ Ω. Sometimes we say that v is a solution of

−trace A(·)D2v + β(u) ≥ f in Ω.

Remark 4.2 Arguing as in Remark 4.2 one proves that any (viscosity) supersolution of

−trace A(·)D2v + β(v) = f in Ω

satisfies
sup

U∈Vv
−

U(x) ≤ v∗(x), x ∈ Ω, (4.2)

where
Vv
− =

{
U ∈ C2 is a subsolution in Ω such that U ≤ v∗ on ∂Ω

}
. ✷

Clearly, a locally bounded function u : Ω → R is a (viscosity) solution if its upper semi-
continuous envelope u∗ and its lower semi-continuous envelope u∗ are sub and supersolution, re-
spectively. We send to the monography [11] for the theory of (viscosity) solutions.

Next, we study a kind of superlinearity property

q(t+ s) ≥ q(s) + q(t), r, s ≥ 0, (4.3)

which can be transferred under a suitable condition

Lemma 4.1 (Superlinearity transferred) Let q and β two nonnegative functions on R+ such that

β(t)

q(t)
is nondecreasing.

Then if q(t) verifies (4.3) the same property holds for β(t).

Proof. It follows from

β(t) + β(s) = q(t)
β(t)

q(t)
+ q(s)

β(s)

q(s)
≤
(
q(t) + q(s)

)β(t+ s)

q(t+ s)
≤ β(t+ s). ✷

Remark 4.3 Since the identity is a function satisfying (4.3) and tα−1 is a nondecreasing function
if α ≥ 1 we deduce that q(t) = tα, α ≥ 1 satisfies (4.3). ✷

We give some details on the result of uniqueness. First we obtain the uniqueness of eventual
classical solutions of (1.1) in a direct way when

lim sup
d(x)→0

u(x)

v(x)
≤ 1

is assumed (see (1.12)). Since we only intend to give an idea of the reasoning we omit additional
asumptions on the ellipticity of the A(x) for which (1.1) admits classical solutions in this motivation
(see [17] or [35]).
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Proposition 4.1 (Classical Maximum Principle) Suppose (1.14). Let f and g be two continuous
functions. If u, v ∈ C2(Ω) are two nonnegative functions verifying

{
−trace A(x)D2u(x) + β

(
u(x)

)
≤ f(x)

−trace A(x)D2v(x) + β
(
v(x)

)
≥ g(x),

x ∈ Ω,

and
u(x) ≤ v(x), x ∈ ∂Ω (4.4)

then
u(x) ≤ v(x) + β−1 (‖(f − g)+‖∞) , x ∈ Ω. (4.5)

When we replace (4.4) by

lim sup
x→∂Ω

u(x)

v(x)
≤ 1 and v > 0 near ∂Ω (4.6)

the inequality (4.5) also holds. Here r+ = max{r, 0}.

Proof. If the maximum of the continuous function u− v is attained on ∂Ω or it is a nonegative
value the inequality (4.5) follows. On the contrary, let us assume that u − v admits some point
x0 ∈ Ω such that

(u − v)(x0) = max
Ω

(u− v) > 0.

Since
0 ≥ trace A(x0)D

2(u − v)(x0) (4.7)

we deduce the inequality

(f − g)(x0) + trace A(x0)D
2(u− v)(x0) ≥ β

(
u(x0)

)
− β

(
v(x0)

)
> 0. (4.8)

Then from Lemma 4.1 we get

β
(
(u− v)(x0)

)
≤ (f − g)+(x0)

and (4.5) follows. On the other hand, it is clear that

lim sup
x→∂Ω

u(x)

v(x)
< 1 and v > 0 near ∂Ω (4.9)

lead to u ≤ v near ∂Ω and the above reasoning is true. The more general assumption (4.6) implies

lim sup
x→∂Ω

u(x)

(1 + ε)v(x)
< 1,

for all ε > 0 and then u ≤ (1 + ε)v near ∂Ω. Moreover, from (1.14) we have

−(1 + ε)trace A(·)D2v + β
(
(1 + ε)v

)
≥ (1 + ε)

(
−trace A(·)D2v + β(v)

)
≥ (1 + ε)g in Ω.

The above reasoning leads to

β(u − (1 + ε)v)(x0) ≤ (f − g)(x0)− εg(x0) ≤ ‖(f − g)+‖∞ + ε‖g‖∞
thus

u(x)− (1 + ε)v(x) ≤ β−1 (‖(f − g)+‖∞ + ε‖g‖∞) , x ∈ Ω,

and the result follows by letting ε→ 0. ✷

Remark 4.4 For a direct Comparison Principle as

u ≤ v on ∂Ω and f ≤ g in Ω ⇒ u ≤ v in Ω

the assumption (1.14) is not required (see (4.7) and (7.10)). ✷
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A simple consequence proves that the condition

lim sup
x→∂Ω

u(x)

v(x)
= 1 (4.10)

implies uniqueness.

Corollary 4.1 Suppose (1.14). If u, v ∈ C2(Ω) are two non negative functions for which

−trace A(x)D2u(x) + β
(
u(x)

)
= f(x) in Ω

and (4.10) hold, then u = v on Ω, provided that f is a non negative continuous function. ✷

So that, a uniqueness condition on the boundary as

lim
x→∂Ω

u(x)

v(x)
= 1

plays an important role. Next, we extend Proposition 4.1 in the Viscosity Solution Theory. Hark
back to the above reasoning. Let us assume that the upper semi continuous function u∗−v∗ admits
some interior point x0 ∈ Ω such that

(u∗ − v∗)(x0) = max
Ω

(u∗ − v∗) > 0.

As in the proof of Proposition 4.1, the aim is to work by means of an inequality as (4.7).
Unfortunately u∗ and v∗ are not C2 functions. If we use semijets (p,X) ∈ J 2,+u∗(x0) and
(q,Y) ∈ J 2,−v∗(x0) the device goes if

trace A(x0)(X −Y) ≤ 0

holds for adequate X,Y ∈ SN but strong dificulties appear due to the semijets J 2,+u∗(x0) and
J 2,−v∗(x0) are set valued functions. The reasoning of the Jensen Maximum Principle is very
advantageous (see [23], [22] or [11] for details). Essentially, it is about working close x0 by means
of a device that doubles the number of variables penalizating this doubling (see the works by N.S.
Kruzkov, for instance [25]). Indeed, for α > 0 the upper semi-continuous function

Ψ(x, y)
.
= u∗(x) − v∗(y)−

α

2
|x− y|2, (x, y) ∈ Ω× Ω

has a finite supremum equals to Mα and admits (xα, yα) such that

lim
αր∞

(Mα −Ψ(xα, yα)) = 0

and {
lim

α→∞
α|xα − yα|2 = 0,

lim
α→∞

Mα = (u∗ − v∗)(x0)

(see [11, Lemma 3.1]). Moreover, there exist X,Y ∈ SN such that

(
α(xα − yα,X

)
∈ J 2,+

u∗(xα) and
(
α(yα − xα,Y

)
∈ J 2,−

v∗(yα)

and

− 3α

(
I 0
0 I

)
≤
(

X 0
0 −Y

)
≤ 3α

(
I −I
I I

)
(4.11)

In fact, (4.11) implies X ≤ Y (see [11, Theorem 3.2]). So that, some suitable adptations near x0
can be available in order that the aim can go. For large α one has

(u∗ − v∗)(x0) ≤ Mα ≤ u∗(xα)− v∗(yα)
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and
β
(
u∗(xα)

)
− β

(
v∗(yα)

)
≤ trace A(xα)X− trace A(yα)Y ≤ ω

(
α|xα − yα|2

)

assuming that there exists a kind of modulus of continuity ω : R+ → R+, with ω(0+) = 0 such
that

trace A(x)X − trace A(y)Y ≤ ω
(
α|x− y|2

)
(4.12)

whenever x, y ∈ Ω, α > 0, and X,Y ∈ SN for which (4.11) holds. Again, Lemma 4.1 implies

β
(
(u∗ − v∗)(x0)

)
≤ β

(
u∗(xα)− v∗(yα)

)
≤ β

(
u∗(xα)

)
− β

(
v∗(yα)

)

≤ ω
(
α|xα − yα|2

)
+ f(xα)− g(yα)

≤ ω
(
α|xα − yα|2

)
+ ωf

(
|xα − yα|

)
+ ‖(f − g)+‖∞

(4.13)

where ωf is the modulus of continuity of f . Finally, the reasoning of Proposition 4.1 ends by letting
α ր ∞. What we have tried is

Theorem 4.1 (Weak Maximum Principle) Assume (1.14) and (4.12). Let u be a discontinuous
subsolution of

−trace A(·)D2u+ β(u) = f, x ∈ Ω

where f is a uniformly continuous function and v be a discontinuous supersolution of

−trace A(·)D2v + β(v) = g, x ∈ Ω

where g is a continuous function. Then

lim sup
x→∂Ω

u∗(x)

v∗(x)
≤ 1 (4.14)

implies
u∗(x) ≤ v∗(x) + β−1 (‖(f − g)+‖∞) , x ∈ Ω.

Moreover, if u is a solution of

−trace A(·)D2u+ β(u) = f x ∈ Ω

one has
u∗(x) ≤ u∗(x), x ∈ Ω,

whence the function u is continuous in Ω. ✷

Remark 4.5 We send to Theorems 2.1 and 2.2 in order to obtain (4.14). ✷

Remark 4.6 In the proof of Theorem 4.1 the assumption of degenerate ellipticity is not assumed
explicitly because (4.12) implies that the matrix function A is degenerate elliptic. Indeed, given
Y ∈ SN

+ Cauchy inequality implies

−〈Yη, η〉 ≤ ε|η|2 + 1

ε
‖Y‖2‖η‖2, ε > 0, η ∈ R

N,

where ‖Y‖ = sup
‖η‖ ≤ 1

|〈Yη, η〉|. Clearly, we also have the inequalty

−〈Yη, η〉 ≤ ε|η|2 +
(
1 +

‖Y‖
ε

)
‖Y‖‖η‖2

that may be rewiten as

(
0 0
0 −(Y + εI)

)
≤
(
1 +

‖Y‖
ε

)
‖Y‖

(
I −I
I I

)
.



Large solutions of elliptic semilinear equations non-degenerate near the boundary 25

By choosing α > ‖Y‖max

{
1, 1 +

‖Y‖
ε

}
and ε small one obtains (4.11) for the matrix X = 0 and

Y + εI, whence (4.12) implies

−A
(
y − z

α

)
(Y + εI) = A(y)0−A

(
y − z

α

)
(Y + εI) ≤ ω

(
‖z‖2
α

)

for any z ∈ R
N \ {0}. Then letting α→ ∞ and εց 0 concludes

0 ≤ A(y)ξ ⊗ ξ, y ∈ Ω, ξ ∈ R
N,

provided Y = ξ ⊗ ξ ∈ SN
+ , ξ ∈ R

N. See [11, Remark 3.4] for a more general proof. When

A(x) = σ(x)σ(x)t

where σ : Ω → R
N ×R

N is a Lipschitz continuous function with constant L the assumption (4.12)
becomes

trace A(x)X − trace A(y)Y ≤ 3L2α|x− y|2, (4.15)

thus ω(r) = 3L2r (see [11, Example 3.6]). ✷

Remark 4.7 Remark 4.4 can be extended to Theorem 4.1. Indeed, a direct comparison is deduced
from (4.13) that becomes

β
(
u∗(xα)

)
− β

(
v∗(yα)

)
≤ ω

(
α|xα − yα|2

)
+ ωf

(
|xα − yα|

)

if we assume f ≤ g in Ω. Therefore an inequality as

(u∗ − v∗)(x0) = max
Ω

(u∗ − v∗) > 0

implies the contradiction
0 < β

(
u∗(x0)

)
− β

(
v∗(x0)

)
≤ 0.

Consequently, we have proved a direct Comparison Principle as

u∗ ≤ v∗ on ∂Ω and f ≤ g in Ω ⇒ u∗ ≤ v∗ in Ω,

under (4.12) and the uniformly continuous of the function f . We emphasize that the assump-
tion (1.14) is not required. ✷

The existence of solution follows from the well known Perron method as, for instance [21] or [11].
For several reasons first we sketch an adaptation of the plan of [14] on the elliptic regularization

{
−ε∆uε,n − trace A(·)D2uε,n + β(uε,n) = min{f, n} in Ω,

uε,n ≡ n in ∂Ω,
(4.16)

where f is a nonnegative uniformly continuous function. From classical argument, there exists
uε,n ∈ C2(Ω) solving (4.16) (see [17], [14] or [35]). In fact, {uε,n}n is an increasing sequence.
The consideration of the assumption (1.8) enables us to obtain universal bounds as it is proved in
Section 6 below. More precisely under (1.8) we define

Ψε(ζ)
.
=

1

A
Φ−1

(
B√
Λ + ε

ζ

)
, 0 ≤ ζ < R, (4.17)

with R <

√
Λ + ε

B
Φ(0+) ≤ +∞, where

Φ(t) =

∫ +∞

t

ds√
2G(s)

.

was defined in Introduction (see (1.9)).
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Remark 4.8 For the power like case βm(t) = tm, m > 1, one satisfies Φm(0+) = +∞. Also for
β(t) = et and for which β(t) = te2t one has Φ(0+) = +∞. ✷

A simple consequence of the proof of Theorem 6.1 below in Section 6 we prove

Theorem 4.2 Assume (1.3), (1.8) as well as (4.12). Then there exists two positive constants A
and B, independent on n, for which

uε,n(x) ≤
N∑

i=1

Ψε

(
R2 − |xi|2

)
+ β−1

(
‖f‖QR(x0)

)
, x ∈ QR(x0) (4.18)

holds in any cube QR(x0)
.
= {x ∈ R

N : |xi − x0,i| < R} ⊂⊂ Ω. ✷

So that, the elliptic regularization implies

uε(x) = sup
n
uε,n(x) < +∞, x ∈ Ω, (4.19)

whence one proves that uε is a C2 large solution of

− ε∆uε − trace A(·)D2uε + β(uε) = f in Ω. (4.20)

We send to [14] for details. We note by construction that the function defined in (4.19) is the
minimal large solution of (4.20). A refinement in the proof of Theorem 6.1 leads to a simple
consequence

Theorem 4.3 Assume (1.3), (1.8) as well as (4.12). Then there exists two positive constants A
and B, independent on n for which

uε(x) ≤
N∑

i=1

Ψ1

(
R2 − |xi|2

)
+ β−1

(
‖f‖QR(x0)

)
, x ∈ QR(x0) (4.21)

holds in any cube QR(x0) ⊂⊂ Ω, where we are assuming 0 < ε < 1. ✷

Now the estimate (4.21) enables us to define the functions

u(x) = lim sup
y 7→x
εց0

uε(y)

and
u(x) = lim inf

y 7→x
εց0

uε(y).

Moreover, the stablity results of the Viscosity Solution Theory (see [11]) show that u(x) and u(x)
are respectively viscosity sub and supersolution of

−trace A(·)D2u+ β(u) = f in Ω

(see also [8], [5]). Both functions blow up on the boundary. Defining the set

F− =
{
u is a (viscosity) subsolution in Ω

}
.

one has u ∈ F−. Therefore the Perron function

U(x) .= sup
u∈F−

u∗(x), x ∈ Ω (4.22)

is well defined under the assumptions of Theorem 6.1 and verifies

u(x) ≤ U(x) ≤ +∞, x ∈ Ω
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Futhermore, Perron function, U , blows up on the boundary. In fact, adapting the reasonings of
[11, Theorem 4.1] (see also [13, Theorem 4]) the Perron function solves

−trace A(·)D2U + β(U) = f in Ω.

A suitable adaptation of the reasoning of the proof of Theorem 4.1 gives

uε,n(x) ≤ v∗(x), x ∈ Ω

for any large supersolution of (1.1), the Perron solution is the minimum large solution of (1.1) in
the sense

U∗(x) ≤ v∗(x), x ∈ Ω. (4.23)

We collect the result.

Theorem 4.4 Let us assume Ω is a bounded set in R
N, N > 1, ∂Ω ∈ C2, (1.3), (1.4), (1.6), (1.7),

(2.3) as well as (4.12). Let f be a uniformly continuous function satisfying

lim sup
d(x)ց0

f(x)

β
(
φ

(√
1− ℓ

Λ
d(x)

) ≤ ℓ ≤ lim inf
d(x)ց0

f(x)

β
(
φ

(√
1− ℓ

λ
d(x)

)

with 0 ≤ ℓ < 1. Then U ∈ C(Ω) is the unique large solution of the equation (1.1) whose boundary
behaviour satisfies the inequality

lim sup
d(x)ց0

U(x)

φ

(√
1− ℓ

Λ
d(x)

) ≤ 1 ≤ lim inf
d(x)ց0

U(x)

φ

(√
1− ℓ

λ
d(x)

)

(see Theorem 2.2 ). Here φ is the function defined in (1.9).

Proof. Notice that we do not consider the assumption (1.14). Let v be an arbitrary continuous
large solution of (1.1). Then

U∗(x) ≤ v(x), x ∈ Ω

holds (see (4.23)). We claim that in fact U∗ ≡ v. Indeed, assume that there exists x0 ∈ Ω such
that U∗(x0) ≤ v(x0). Since Ω is bounded we deduce that

Oε = {x ∈ Ω : (1 + ε)U∗(x) < v(x)} ⊂⊂ Ω

is a non empty open subset, provided ε > 0 small. The assumption (2.3) implies the property

β(t)

t
is increasing for t greater than some large t0

and choose µ > 0 so small that U∗(x) ≥ t0 holds in Ωµ = {x ∈ Ω : d(x) < µ}. As ε is small
Oε

µ = Oε ∩ Ωµ is a non empty open subset. Moreover

−trace A(·)D2(1 + ε)U + β
(
(1 + ε)U

)
≥ (1 + ε)

(
− trace A(·)D2U + β(U)

)
≥ 0, x ∈ Oε

µ

in the viscosity sense. Then adapting Remark 4.7 we obtain

v(x)− (1 + ε)U∗(x) ≤ sup
∂Oε

µ

(
v − (1 + ε)U∗

)
, x ∈ Oε

µ.

By construction the maximum of v − (1 + ε)U∗ can not be achieved in ∂Oε, whence

v(x) − (1 + ε)U∗(x) ≤ sup
{y∈∂Oε, d(y)=µ}

(
v(y)− U∗(y)

)
, x ∈ Oε

µ
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and

v(x)− U∗(x) ≤ sup
y∈∂Oε, d(y)=µ}

(
v(y)− U∗(y)

)
≡ Cµ, x ∈ Oε

µ

hold. On the other hand, by mean of Theorem 7.3 the inequality β(U∗) ≤ β(v) in Ω gives

v(x) − U∗(x) ≤ Cµ, x ∈ Ω \ Ωµ,

thus

v(x) − U∗(x) ≤ Cµ, x ∈ Ω.

Since Cµ = v(z0) − U∗(z0) ≥ 0 for some z0 ∈ ∂Oε and d(z0) = µ > 0, the upper semi-continuous
function u− U∗ attains a maximim value in Ω at some interior point. Since U ≤ v we may apply
The Strong Maximum Theorem without coercive term (Theorem 7.2) and deduce

v(x) − U∗(x) ≡ Cµ, x ∈ Ω.

The relative version of (4.13) for v and U∗ at z0 ∈ Ω becomes

β
(
v(xα)

)
− β

(
U∗(yα)

)
≤ ω

(
α|xα − yα|2

)
+ ωf

(
|xα − yα|

)

whence letting αր ∞ we get

β
(
U∗(z0) + Cµ

)
= β

(
v(z0)

)
≤ β

(
U∗(z0)

)

implies Cµ = 0. Notice that the inequality

v = U∗ ≤ U∗ ≤ v

concludes the continuity of U . ✷

A similar program can be developed when the source term has the extra Keller-Osserman type
growth studied in Section 3. Then one deduces

Theorem 4.5 Let us assume Ω ∈ C2, β ∈ C2, (1.3), (1.4), (1.6), (1.7), (2.3) as well as (4.12). Let
f be a uniformly continuous function satisfying

lim
d(x)ց0

f(x)

h
(
d(x)

) = 1,

for some C2 decreasing function h : R+ → R+ such that h(0) = ∞ and h′(0) = 0 satisfying the
compatiblity condition (1.13) as well as





H1(σ)
.
=

h(σ)

β′
(
β−1

(
h(σ)

)
(
h′′(σ) −

(
h′(σ)

)2
β′′
(
β−1

(
h(σ)

))
(
β′
(
β−1

(
h(σ)

))2

)
,

H2(δ)
.
= − h′(σ)

h(σ)β′
(
β−1

(
h(σ)

))

are increasing, vanishing at the origin (see (3.6)). Then the equation (1.1) has a unique large
continuous solution U ∈ C(Ω) whose boundary behaviour satisfies

lim sup
d(x)ց0

U(x)
β−1

(
h(d(x))

) = 1.
✷
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5 Second order term in the boundary assymptotic expan-

sion

As it was pointed out in Introduction, in Sections 2 and 3 we only have obtained the leading term
of the boundary assymptotic expansion of the large solutions. Here we study the second order
term of this expansion. Relative to Keller-Osserman type growth of the sources on the boundary
(see (2.7)) we replace the classical large subsolution near the boundary U0, used in the proof of
Proposition 2.1, by

U(x) = U0(x) + U1(x)
.
= φ(σ) + Ĉ(x, ε, δ)Θ

(
φ(σ)

)
, x ∈ Ωδ

δ1
(0 < δ < δ1 < δΩ)

where σ = σ̂ε
(
d(x) − δ) with σ̂ε =

√
(1− ε)(1− ℓu)

Λ
. The functions Ĉ(·, ε, δ) : Ωδ1 → R and

Θ : R+ → R+ will be determined from the reasoning that follows. In particular, we will suppose

Ĉ(·, ε, δ) ∈ W2,∞
(
Ωδ

δ1

)
. On the other hand, let Θ(t) be a function satisfying

Θ′(t) = −tΦ′(t) for large t. (5.1)

See Remark 5.3 below for suitable choices of the function Θ. Clearly, if Θ
(
φ(0)

)
= Θ(∞) <∞ one

has

lim
σ→0

Θ
(
φ(σ)

)

φ(σ)
= lim

t→∞

Θ(t)

t
= 0. (5.2)

it implies that Ĉ(x, ε, δ)Θ
(
φ(σ)

)
is a bounded second order term in the explosive boundary ex-

pansion. When Θ
(
φ(0)

)
= Θ(∞) = ∞ the property (5.1) implies that Ĉ(x, ε, δ)Θ

(
φ(σ)

)
is an

explosive second order term in the expansion. Indeed, by using the L’Hôpital rule and (2.1) one
deduces

lim
σ→0

Θ
(
φ(σ)

)

φ(σ)
= lim

t→∞

Θ(t)

t
= lim

t→∞
Θ′(t) = lim

t→∞

t√
2G(t)

= 0. (5.3)

Let 0 < ε < 1 and 0 ≤ ℓu < 1. Denoting Ĉ(x) = C(x, ε, δ), one has

DijU1(x) = Θ
(
φ(σ)

)
DijĈ(x) + σεΘ

′
(
φ(σ)

)
φ′(σ)

(
DiĈ(x)Djd(x) + DjĈ(x)Did(x)

)

+σ̂2
εĈ(x)

(
Θ′′
(
φ(σ)

)(
φ′(σ)

)2
+Θ′

(
φ(σ)

)
φ′′(σ)

)
Did(x)Djd(x)

+σ̂εĈ(x)Θ
′
(
φ(σ)

)
φ′(σ)Dijd(x), x ∈ Ωδ

δ1
,

whence

trace A(x)U1(x) = Θ
(
φ(σ)

)
trace A(x)D2Ĉ(x)

+σεΘ
′
(
φ(σ)

)
φ′(σ)trace A(x)

(
DĈ(x) ⊗Dd(x) + Dd(x) ⊗DĈ(x)

)

+σ̂2
εĈ(x)

(
Θ′′
(
φ(σ)

)(
φ′(σ)

)2
+Θ′

(
φ(σ)

)
φ′′(σ)

)
E(x)

+σ̂εĈ(x)Θ
′
(
φ(σ)

)
φ′(σ)trace A(x)D2d(x), x ∈ Ωδ

δ1
,

where E(x)
.
= trace A(x)Dd(x) ⊗Dd(x) ∈ [λ,Λ] is an eikonal-like term. On the other hand

β(U(x)) = β(U0(x)) + U1(x)β
′(U0(x)) +

U1(x)
2

2
β′′(ξ)

= β
(
φ(σ)

)
+ Ĉ(x)Θ

(
φ(σ)

)
β′
(
φ(σ)

)
+

(
Ĉ(x)Θ

(
φ(σ)

))2

2
β′′
(
ξ(σ)

)
,

for some ξ(σ) between φ(σ) and φ(σ) + Ĉ(x)Θ
(
φ(σ)

)
. We are interested in to prove the inequality

−trace A(x)D2U(x) + β
(
U(x)

)
− f(x) ≥ 0, x ∈ Ωδ

δ1
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for δ1 small enough. The computations are very tedious. So that, we consider suitable groups of
terms. Moreover, we will use the change of variable t = φ(σ). As in the proof of Proposition 2.1
the first group is

G1
.
= −trace A(x)D2U0(x) + β

(
U0(x)

)
− f(x) + σ0φ

′(σ)trace AD2d ≥ β(t)
(
ε(1− ℓu)

)
> 0

provided (2.7) (see (2.8)). The second group is

G2
.
= −σ̂εφ′(σ)trace AD2d(x)

−Ĉ(x)
[
σ̂2
ε

(
Θ′′
(
φ(σ)

)(
φ′(σ)

)2
+Θ′

(
φ(σ)

)
φ′′(σ)

))
E(x)−Θ

(
φ(σ)

)
β′
(
φ(σ)

)]

for the particular case t = φ(σ) Then

G2 = σ̂εtrace AD2d
√
2G(t)− Ĉ(x)

[
σ̂2
ε

(
2Θ′′(t)G(t) + Θ′(t)β(t)

)
E(x)−Θ(t)β′(t)

]
.

From (5.1) we have

Θ′(t) =
t√

2G(t)

and

2Θ′′(t)G(t) + Θ′(t)β(t) =
√
2G(t).

So, the choice

Ĉ(x) = σ̂ε

√
2G
(
φ(σ)

)

σ̂2
ε

√
2G
(
φ(σ)

)
E(x)−Θ

(
φ(σ)

)
β′
(
φ(σ)

)trace A(x)D2d(x), (5.4)

for x ∈ Ωδ
δ1
, leads G2 = 0.

Remark 5.1 We may write (5.4) as

Ĉ(x) =
σ̂ε

σ̂2
εE(x)−

Θ(t)β′(t)√
2G(t)

trace A(x)D2d(x)

= −σ̂ε
√
2G(t)

Θ(t)β′(t)

1

1− σ̂2
εE(x)

√
2G(t)

Θ(t)β′(t)

trace A(x)D2d(x)

= −σ̂ε
√
2G(t)

Θ(t)β′(t)

∑

n≥

(
σ̂2
εE(x)

√
2G(t)

Θ(t)β′(t)

)n

trace A(x)D2d(x)

= −σ̂ε

√
2G
(
φ(σ)

)

Θ
(
φ(σ)

)
β′
(
φ(σ)

)trace A(x)D2d(x)
(
1 + o(1)

)
trace A(x)D2d(x),

(5.5)

provided

σ̂2
εE(x)

√
2G
(
φ(σ)

)

β′
(
φ(σ)

) 1

Θ
(
φ(σ)

)) < 1. (5.6)
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Analogously

Ĉ(x)Θ
(
φ(σ)

)
=

σ̂εΘ(t)

σ̂2
εE(x)−

Θ(t)β′(t)√
2G(t)

trace A(x)D2d(x)

= − σ̂ε
√
2G(t)

β′(t)

1

1− σ̂2
εE(x)

β′(t)√
2G(t)

(
Θ
(
φ(σ)

))−1
trace A(x)D2d(x)

= − σ̂ε
√
2G(t)

β′(t)

∑

n≥0

(
σ̂2
εE(x)

β′(t)√
2G(t)

(
Θ(t)−1

)n
trace A(x)D2d(x)

= −
σ̂ε

√
2G
(
φ(σ)

)

β′
(
φ(σ)

) trace A(x)D2d(x)
(
1 + o(1)

)
,

(5.7)

provided

σ̂2
εE(x)

β′
(
φ(σ)

)
√

2G
(
φ(σ)

)
1

Θ
(
φ(σ)

)) < 1. (5.8)

We note that the claim implies that if such secondary term exists it is unique term influenced by
the geometry by means of trace A(x)D2d(x) whenever Λ = λ = 1. ✷

The third group is

G3
.
= −Θ

(
φ(σ)

)
trace A(x)D2Ĉ(x) = −Θ(t)trace A(x)D2Ĉ(x)

for which

lim
tր∞

Θ(t)

β(t)
= lim

tր∞

Θ(t)

t

t

β(t)
= 0

(see (2.1) and (5.2) or (5.3)). The next group to be considered is

G4
.
=

1

2

(
Ĉ(x)Θ

(
φ(σ)

))2
β′′
(
ξ(σ)

)
.

Since ξ(σ) → ∞ as σ → 0 and lim
tր∞

√
2G(t)

β(t)
= 0 (see (2.2)), we will use the property

lim
σց0

(
Ĉ(x)Θ

(
φ(σ)

))2
β′′
(
φ(σ)

)
√
2G
(
φ(σ)

)

√
2G
(
φ(σ)

)

β
(
φ(σ)

) = 0 (5.9)

deduced from the assumption

lim
σց0

(
Ĉ(x)Θ

(
φ(σ)

))2
β′′
(
φ(σ)

)
√
2G
(
φ(σ)

) = 0. (5.10)

The last group is

G5
.
= −σεΘ′

(
φ(σ)

)
φ′(σ)

[
trace A(x)

(
DĈ(x)⊗Dd(x) + Dd(x) ⊗DĈ(x)

)

+Ĉ(x)trace A(x)D2d(x)
]

= σεΘ
′(t)
√
2G(t)

[
trace A(x)

(
DĈ(x)⊗Dd(x) + Dd(x) ⊗DĈ(x)

)
+ Ĉ(x)trace A(x)D2d(x)

]

= −σεt
[
trace A(x)

(
DĈ(x)⊗Dd(x) + Dd(x) ⊗DĈ(x)

)
+ Ĉ(x)trace A(x)D2d(x)

]
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for which we recall again the property

lim
tր∞

t

β(t)
= 0

(see (2.1)). With the above reasonings we have

Theorem 5.1 (Second order term) Let us assume ∂Ω ∈ C4, β ∈ C2 and A(·) adequately smooth.
Under the assumptions of Proposition 2.1 for any solution of

−trace A(·)D2u+ β(u) ≤ f in Ω

we have

lim sup
d(x)ց0

u∗(x)

φ
(
σ̂0d(x)

)
+Cu(x)Θ

(
φ
(
σ̂0d(x)

)) ≤ 1 (5.11)

provided (2.7) and (5.10), where σ̂0 =

√
1− ℓ

Λ
and the function Θ is given by (5.1) and

Cu(x) =
Λσ̂0

(1 − ℓu)E(x)− Λ
Θ
(
φ
(
σ̂0d(x)

))
√
2G
(
φ
(
σ̂0d(x)

))β′
(
φ
(
σ̂0d(x)

) trace A(x)D2d(x),

for d(x) small (see (5.7)), is assumed in W2,∞ and E(x)
.
= trace A(x)Dd(x) ⊗Dd(x). Moreover

Cu(x)Θ
(
φ(σ̂0d(x))

)
= −

σ̂0

√
2G
(
φ
(
σ̂0d(x)

))

β′
(
φ
(
σ̂0d(x)

) trace A(x)D2d(x)
(
1 + o(1)

)
, (5.12)

for d(x) small (see (5.7)). Analogously, under the assumptions of Proposition 2.2 for any nonneg-
ative large solution of

−trace A(·)D2v + β(v) ≥ f in Ω

we have

1 ≤ lim inf
d(x)ց0

v∗(x)

φ
(
σ̃0d(x)

)
+Cd(x)Θ

(
φ
(
σ̃0d(x)

)) (5.13)

provided (2.11) and (5.10), where σ̃0 =

√
1− ℓ

λ
the function Θ is given by (5.1) and

Cd(x) =
λσ̃0

(1− ℓd)E(x)− λ
Θ
(
φ
(
σ̃0d(x)

))
√
2G
(
φ
(
σ̃0d(x)

))β′
(
φ
(
σ̃0d(x)

)trace A(x)D2d(x),

for d(x) small, assumed in W2,∞. Moreover

Cd(x)Θ
(
φ(σ̃0d(x))

)
= −

σ̂0

√
2G
(
φ
(
σ̃0d(x)

))

β′
(
φ
(
σ̃0d(x)

) trace A(x)D2d(x)
(
1 + o(1)

)
, (5.14)

for d(x) small (see (5.7)).

Proof. We only show the result relative to u∗. The proof for v∗ is analogous (see Proposition
2.2). Following the above reasonings the function

U(x) = U0(x) + U1(x)
.
= φ(σ) + Ĉ(x)Θ

(
φ(σ)

)
, x ∈ Ωδ

δ1
(0 < δ < δ1 < δΩ)
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satisfies

−trace A(x)D2U(x) + β
(
U(x)

)
− f(x) ≥ G1 + G2 + G3 + G4 + G5

≥ β(t)

(
ε(1− ℓu) +

G3 + G4 + G5

β(t)

)
, x ∈ Ωδ

δ1
,

for Θ(t) and Ĉ(x) are defined in (5.1) and (5.4) respectively. Since the assumptions imply

lim
tր∞

G3 + G4 + G5

β(t)
= 0

and 0 < σ < σ̂0δ1 we deduce

ε(1− ℓu) +
G3 + G4 + G5

β
(
φ(σ)

) > 0

for δ1 small enough. Therefore

−trace A(x)D2U(x) + β
(
U(x)

)
≥ f(x) x ∈ Ωδ

δ1

for δ1 small enough. As in the proof of Proposition 2.1 we obtain

u∗(x) ≤ φ

(√
1− ε)(1− ℓu)

Λ
d(x)

)
+ Ĉ(x)Θ

(
φ

(√
1− ε)(1− ℓu)

Λ
d(x)

))
+M, x ∈ Ωδ1 .

where M ≥ sup
d(x)=δ1

u∗. Then the estimate (5.11) follows. ✷

Remark 5.2 In this paper we omit general assumptions for which Cu(x),Cd(x) ∈ W2,∞. The
above proof adapts and simplifies results obtained in [2] whenever f ≡ 0 and Λ = λ = 1. See [3]
for other reasonings. ✷

Remark 5.3 (Second order boundary assymtotic) From (5.7) we have

Cu(x)Θ
(
φ(σ)

)
= −σ̂0

√
2G
(
φ(σ))

β′
(
φ(σ)

) trace A(x)D2d(x)
(
1 + o(1)

)

for σ = σ̂0d(x), with σ̂0 =

√
1− ℓu

Λ
, provided (5.8). Then, denoting

lim
tր∞

√
2G(t)

β′(t)
= L (5.15)

we deduce:
i) If L = ∞ the second order term Cu(x)Θ

(
φ(σ)

)
is explosive on the boundary where the influence

of the geometry appears,
ii) If 0 < L <∞ the second order term Cu(x)Θ

(
φ(σ)

)
is bounded and the influence of the geometry

appears on the boundary,
iii) If L = 0 the second order term Cu(x)Θ

(
φ(σ)

)
vanishes on the boundary and the influence of

the geometry is null on the boundary.
Let us come back to the choice of function Θ satisfying (5.1):

a) Under ∫ +∞ sds√
2G(s)

= ∞ (5.16)

we will consider the function

Θ(t) =

∫ t

t0

sds√
2G(s)

, for t large (5.17)
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where t0 <∞ is arbitrary. We note that Θ(∞) = ∞ and 0 ≤ L ≤ ∞. It is preferable t0 = 0 if

∫

0+

sds√
2G(s)

< +∞ (5.18)

holds.

b) Under ∫ +∞ sds√
2G(s)

<∞ (5.19)

and ∫

0+

sds√
2G(s)

= +∞ (5.20)

we define

Θ(t) = −
∫ ∞

t

sds√
2G(s)

, for t large. (5.21)

We note that Θ(∞) = 0 and L = 0.
c) Under ∫ +∞ sds√

2G(s)
<∞ (5.22)

and ∫

0+

sds√
2G(s)

< +∞ (5.23)

we define

Θ(t) =

∫ t

0

sds√
2G(s)

, for t large. (5.24)

We note that Θ(∞) =

∫ ∞

0+

sds√
2G(s)

< +∞ and 0 < L <∞.

We send to [2] for some details on the explosive boundary expansion of solutions including non
explosive second order terms for homogeneous sources f ≡ 0 and Λ = λ = 1. ✷

Example 5.1 (Power like case) For βm(t) = tm, m > 1, one has

√
2Gm(t) =

√
2

m+ 1
t
m+1

2 , Φm(t) =

√
2(m+ 1)

m− 1
t−

m−1
2 and φm(δ) =

(√
2(m+ 1)

m− 1

) 2
m−1

δ−
2

m−1

(see Remark 1.5). Let us recall

Θ′
m(t) = −tΦ′

m(t) =
t√

2Gm(t))
=

√
m+ 1

2
t−

m−1
2

(see (5.1)) and ∫ t2

t1

sds√
2Gm(s)

=

√
m+ 1

3

2

3−m

(
t
3−m

2
2 − t

3−m
2

1

)
. (5.25)

a) If 1 < m < 3 the properties

∫ ∞ sds√
2Gm(s)

= ∞ and

∫

0+

sds√
2Gm(s)

<∞

hold. Then √
2Gm

(
φm(σ))

β′
m

(
φm(σ)

) =
√
2

(
(m+ 1)2−m

(m− 1)3−m

) 1
m−1

σ− 3−m
m−1 .
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On the other hand, we define

Θm(t) =

∫ t

0

sds√
2Gm(s)

=

√
m+ 1

2

2

3−m
t
3−m

2 (5.26)

that satisfies Θm(∞) = ∞. Since (5.7) and (5.8) hold, we deduce that Cu,m(x)Θ
(
φm(σ̂0d(x))

)
is

an explosive second order term and the influence of the geometry appears on the boundary (see
Remak 5.3). More precisely

Cu,m(x)Θ
(
φm(σ)

)
= −σ̂

m−2
m−1

0

√
2

(
(m+ 1)2−m

(m− 1)3−m

) 1
m−1

d(x)−
3−m
m−1 trace A(x)D2d(x)

(
1+o(1)

)
(5.27)

for σ = σ̂0d(x), with σ̂0 =

√
1− ℓu

Λ
. We may detail the explosive boundary expansion. Indeed,

we note that

Θm

(
φm(σ)

)
=

√
m+ 1

2

2

3−m

(√
2(m+ 1)

m− 1

)−1+ 2
m−1

σ1− 2
m−1 , (5.28)

whence

φm
(
σ) + Cu,m(x)Θm

(
φm(σ)

)
= φm

(
σ)

(
1+

+Cu,m(x)

√
m+ 1

2

2

3−m

(√
2(m+ 1)

m− 1

)−1

σtrace A(x)D2d(x)


 .

Moreover, one has

Cu,m(x) =
σ̂0

σ̂2
0E(x)−

Θm

(
φm(σ)

)
√
2Gm

(
φm(σ)

)β′
m

((
φm(σ)

))trace A(x)D2d(x)

=
σ̂0(m− 3)

m2 + σ̂2
0E(x) + 1

)
m− 3σ̂2

0E(x)
trace A(x)D2d(x).

(5.29)

One proves the property
m2 + σ̂2

0E(x) + 1
)
m− 3σ̂2

0E(x) 6= 0

whence Cu,m ∈ W2,∞, provided ∂Ω ∈ C4 and A(·) is adequately smooth.

The computation for σ = σ̃0d(x), with σ̃0 =

√
1− ℓd

λ
are analogous. Finally, one proves that (5.10)

holds and Theorem 5.1 applies. We note that the Lowener-Nirenberg choice (see [30]) β(t) = t
N+2
N−2

belongs this case if N > 4.
b) When m > 3 the properties

∫ ∞ sds√
2Gm(s)

<∞ and

∫

0+

sds√
2Gm(s)

= ∞

hold (see (5.25). Here one defines the function

Θm(t) = −
∫ ∞

t

sds√
2Gm(s)

=

√
m+ 1

2

2

3−m
t
3−m

2

that coincides with (5.26), but now m > 3 where the formulae (5.28) and (5.29) are the same.
Therefore, we deduce that the second order Cu,m(x)Θm

(
φm(σ̂0d(x))

)
vanishes on the boundary,

hence the influence of the geometry is null on the boundary. The Lowener-Nirenberg choice belongs
this case if N = 3.
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c) If m = 3 the properties

∫ ∞ sds√
2G3(s)

<∞ and

∫

0+

sds√
2G3(s)

= ∞

hold. Then one define

Θ3(t) =

∫ t

t0

sds√
2G3(s)

=
√
2 log

(
t

t0

)
, t > t0

where t0 < ∞ is arbitrary. Here Θ3(∞) = ∞, thus Θ3

(
φ3(0)

)
= +∞. Take t0 = 1 by simplicity.

In this case (5.27) implies that the second order Au,3(x)Θ3

(
φ3(σ̂0d(x))

)
is bounded where the

influence of the geometry on the boundary appears (see Remak 5.3). Then

Θ3

(
φ3(σ)

)
=

√
2 log

(√
2

σ

)
.

and

Cu,3(x) =
σ̂0

σ̂2
0E(x)−

Θ3

(
φ3(σ)

)
√
2G3

(
φm(σ)

)β′
3

((
φ3(σ)

))trace A(x)D2d(x)

=
σ̂0

σ̂2
0E(x)− 6 log

(√
2

σ

)trace A(x)D2d(x).

Since

σ̂2
0E(x)− 6 log

(√
2

σ

)
< 0 for σ small enough

one deduces Cu,3 ∈ W2,∞, provided ∂Ω ∈ C4 and A(·) is adequately smooth. Moreover,

Cu,3(x)Θ3

(
φ3(σ)

)
=

σ̂0
√
2 log

(√
2

σ

)

σ̂2
0E(x)− 6 log

(√
2

σ

)trace A(x)D2d(x)

= − σ̂0
√
2

6

1

1− σ̂2
0E(x)

6

(
log

(√
2

σ

))−1 trace A(x)D2d(x)

(see (5.7)) whence the full expansion is

φ3
(
σ̂0d(x)

)
− σ̂0

√
2

6
trace A(x)D2d(x) + o(1).

Here the assumption (5.10) also holds. The Lowener-Nirenberg choice belongs this case if N = 4.
For f ≡ 0, ℓu = 0 and Λ = λ = 1 the relative result was obtained by first time in [12]. The case
0 ≤ ℓu < 1 and Λ = λ = 1 was obtained in [1]. ✷

Example 5.2 (Bieberbach choices) One proves that for β(t) = et the conditions (5.22) and (5.23)
hold. Now

lim
tր∞

√
2G(t)

β′(t)
= lim

tր∞

√
2
(
e−t − e−2t

)
= 0.

Moreover, one proves

Θ(t) =
√
2
(
2− (t+ 2)e−

t
2

)
.



Large solutions of elliptic semilinear equations non-degenerate near the boundary 37

Then the second order term Cu(x)Θ
(
φ(σ)

)
vanishes on the boundary and the influence of the

geometry is null on the boundary (see Remak 5.3). The full explosive boundary expasion is

φ(σ) + o(σ).

The conditions (5.22) and (5.23) also hold for the choice β(t) = tet
2

. Here

lim
tր∞

√
2G(t)

β′(t)
= lim

tր∞

1− e−t2

1− 2t2
= 0.

Moreover, one proves

Θ(t) =
√
2
(
12− e−

t2

2

)
.

Therefore the second order term Cu(x)Θ
(
φ(σ)

)
vanishes on the boundary and the influence of the

geometry is also null on the boundary (see Remak 5.3). The full explosive boundary expasion is

φ(σ) + o(σ).
✷

For general nonlinear function β(t) the consideration of the upper terms in the explosive bound-
ary expansion of solution under extra Keller-Osserman type growth of the sources on the boundary
(see (3.10)) is very tangled. The study for the power like choice βm = tm, m > 1, was detailed in
[1] when λ = Λ = 1. We end this paper by extending the results. By simplicity in the exposition
we only detail the reasonings on the equation

−trace A(·)D2u∗ +
(
u∗
)m ≤ f in Ω

under
lim sup
d(x)ց0

f(x)d(x)q ≤ ℓu (ℓu > 0),

for q >
2m

m− 1
, m > 1 (see (3.1)). Here, we replace U0, used in the proof of Theorem 3.1, by

U(x)
.
= C0σ

− q
m

(
(1 + ε) + C1(x, ε, δ)σ

γ

)
, x ∈ Ωδ

δ1
(0 < δ < δ1 < δΩ),

where σ
.
= d(x) − δ and Ĉ1(·) .

= C1(·, ε, δ) : Ωδ1 → R are real functions yet to be determined as

well as the constant C0. We will be assumed that Ĉ1 ∈ W2,∞
(
Ωδ1

)
. Straightforward computations

yield

trace A(x)D2σ− q
m = σ−q

[
(q +m)q

m2
E(x)σ

q(m−1)−2m
m − q

m
trace A(x)D2d(x)σ

q(m−1)−m

m

]
,

trace A(x)D2Ĉ1(x)σ
− q

m
+γ = σ−q

[(
mγ − q

m

)(
m(γ − 1)− q

m

)
E(x)Ĉ1(x)σ

q(m−1)+m(γ−2)
m

+
mγ − q

m
F̂1(x)σ

q(m−1)+m(γ−1)
m + trace A(x)D2Ĉ1(x)σ

q(m−1)+mγ

m

]
,

where F̂1(x) = trace A(x)
(
Dd(x) ⊗ DĈ1(x) + DĈ1(x) ⊗ Dd(x)

)
+ Ĉ1(x)trace A(x)D2d(x) is a

bounded function. On the other hand, we may write

(
U(x))m = Cm

0 σ
−q

(
(1 + ε)m +mĈ1(x)σ

γ +
m(m− 1)

2
Ĉ1(x)

2σ2γξ(σ)m−2

)

for some ξ(σ) in between 1 and 1 + C1(x)σ
γ , determinating a bounded interval. Therefore,

lim
σց0

σ2γξ(σ)m−2 = 0.
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Let us choose

γ =
q(m− 1)− 2m

m
> 0 and

(q +m)q

m2
E(x) = mCm−1

0 Ĉ1(x). (5.30)

So that, the assumption (3.1) on the source f implies

−f(x) ≥ −d(x)−q(ℓu + ε) ≥ (ℓu + ε)σ−q,

hence

−trace A(·)D2U(x) +
(
U(x)

)m − f(x) ≥ σ−q

(
(1 + ε)mCm

0 − (ℓu + ε) +Q1(x, σ)

)
, x ∈ Ωδ

δ1
,

where

Q1(x, σ)
.
= − q

m
trace A(x)D2d(x)C0σ

q(m−1)−m

m

−
(
mγ − q

m

)(
m(γ − 1)− q

m

)
E(x)C0Ĉ1(x)σ

q(m−1)+m(γ−2)
m

−mγ − q

m
C0F̂1(x)σ

q(m−1)+m(γ−1)
m − C0trace A(x)D2Ĉ1(x)σ

q(m−1)+mγ

m

+
m(m− 1)

2
Ĉ1(x)

2σ
2γ+q(m−2)

m ξ(σ)m−2, x ∈ Ωδ
δ1
.

(5.31)

The above reasonings lead to

Theorem 5.2 (Second order term) Let us assume ∂Ω ∈ C4 and A(·) adequately smooth. Suppose
(1.3) and (1.4). Let

q >
2m

m− 1
and γ =

q(m− 1)− 2m

m
> 0, m > 1. (5.32)

For any solution of
−trace A(·)D2u+ um ≤ f in Ω

we have

lim sup
d(x)ց0

u∗(x)

d(x)−
q
m

(
1 + C1,u(x)d(x)γ

) ≤ ℓ
1
m
u , (5.33)

provided
lim sup
d(x)ց0

f(x)d(x)q ≤ ℓu (ℓu > 0),

where

C1,u(x) =
(q +m)q

m3
ℓ

m
m−1
u E(x). (5.34)

Analogously, for any nonnegative large solution of

−trace A(·)D2v + vm ≥ f in Ω

we have

lim inf
d(x)ց0

v∗(x)

d(x)−
q
m

(
1 + C1,d(x)d(x)γ

) ≥ ℓ
1
m

d , (5.35)

provided
lim sup
d(x)ց0

f(x)d(x)q ≥ ℓd > 0 (5.36)

and

C1,d(x) =
(q +m)q

m3
ℓ

m
m−1

d E(x).
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Proof. We only show the result relative to u∗. The proof for v∗ is analogous (see Theorem 3.1).
With the above notation one proves that the function Q1(x, σ) (see (5.31)) satisfies

lim
σց0

Q1(x, σ) = 0

uniformly in Ωδ
δ1
, for δ1 small enough. Then by choosing

C0 >
(ℓu + ε)

1
m

1 + ε

we deduce
−trace A(·)D2U(x) +

(
U(x)

)m ≥ f(x), x ∈ Ωδ
δ1
,

for δ1 small. As in the proof of Theorem 3.1 we deduce

lim sup
d(x)ր0

u∗(x)

d(x)−
q
m

(
1 + Ĉ1(x)d(x)γ

) ≤ C0,

whence letting C0 ց ℓ
1
m
u one concludes the proof. ✷

Remark 5.4 From Theorem 5.2 one deduces that for extra Keller-Osserman type growth of the
sources on the boundary the second order in the explosive boundary expansion of large solutions
is independent on the geometry whenever λ = Λ = 1, as it was obtained in [1]. ✷

Remark 5.5 Since

− q

m
+ γ =

q(m− 2)− 2m

m

we deduce that if
2m

m− 1
< q <

2m

m− 2
the second term of the expansion is explosive on the

boundary. If q =
2m

m− 2
> 0 the second term is bounded on the boundary while 0 <

2m

m− 2
< q

implies that these second term of the expansion vanishes on the boundary. ✷

6 Universal bounds

Here we adapt the proof of Lemma 1 and Theorem 1 of [13] (see also the pioneer work [36]) for
the solution of the equation

−trace A(x)D2u+ β(u) ≤ f in Ω ⊆ R
N

where β is a function satisfying (1.8) and (1.3) holds. Let us consider the decreasing function

Φ(t) =

∫ +∞

t

ds√
2G(s)

where G′(s) = β(s)

defined in Introduction (see (1.9)). We note that Φ(a) < +∞. For each couple of positive constants
A and B we consider the C2 convex function

Ψ(ζ)
.
=

1

A
Φ−1

(
B√
Λ
ζ

)
, 0 ≤ ζ < R,

where R <

√
Λ

B
Φ(a) (see (4.17)). Straightforward computations imply

Ψ′(ζ) = − B

A
√
Λ

√
2G
(
AΨ(ζ)

)
and Ψ′′(ζ) =

B2

AΛ
β
(
AΨ(ζ)

)
.
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Next, we define the C2 convex real function

W(x) = Ψ
(
ζ(x)

)
, ζ(x) = R2 − |x|2, |x| < R,

for which

W′′(x) = Ψζζ

(
ζ(x)

)(
ζ′(x)

)2
+Ψζ

(
ζ(x)

)
ζ′′(x)

= 4x2Ψζζ

(
ζ(x)

)
+ 2

B

A
√
Λ

√
2G
(
AΨ(ζ(x))

)

≤ 4R2 B
2

AΛ
β
(
Ψ(ζ(x))

)
+ 2

B

A
√
Λ

√
2AΨ

(
ζ(x)

)
β
(
Ψ
(
ζ(x)

))
, |x| < R.

On the other hand, if 0 < A < 1 the inequality

B√
Λ
R2 ≥ B√

Λ
ζ(x) ≥

∫ Ψ(ζ(x))

AΨ(ζ(x))

ds√
2G(s)

≥ (1 −A)Ψ
(
ζ(x)

)
√
2G
(
Ψ
(
ζ(x)

)) ≥ (1−A)Ψ
(
ζ(x)

)
√
2Ψ
(
ζ(x)

)
β
(
Ψ
(
ζ(x)

))

implies
√
2AΨ

(
ζ(x)

)
β
(
AΨ
(
ζ(x)

))
≤ 2ABR2

(1−A)

√
A

Λ
β
(
AΨ(ζ(x))

)
,

whence

ΛW′′(x) ≤ 4B2R2

(
1

A
+

1

(1−A)
√
A

)
β
(
W(x)

)
, |x| < R.

Denote

c(A)
.
=

1√
1

A
+

1

(1 −A)
√
A

, 0 < A < 1.

Since c(0) = c(1) = 0 the continuous function c(A) attains a positive maximum at some A∞ in the
interval (0, 1). Then for

B =
c(A∞)

2R2

one has

ΛW′′(x) ≤
(

2BR

c(A∞)

)2

β
(
W(x)

)
, |x| < R. (6.1)

Theorem 6.1 Assume (1.3) and (1.8). Then there exists two positive constants A∞ and B, satis-
fying (6.4) below, for which

u∗(x) ≤
N∑

i=1

Ψ
(
R2 − |xi|2

)
+ β−1

(
‖f‖QR(x0)

)
, x ∈ QR(x0) (6.2)

holds in any cube QR(x0) ⊂⊂ Ω, for any subsolution u of

−trace A(·)D2u+ β(u) ≤ f in Ω.

Proof. Assume with no loss of generality x0 = 0. The above reasoning proves that the function

W(x) =

N∑

i=1

Ψ
(
ζ(xi)

)
, ζ(xi) = R2 − |xi|2, |xi| < R,
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satisfies in the cube QR(0) the inequality

trace A(x)D2W(x) ≤ Λ

N∑

i=1

W′′(xi) ≤
(

2BR

c(A∞)

)2 N∑

i=1

β
(
Ψ(ζ(xi))

)
≤ N

(
2BR

c(A∞)

)2

β
(
W(x)

)
,

thus

− trace A(x)D2W(x) + β
(
W(x)

)
≥ 0, x ∈ QR(0), (6.3)

provided

N

(
2BR

c(A∞)

)2

= 1. (6.4)

Since W(x) = +∞, Remark 4.1 concludes the estimate. ✷

Remark 6.1 We emphasize that no uniform ellipticity assumption is required in the above proof.
On the other hand, the choice (6.4) is independent on the constant Λ. ✷

Remark 6.2 Relative to the equation

−ε∆uε − trace A(·)D2uε + β(uε) = f in Ω

with 0 < ε < 1, the estimate (4.18) follows from (6.2) by replacing Λ by Λ+ε in the definition (4.17)
of the function Φ(ζ). The estimate (4.21) also follows from (6.2) by replacing Λ by Λ + 1. Indeed
(6.3) becomes

(ε+ Λ)W′′(x) ≤ (1 + Λ)W′′(x) ≤
(

2BR

c(A∞)

)2

β
(
W(x)

)
, |x| < R,

whence one deduces

−ε∆W(x)− trace A(x)D2W(x) + β
(
W(x)

)
≥ 0, x ∈ QR(0).

✷

7 Strong Maximum Principle without coercivity term

Here we group some results used in above reasoning. So, in the proof of Theorem 2.2 we require a
version of Weak Maximum Principle without coercivity term.

Theorem 7.1 (Weak Maximum Principle without coercivity term (I)) Assume (4.12). Let u be
a discontinuous subsolution of

−trace A(·)D2u = f, x ∈ Ω

where f is a uniformly continuous function and v be a discontinuous supersolution of

−trace A(·)D2v = g, x ∈ Ω

where g is a continuous function. Then

u∗(x)− v∗(x) ≤ sup
∂Ω

(u∗ − v∗) +
CΩ

2λA
‖(f − g)+‖L∞

, x ∈ Ω,

where CΩ = max
x∈Ω

|x|2. See the Introduction for the positive constant λA.
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Proof. It is clear that the smooth function W(x) = −|x|2, x ∈ Ω, satisfies

−trace A(x)D2W(x) ≥ 2λA, x ∈ Ω.

So, for any positive constant a we have

−trace A(·)D2(v∗ + aW) ≥ g + 2aλA, x ∈ Ω.

Arguing on an eventual interior maximum of u∗−(v∗+aW) at some x0 ∈ Ω, as in the Theorem 4.1,
we get

0 ≤ ω
(
α|xα − yα|2

)
+ ωf

(
|xα − yα|

)
+ f(yα)− g(yα)− 2aλA

(see (4.13)). Then by letting α ր ∞ one derives the contradiction

0 ≤ f(x0)− g(x0)− 2aλA < 0

provided a =
‖(f − g)+‖∞

2λA
+ ε with ε > 0. So that, we have obtained the inequality

(
u∗−v∗

)
(x) ≤

(
u∗−v∗−aW

)
(x) ≤ sup

∂Ω

(
u∗−v∗−aW

)
≤ sup

∂Ω
(u∗−v∗)+

(‖(f − g)+‖∞
2λA

+ ε

)
CΩ,

for x ∈ Ω. The result follows sending εց 0. ✷

Next we detail the application of certain results and reasonings of [6] in what follows. The
classical device by E. Hopf (see [20]) enables us to obtain a Strong Maximum Principle as follows.
It was used in the proof of Theorem 4.4.

Lemma 7.1 (Hopf Lemma) Assume (4.12) and (1.7). Let u be a discontinuous subsolution of

−trace A(·)D2u = f, x ∈ Ω

and v be a discontinuous supersolution of

−trace A(·)D2v = f, x ∈ Ω

where f is a uniformly continuous function. Suppose that Ω is an open set such that there exists
x0 ∈ ∂Ω for which

BR(y) ⊂ Ω and ∂BR(y) ∩ ∂Ω = {x0} (interior sphere condition at x0 ∈ ∂Ω)

and (
u∗ − v∗

)
(x) ≤

(
u∗ − v∗

)
(x0), x ∈ BR(y)

hold. Then

lim inf
x→x0

(
u∗ − v∗

)
(x0)−

(
u∗ − v∗

)
(x)

|x− x0|
> 0.

Proof. The smooth and positive function

W(x) = e−α|x−y|2 − e−αR2

, x ∈ BR(y) ⊂ Ω

satisfies DW(x) = −2αe−α|x−y|2(x− y) whence





αRe−αR2 ≤ |DW(x)| = 2αe−α|x−y|2|x− y| ≤ 2Rαe−αR2

4 ,

D2W(x) = −2αe−α|x−y|2I + 4α2e−α|x−y|2
(
x− y

)
⊗
(
x− y

)

≥ − 2

R
|DW(x)|I + αR

DW(x) ⊗DW(x)

|DW(x)|

x ∈ BR(y) \BR
2
(y).
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Then from (1.7) we have

trace A(x)D2W(x) ≥ 0, x ∈ BR(y) \BR
2
(y),

for some provided α. Therefore

−trace A(·)D2(u∗ + εW) ≤ f in BR(y) \BR
2
(y),

for any ε > 0. Moreover

(u∗ − v∗ + εW)(x) ≤ (u∗ − v∗)(x0), x ∈ ∂BR
2
(y)

if

ε =
(u∗ − v∗)(x0)− supx∈∂BR

2
(y)(u

∗ − v∗)(x)

e−αR2

4 − e−αR2
> 0.

So that, the Weak Maximum Principle (Theorem 7.1) applied to the set BR(y) \BR
2
(y) leads to

(u∗ − v∗)(x0)− (u∗ − v∗)(x) ≥ W(x), BR(y) \BR
2
(y).

Sinces W(x0) = 0 one concludes

lim inf
x→x0

(u∗ − v∗)(x0)− (u∗ − v∗)(x)

|x− x0|
≥ ε〈DW(x0),n(R)〉 = εαe−αR2

> 0, (7.1)

where n(R) is the outer normal vector to ∂Ω at x0. ✷

Remark 7.1 In fact, straightforward computations show that there exists δ > 0 for which

lim inf
x→x0

∠(x0−x,n(R))< π
2

−δ

(
u∗ − v∗

)
(x0)−

(
u∗ − v∗

)
(x)

|x− x0|
> 0.

✷

Remark 7.2 Even in the broader case in which α is large enough, assumption (1.7) is more restric-
tive to (1.3). ✷

Theorem 7.2 (Strong Maximum Principle without coercivity term) Assume (1.6) and (1.7). Let
u be a discontinuous subsolution of

−trace A(·)D2u = 0, x ∈ Ω

and v be a discontinuous supersolution of

−trace A(·)D2v = 0, x ∈ Ω,

Then if u∗ − v∗ achieves its maximum in the interior of Ω, then u∗ − v∗ is constant in Ω.

Before the proof of Theorem 7.2 we collect some useful results. First we recall a property of
any convex function, ψ, defined in O: it attains a local maximum at z0 ∈ O then Dψ(z0) = 0.
More precisely

Lemma 7.2 (DM) Let ψ be a function achieving a local maximum at some z0 ∈ O. Assume that

there exists a function ψ̂ defined in O such that ψ̂(z0) = 0, Ψ = ψ + ψ̂ is convex on O and

ψ̂(x) ≤ K|x− z0|2, x ∈ O with |x− z0| small,

for some constant K > 0. Then the function ψ is differentiable at z0 and Dψ(z0) = 0.
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Proof. By simplicity we can take z0 = 0 ∈ O. By applying the Convex Separation Theorem
there exists p ∈ R

N such that

Ψ(x) ≥ Ψ(0) + 〈p, x〉 = ψ(0) + 〈p, x〉, x ∈ O, with |x| small.

Then we have
ψ(x) = Ψ(x)− ψ̂(x) ≥ ψ(0) + 〈p, x〉 −K|x|2

≥ ψ(x) + 〈p, x〉 −K|x|2, x ∈ O with |x| small
(7.2)

whence
〈p, x〉 ≤ K|x|2, x ∈ O with |x| small.

For τ > 0 small enough we can choose x = τp ∈ O and τK < 1, for which

τ |p|2 ≤ Kτ2|p|2.

Therefore p = 0. Finally, (7.2) leads to

0 ≥ ψ(x) − ψ(0) ≥ −K|x|2, x ∈ O with |x| small,

and the result follows. ✷

Remark 7.3 As it was pointed out the result is immediate if ψ is convex for which we can choose
ψ̂ ≡ 0. ✷

As is in the uniform ellipticity case, the proof of Theorem 7.2 rests on a contradiction generated
on the differentiability at a local interior maximum. It is more direct whenever (DM) property
holds. We make it by regularizing u∗ and v∗ by sup- and inf- convolution

uε(x)
.
= sup

y∈Ω

{
u∗(y)− |y − x|2

2ε2

}
and vε(x)

.
= inf

y∈Ω

{
v∗(y) +

|y − x|2
2ε2

}
.

By construction, uε and vε are semiconvex and semiconcave function, respectively, in a slightly
smaller domain (still denote by Ω in the sequel for simplicity) where we argue. Moreover, the
magical properties of the regularization implies that they are sub and supersolution of

−trace A(·)D2u = 0, x ∈ Ω.

respectively (see [11]). In fact, each of them satisfies the Strong Maximum Principle as follows
from

Corollary 7.1 Assume (1.7). Let w be a subsolution (respectively supersolution) of

−trace A(·)D2u = 0, x ∈ Ω.

Assume that w achieves a local maximum (resp. a local minimum) at z0 ∈ Ω then w is constant
in a neighborhood of z0.

Proof. For simplicity we only treat the case of a subsolution. First of all

wε(z0) ≥ w∗(z0) ≥ u∗(y)− |y − x|2
2ε2

for all y, x

implies wε(z0) ≥ wε(x), thus wε also attains a maximum at z0. By means of geometrical construc-
tion we may assume that z0 ∈ ∂B for an adequate ball B ⊂ Ω. The reasoning of the proof of
Lemma 7.1 applied to wε derives the contradiction

0 6= Dwε(z0) = 0.

So that, wε must be constant in a ball B(z0). Then denoting x̂ the point such that

wε(x) = w∗(x̂)− |x̂− x|2
2ε2
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we have

w∗(x̂)− |x̂− x|2
2ε2

= wε(x) = wε(z0) = w∗(z0) ≥ w∗(x̂), x ∈ B(z0).

Therefore x̂ = x and w∗(z0) = w∗(x), x ∈ B(z0). ✷

Sketch of Proof of Theorem 7.2 Let us assume

max
Ω

(u∗ − v∗) = (u∗ − v∗)(x0) > 0

at some x0 ∈ Ω. Regularizing u∗ and v∗ by sup- and inf-convolution respectively we may assume

M(0)
.
= max

Ω
(uε − vε) = (uε − vε)(x0) > 0

for ε > 0 small enough. Next, we introduce

M(h)
.
= max

x∈Ω|h|

(
uε(x+ h)− vε(x)

)
= uε(xh + h)− vε(xh) > 0, (7.3)

for some xh ∈ Ω|h|
.
= {x ∈ Ω : d(x) > |h|}. If |h| is small enough we can assume x0 ∈ Ω|h|.

Notice that M(h) is convex in a neighborhood of 0 ∈ R
N due to it is the maximum over a family

of semiconvex functions.
From the property (DM) (see Lemma 7.2) the function uε(·+ h)− vε(·) is differentiable at xh

and
Duε(xh + h) = Dvε(xh).

We assume the key stone
Dvε(xh) = 0 (7.4)

proved by the sharp reasonings of the points 4,5 and 6 of the proof of Theorem 1 of [6] (see
Lemma 7.3 below). Since Duε(xh + h) = Dvε(xh) = 0 for any h′ in a neighborhood of h we have

M(h′) ≥ uε(xh + h′)− vε(xh) ≥ uε(xh + h)− vε(xh)− C|h− bh′|2

whence
M(h′) ≥ M(h)− C|h− h′|2.

Therefore 0 ∈ ∂M(h) (the subdifferential of M at h) for any h in a neighborhood of 0 in which
M(h) must be constant. So that

uε(x0)− vε(x0) = M(0) = M(h) ≥ uε(x0 + h)− vε(x0)

implies that x0 is also a point of local maximum for uε.
Finally, from Corollary 7.1 the function uε is constant in a neighborhood of x0 in which

vε(x) = vε(x) − uε(x) + uε(x) ≥ vε(x0)− uε(x0) + uε(x) = vε(x0).

Since x0 is a point of local minimum, the function vε is constant in a neighborhood of x0 (see again
Corollary 7.1) and consequently uε − vε is constant in a neighborhood of x0. ✷

A direct consequence of Theorem 7.2 is a version of Theorem 7.1.

Theorem 7.3 (Weak Maximum Principle without coercivity term (II)) Assume (1.6) and (1.7).
Let u be a discontinuous subsolution of

−trace A(·)D2u = 0, x ∈ Ω

and v be a discontinuous supersolution of

−trace A(·)D2v = 0, x ∈ Ω.

Then
u∗(x) − v∗(x) ≤ sup

∂Ω
(u∗ − v∗), x ∈ Ω.
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Proof. First of all, with no loss of generality we may assume sup∂Ω (u∗ − v∗) ≤ 0 by replacing
v∗ by v∗ + sup∂Ω (u∗ − v∗). So that we will prove that a condition as

max
Ω

(u∗ − v∗) > 0

contradicts the fact u∗ − v∗ ≤ 0 on ∂Ω. As in the proof of Theorem 7.2 it is enough to work with
the approximations uε and v

ε and to argue in a slightly smaller domain, also denote by Ω, in which

M(0) = max
Ω

(uε − vε) > 0

and uε − vε < 0 on ∂Ω. From the consequence of Theorem 7.2 we deduce that M(0) is achieved
in an open set that by construction it is also closed. So that M(0) > 0 is achieved on the whole Ω
that contradicts the fact u∗ − v∗ ≤ 0 on ∂Ω. ✷

Lemma 7.3 Assumed (1.6) the function vε defined in the proof of Theorem 7.2 safisfies (7.4)

Proof. The lack of a coercive term can be supplied by means of a kind of Kruzkov change of
variable (see [6] or [7]). More precisely, let u ∈ C2 and define

U = ψ(u)

where ψ is a smooth function close to the identity map. Since

Du = ϕ′(U)DU and D2u = ϕ′(U)D2U+ ϕ′′(U)DU⊗ DU, (7.5)

for ϕ = ψ−1, the classical equation

−trace A(x)D2u(x) = 0, x ∈ Ω

becomes
−trace Âϕ

(
x,U(x),DU(x),D2U(x)

)
= 0, x ∈ Ω,

where

Âϕ(x, t,q,Y)
.
=

1

ϕ′(t)
A(x)X = A(x)

(
Y+

ϕ′′(t)

ϕ′(t)
q⊗ q

)
, (x, t,q,Y) ∈ Ω×R×R

N × SN
+ . (7.6)

From (7.5) we note that the new variable q correspond with the old one p = ϕ′(t)q. Then,

∂

∂t
Âϕ(x, t,q,Y) =

(
ϕ′′(t)

ϕ′(t)

)′

A(x)q ⊗ q

∣∣∣∣
q= 1

ϕ′(t)
p

=

(
ϕ′′′(t)

(ϕ′(t))3
− (ϕ′′(t))2

(ϕ′(t))4

)
A(x)p ⊗ p.

As in [6] an adequate approximation of the identity map can be constructed by means of the

relationship given by ω(t) =

(
ϕ′′
η

(
ψη(t)

)

ϕ′
(
ψη(t)

)
)′

with ω(t)
.
= exp

(
−η−1

(
t+ η−1

))
that implies

∂

∂t
trace Âϕ(x, t,q,Y) = ω′(t)trace A(x)p ⊗ p < ω′(t)λ(δ) < 0 (7.7)

provided p 6= 0. This choice gives

ϕ′
η(t) = exp

(∫ t

0

ω(s)ds

)

that satisfies ϕη(t) → t, ϕ′
η(t) → 1 and ϕ′′

η(t) → 0 locally uniformly in R as η → 0.
So that, we return to the proof of Theorem 7.2. Let us introduce the functions

Uε,η = ψη

(
uε
)

and Vε,η = ψη

(
vε
)
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sub and supersolution, respectively, of

−trace Âη(x,U,DU,D2U) = 0 in Ω,

where Âη is defined by replacing ϕ by ϕη in (7.6) (see [11] for viscosity solution after change of
variables).
Les us assume that there exists a sequence {hn}n → 0 such that

Duε(xhn
+ hn) = Dvε(xhn

) 6= 0, (7.8)

where xhn
is the maximum point introduced in (7.3). The convexity properties of uε and v

ε enable
us to use the partial continuity of the gradient (PCG) and to prove

|Duε(xhn
+ hn)| = |Dvε(xhn

)| ≥ c(n) > 0 (7.9)

for some constant c(n). On the other hand, by construction the function Uε,η(· + hn) − Vε,η(·)
achives a positive maximum point at some xη ∈ Ω, for η small enough. Using (PCG) we have

|DUε,η(xη + hn)| = |DVε,η(xη)|.

Extracting a subsequence ηk → 0 such that xηk
→ x, a maximum point of uε(· + hn) − vε(·) for

which (7.9) implies

|DUε,η(x+ hn)| = |DVε,η(x)| ≥ c(n)

2
> 0

for η small enough. By means of a sharp argument one proves in the point 6 of the proof of

Theorem 1 of [6] that DVε,η(z) → p̂ ∈ R
N, |p̂| > c(n)

4
> 0 and D2Vε,η(z) → X̂ ∈ SN

+ where

z is a maximum point of a suitable approximation of Uε,η(· + hn) − Vε,η(·) such that z → xη.
Moreover, since Uε,η = ψη

(
uε
)
and Vε,η = ψη

(
vε
)
are sub and supersolution, taking limit in these

approximation one proves in [6]

−trace Â
(
xε,Uε,η(xη + hn), p̂, X̂

)
≤ 0 ≤ −trace Â

(
xε,V

ε,η(xη), p̂, X̂
)
,

whence (7.7) leads to the contradiction

trace Â
(
xε,Uε,η(xη + hn), p̂, X̂

)
> trace Â

(
xε,Uε,η(xη + hn), p̂, X̂

)
. (7.10)

✷

Remark 7.4 Notice that (7.10) is deduced from (7.7) that requires p̂ 6= 0. It is proved from the
contradiction assumption (7.8). ✷
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