
Modelling noise in global Mølmer-Sørensen interactions applied to quantum
approximate optimization

Phillip C. Lotshaw,1, ∗ Kevin D. Battles,2 Bryan Gard,2 Gilles

Buchs,1, 3 Travis S. Humble,1, 3 and Creston D. Herold2, †

1Quantum Information Science Section, Oak Ridge National Laboratory, Oak Ridge, TN 37381, USA‡

2Georgia Tech Research Institute, Atlanta, GA 30332, USA
3Quantum Science Center, Oak Ridge National Laboratory, Oak Ridge, TN 37381, USA

(Dated: November 9, 2023)

Many-qubit Mølmer-Sørensen (MS) interactions applied to trapped ions offer unique capabilities
for quantum information processing, with applications including quantum simulation and the quan-
tum approximate optimization algorithm (QAOA). Here, we develop a physical model to describe
many-qubit MS interactions under four sources of experimental noise: vibrational mode frequency
fluctuations, laser power fluctuations, thermal initial vibrational states, and state preparation and
measurement errors. The model parameterizes these errors from simple experimental measurements,
without free parameters. We validate the model in comparison with experiments that implement se-
quences of MS interactions on two 171Yb+ ions. The model shows reasonable agreement after several
MS interactions as quantified by the reduced chi-squared statistic χ2

red ≈ 2. As an application we
examine MaxCut QAOA experiments on three and six ions. The experimental performance is quan-
tified by approximation ratios that are 91% and 83% of the optimal theoretical values. Our model
predicts 0.93+0.03

−0.02 and 0.95+0.04
−0.03, respectively, with disagreement in the latter value attributable to

secondary noise sources beyond those considered in our analysis. With realistic experimental im-
provements to reduce measurement error and radial trap frequency variations the model achieves
approximation ratios that are 99% of the optimal. Incorporating these improvements into future
experiments is expected to reveal new aspects of noise for future modeling and experimental im-
provements.

I. INTRODUCTION

Collections of trapped atomic ions have been used
for analog quantum simulation of equilibrium properties
and non-equilibrium dynamics of spin models for nearly
twenty years [1]. They are also a leading candidate for
the development of fault-tolerant quantum computers [2]
and have been used to demonstrate the lowest two-qubit
gate error to date [3]. Entangling operations remain
the largest source of error, and characterizing the causes
of these errors is key to performing larger and deeper
quantum simulations and computations in the near term.
Most prior research has focused on characterizing errors
in two-qubit gates which generate maximally entangled
Bell states. A common method for generating this en-
tanglement is the Mølmer-Sørensen (MS) interaction [4],
which entangles the spin state of ions through their col-
lective normal modes of motion. Previous studies have
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examined two-qubit MS interaction errors due to thermal
vibrational states of the ions [5], residual spin-motion en-
tanglement [6], motional errors [7], laser coherence [8],
and fast local oscillator noise [9].

Recently, variational approaches with classically opti-
mized control parameters have been used to expand what
can be simulated with both analog [10] and digital [11]
quantum hardware. Replacing fixed two-qubit “digital”
gates with continuously-variable many-qubit “analog” in-
teractions expands the range of simulations and compu-
tations that can be performed with low-depth circuits
[12, 13]. One application is the quantum approximate op-
timization algorithm (QAOA) [14], which is often viewed
as a leading candidate algorithm for near-term quantum
computers [15]. QAOA has been a topic of contemporary
research including experiments [16–18], theory [19–23],
and simulations [24–26], with applications ranging from
combinatorial optimization to quantum simulation [27–
29]. In digital approaches to QAOA, it is expected that
two-qubit gate error rates of 10−5 − 10−6 will be neces-
sary for quantum advantage [30–33], while a recent pro-
posal for QAOA with many-qubit MS interactions uses
far shallower circuits in certain contexts [34], potentially
avoiding the digital limitations.

In this work, we develop a detailed simulation model
for many-qubit MS interactions to understand noise that
is present in analog experiments. Prior error model-
ing has focused largely on two-qubit gates [5–9] as well
as noise and control in dynamics of many trapped ions
[35, 36]. Here, we numerically simulate analog control
of the MS interaction on up to six ions. We show that
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our global MS interaction model, with parameters de-
termined from simple experimental observations, effec-
tively reproduces the experimental dynamics. As an ap-
plication of the theory, we model QAOA experiments us-
ing an analog compilation scheme and reproduce their
performance as a function of the experimental parame-
ters. This demonstrates success of the model in describ-
ing composite circuits containing MS interactions. Ulti-
mately, we arrive at an understanding of the performance
of our trapped-ion system, validated in multiple contexts.

Using the model, we predict that reducing two dom-
inant errors—measurement error and vibrational mode
frequency fluctuation—by a realistic factor of ten would
improve QAOA performance by eliminating > 99% of the
error we model. Our work complements a previous sim-
ulation analysis of noise, described in the supplementary
information to Ref. [16], for a 12-ion instance of QAOA
targeting the center-of-mass (COM) mode. In contrast
with this previous work, we construct and validate our
model in the context of multiple MS gates applied in iso-
lation, and compare the influence of each noise source
to the experimental behavior. We then extend this to
QAOA instances targeting non-COM vibrational modes,
with non-uniform couplings corresponding to instances
of the weighted MaxCut problem with positive and neg-
ative edge weights. In total, we develop a satisfactory
link between experimentally observed noise parameters,
performance of the MS interaction in isolation, and algo-
rithm performance under noisy MS operations.

In Section II, we summarize background theory of the
MS interaction. We develop our approaches to model-
ing known noise sources and validate the model through
comparison with experiments on two-ion chains in Sec-
tion III. In Section IV, we apply our error model to Max-
Cut QAOA performed with up to six ions, and the im-
plications of this work are discussed in Section V with
future applications suggested in Section VI.

II. BACKGROUND

A. Global Mølmer-Sørensen interaction

In this section we describe our model for noise in
globally-entangling Mølmer-Sørensen (MS) interactions.
In contrast to an “MS gate,” which is a fixed digital
operation that generates a two-qubit Bell state, here
we refer to “global MS interactions” to emphasize that
we are considering many-qubit analog operations, which
may produce a continuum of states depending on the
control parameters. The MS interaction uses electron-
phonon coupling to generate entanglement between elec-
trons, where the phonons are ideally disentangled from
the electrons at the end of a well-controlled interaction.
To treat the interaction exactly, we consider a tensor
product basis of electronic and vibrational states. We
use lower-case indices to refer to single-ion electronic
states |zi⟩ ∈ {|0i⟩, |1i⟩} and single harmonic oscillator

Re( )

Im( )

|+ +⟩|− −⟩

FIG. 1. Schematic vibrational displacement of the COM
mode for a single MS interaction applied to two ions. The
vibrational displacements trace loops in phase space that de-
pend on the electronic states | + +⟩ and | − −⟩. At certain
times each displacement returns to the origin, leaving an ion-
ion entangling gate.

normal vibrational modes of the ions in the Fock ba-
sis |νm⟩, while using capital indices to denote joint elec-

tronic states |zI⟩ =
⊗n−1

i=0 |zi⟩ and joint vibrational states

|νM ⟩ =
⊗n−1

m=0 |νm⟩ of n trapped ions.
We focus on trapped ion dynamics with globally-

illuminating Mølmer-Sørensen operations that entangle
all ions. In our setup, the MS interaction acts on the
joint state of electronic and vibrational states of the ions
with the propagator [37, 38]

UMS(t) = e−i
∑

i<j χi,j(t)XiXj

n−1∏
m=0

Dm

(
n−1∑
i=0

αi,m(t)Xi

)
.

(1)
Here i and j indices refer to electronic basis states,
αi,m(t)Xi is a component of the displacement of mode m
which depends on the electronic state through Xi, and
the spin-dependent geometric phase χi,j(t)XiXj is accu-
mulated during these displacements, see Appendix A for
details.

The displacement operators Dm (
∑

i αi,m(t)Xi) =

e(
∑

i αi,m(t)Xi)a†
m−(

∑
i αi,m(t)Xi)

∗
am generate coherent

states of the vibrational modes that are driven along
“loops” in phase space through time-dependent dis-
placements that depend on the electronic state (Fig. 1).
When each mode returns approximately to the origin,
then

∏
mDm ≈ 1 and the MS interaction reduces to a

globally-entangling interaction on the electronic levels
only. At long times (described in Appendix A), this
approximately matches evolution e−iHt under an Ising
Hamiltonian H =

∑
i<j Ji,jXiXj with [37]

Ji,j = Ω2
∑
m

ηi,mηj,m
µ2 − ω2

m

ωm, (2)

where Ω is the Raman Rabi rate (assumed constant for all
ions due to uniform global illumination), ηi,m are Lamb-
Dicke parameters, µ is the bichromatic detuning with
respect to qubit resonance, and ωm is the frequency of
vibrational mode m. In this work the MS interaction is
detuned close to a single “target” mode mt, with detun-
ing |µ − ωmt

| ≪ ωmt
. The Ji,j coupling parameters are
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largely determined by the target mode, since the sum-
mands in Eq. (2) scale as ωm/(µ− ωm) for each mode.
The global MS interaction has been used to generate

Ising evolution in previous works focused on Hamilto-
nian simulation [1] and the quantum approximate opti-
mization algorithm [16], where the MS interaction was
detuned outside the center-of-mass mode leading to a
power law decay of Ising interactions with distance be-
tween ions. In contrast, in our experiments we tune the
MS detuning close to a targeted mode in the middle of
the mode spectrum leading to both positive and negative
Ji,j .

To understand errors arising from MS interactions un-
der realistic sources of experimental noise, we consider
generic interaction times at which undesired spin-motion
entanglement persists, and the motional states of the ions
do not return to the origin in Fig. 1. We begin with an
initial state |ΨI,M ⟩ = |ψI⟩|0M ⟩ that is a separable state
of the ground vibrational modes |0M ⟩ and a generic state
of the electronic levels |ψI⟩ =

∑
xI
cxI

|xI⟩ expressed in

the n-ion Pauli-X eigenbasis {|xI⟩} = {
⊗n−1

i=0 |xi⟩}. The
total state |ΨI,M ⟩ evolves under the MS interaction to

UMS(t)|ΨI,M ⟩ =
∑
xI

cxI
e−iχ(t,xI)|xI⟩|αM (t, xI)⟩, (3)

where e−iχ(t,xI) is the geometric phase for |xI⟩, with
χ(t, xI) = ⟨xI |

∑
i,j χi,j(t)XiXj |xI⟩, and |αM (t, xI)⟩ =⊗n−1

m=0 |αm(t, xI)⟩ is a product of vibrational mode coher-
ent states entangled with the electronic state |xI⟩. The
electronic qubit states alone are described by the reduced
density operator [39]

ρI =
∑
xI ,x′

I

|xI⟩cxI
c∗x′

I
e−i(χ(t,xI)−χ(t,x′

I))ϵM (t, xI , x
′
I)⟨x′I |

(4)

where ϵM (t, xI , x
′
I) =

∏n−1
m=0⟨αm(t, x′I)|αm(t, xI)⟩ quan-

tifies decoherence from ion-vibration entanglement.
When all vibrational modes return to the origin, then
ϵM (t, xI , x

′
I) = 1 and ρI is a pure electronic state, but if a

vibrational mode remains excited, then |ϵM (t, xI , x
′
I)| <

1 and ρI is a mixed reduced state due to residual ion-
vibration entanglement.

B. Trapped-ion experiments

We validate our MS interaction noise model with ex-
periments on up to six 171Yb+ ions. Our implementa-
tion of the MS interaction is shown in Figure 2. The
ions are trapped above a GTRI-Honeywell ball-grid ar-
ray surface-electrode ion trap [40]. The qubits are en-
coded in the hyperfine ground “clock” states |0⟩ ≡
2S1/2 |F = 0,mF = 0⟩ and |1⟩ ≡ |F = 1,mF = 0⟩, and
state preparation and readout follow Ref. [41]. The ex-
perimental apparatus is similar to that described in [42],
except for one important difference: a pair of wide global
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FIG. 2. Schematic of the experimental setup for the MS
interaction. (a) Top view of the ion trap [40] showcasing the
wide global 355-nm Raman beams with optical frequencies
ω1, ω2 + µ (red sideband excitations), and ω2 − µ (blue side-
band), with µ the Raman detuning with respect to the spin
resonance frequency ω0. (b) Energy level diagram of a sin-
gle 171Yb+ ion and phonon levels of the targeted radial vi-
brational mode. (c) Sketch of a three-ion chain showing the
“zig-zag” vibrational mode, as targeted in the experiment of
Fig. 4. Individual noise sources are pictured: Fluctuations in
the vibrational mode ∆ωmt in (c), while laser power fluctua-
tions change the Raman Rabi rate ∆Ω in (a).

355-nm Raman beams intersecting at 90 degrees uni-
formly illuminates all ions and drives the MS interaction
on the radial modes parallel to the trap surface (Fig-
ure 2(a)). The center-of-mass mode in the axial direction
has a frequency of approximately 2π × 0.5 MHz lead-
ing to ion separations of 4 − 6 µm. Figure 2(c) depicts
the lowest energy radial mode (often called the“zig-zag”
mode as every ion moves in the opposite direction from
its neighbors) of a three-ion chain. Readout is performed
by imaging each ion onto a separate element of a mul-
tichannel photomultiplier tube (PMT). More details on
the basic approach can be found in Ref. [1].

Further details of the observed mode frequencies, de-
tunings, and additional experimental controls for QAOA
are given in Appendix B. The Raman Rabi rates Ω in
these experiments are inferred following the procedures
of Appendix C.
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III. NOISE CHARACTERIZATION AND
MODELING

In this section we develop a noise model that accounts
for experimental observations of two-ion dynamics under
sequences of MS interactions. We probe experimental
dynamics for two ions by applying sequences of MS gates
with short 1 µs time gaps between successive applica-
tions. The experiment was calibrated to produce a Bell
state after a single MS application, while multiple appli-
cations of this interaction should closely reproduce con-
tinuous time behavior. For comparison with each source
of noise, the same experimental results with two ions are
shown as crosses in each panel of Fig. 3. The observed
experimental populations of |00⟩ and |11⟩ decay at long
times, while populations in |01⟩ and |10⟩ appear to satu-
rate to approximately steady non-zero values.

A. Ideal behavior and error bars

When applied to the |00⟩ state, the ideal continuous-
time evolution of the MS interaction produces approx-
imately sinusoidal oscillation between the |00⟩ and |11⟩
states as shown in the solid curves in Fig. 3(a). Devia-
tions from sinusoidal behavior, and populations in |01⟩
and |10⟩, are both due to ion-vibration coupling in the
displacement operators Dm which produce fast oscilla-
tions with period tloop = 2π/|µ − ωmt |. When t/tloop is
an integer, the targeted vibrational mode has returned
to the origin in phase space, and the evolution is close
to the ideal X0X1 with negligible entanglement to the
motional modes.

Throughout this paper we quantify the expected sam-
pling error using the standard error of the mean, com-
puted from the simulated density operator ρI (Eq. (4))
for the number of shots S used in the experiments (see
Appendix D for details). Thus, we compare the experi-
mentally determined mean probabilities against the mean
± standard error of the simulation results, shown by col-
ored bands in Figs. 3−5, as an alternative to comparing
mean simulation results against the experimental mean
± an estimated experimental sampling error. If the ex-
periment is consistent with the theory, then the statistics
from the experiment should be consistent with statisti-
cal expectations from the theory, and this is quantified
by standard error of the mean from ρI . The decay-
ing experimental data points (crosses) in Fig. 3(a) are
not consistent with the finite sampling errors expected
from these noiseless simulations, so we consider addi-
tional noise sources below.

We model the effect of individual noise sources (plotted
independently in Fig. 3(b)-(e)), which are known from
the experiment and described in the following subsec-
tions. When combined, these sources of noise yield a final
composite model that matches experimental observations
in Fig. 3(f). Note we do not fit parameters against re-
sults in Fig. 3 to parameterize our model. Instead, we

characterize noise in independent experimental measure-
ments and use the observed measurements to define our
noise model. This direct approach allows us to clearly
assess whether our understanding of experimental noise
sources, as measured in independent experiments, suffices
to explain the observed MS dynamics.

B. Vibrational mode frequency fluctuations

Instability in the vibrational mode frequencies leads
to variations in the displacements αi,m and the geomet-
ric phases χi,j in the MS interaction (see Eq. (2) and
Appendix A). Repeated measurements of the vibrational
mode frequencies show that the mode frequencies are un-
stable at the 200 ppm level. For context, active stabiliza-
tion of the rf trap potential has produced better than 10
ppm stability [43].
We model fluctuations in the target mode frequency as

random Gaussian variates ∆ωmt , such that for each shot
ωmt → ωmt +∆ωmt with probability density p(∆ωmt) =
(2πσ2)−1/2 exp(−∆ω2

mt
/2σ2). A similar type of model

for how such errors influence χi,j has been considered
in analytical bounds for precision errors in QAOA [44],
though that work did not consider the vibrational-mode
quantum states as we do here. We model the expected ion
reduced density operator for an ensemble of experiments
each with a distinct static random fluctuation ∆ωmt

in
the target mode mt as [39]

ρI =
1

N

∫ 3σ

−3σ

d(∆ωmt
)p(∆ωmt

)ρI(∆ωmt
), (5)

where σ = 2π × 0.3 kHz is the standard deviation ob-
served in repeated measurements of the target mode fre-
quency over tens of minutes. We evaluate the integral nu-
merically as a Riemann sum over 1000 evenly spaced in-
tervals. The finite bounds for the integration of [−3σ, 3σ]
include 99.73% of the probability density of a true Gaus-
sian on (−∞,∞); we normalize our final state through
N to account for the discrepancy. Drifts in the mean vi-
brational frequencies also affect performance, though we
do not include this in the present work.
Figure 3(b) shows dynamics with fluctuations in the

frequency ωmt of the target mode. A fluctuation ωmt →
ωmt + ∆ωmt changes the true loop time from the value
tloop = 2π/|µ − ωmt | assumed in the experiments; the
rate of oscillations will increase or decrease depending
on the sign of ∆ωmt . In our model we are integrating
over varying fluctuations, corresponding to an average
over experimental preparations and measurements with
different fluctuations. The average over these varying
rates of evolution causes a decay in the oscillations be-
tween |00⟩ and |11⟩, which becomes more pronounced at
longer times, where the evolutions under different fluc-
tuations become further out of phase. This also causes
the populations in |01⟩ and |10⟩ to approach steady val-
ues consistent with averages over their small-oscillation
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FIG. 3. Modeling MS sequences on two ions. The experimental data (crosses) with S = 200 shots are the same in each
panel. The theory (lines) show (a) the ideal dynamics. Subsequent panels show dynamics under individual noise sources: (b)
fluctuations in the target mode frequency, (c) fluctuations in laser power, (d) thermal occupation of the vibrational modes,
(e) SPAM error. In (f) we combine all sources of noise together; agreement with experiment is quantified by the reduced
chi-squared statistic χ2

red = 2.11 (not to be confused with the MS coupling χi,j). Note that the |01⟩ trace is always identical to
the |10⟩ trace.

amplitudes. The mode frequency noise captures much of
the discrepancy between ideal evolution and experiment,
however, it does not yield quantitative agreement. For
this, we consider further relevant noise sources.

C. Laser power fluctuations

Fluctuations in the laser power Pj of the two Raman
beams that drive the MS interaction lead to fluctuations
of the Rabi rate Ω, which is proportional to

√
P1P2. We

model fluctuations in Ω using a similar methodology to
the treatment of errors in the mode frequencies. We con-
sider an ensemble of model realizations with a Gaussian
probability distribution of static errors ∆Ω for each shot
and numerically integrate the reduced density operator
analogous to Eq. (5) to determine the expected influ-
ence of these errors. We estimate a standard deviation of
1.5%, based on measurements of the beam power fluctua-
tions near the ion trap. Here we assume the beam powers
fluctuate together, which neglects AC Stark shifts that
may occur when the beam powers and associated Rabi
rates fluctuate separately. Using the model of Ref. [45],
we estimate that Stark shifts from separately fluctuating
beams have a negligible effect in Fig. 3, though a detailed
characterization of the influences of these errors for in-
creasing numbers of ions and timescales is an open topic
for future work.

Figure 3(c) isolates the influence of variations in the
Rabi rate Ω. The errors lead to gradual damping of the
oscillations between |00⟩ and |11⟩, observable at longer
times, while the populations in |01⟩ and |10⟩ are mostly
unaffected.

D. Thermal initial states of the vibrations

Imperfect sideband cooling leads to a non-zero average
occupation of the vibrational modes. As a simple model
for such excitations we consider an initial thermal state
for each vibrational mode m [46],

ρm(νm) =
1

νm + 1

∞∑
νm=0

(
νm

νm + 1

)νm

|νm⟩⟨νm|, (6)

where νm is the expected mode occupation number. We
consider an initial total state of all vibrational modes as
ρM =

⊗n−1
m=0 ρm(νm). Theoretically the νm could vary

for different modes depending on how effectively they are
cooled in experiments, but for simplicity here we consider
identical occupation numbers vm = v for each mode.
In each experiment, all radial modes are cooled to the
ground state through sideband cooling with average oc-
cupation v < 0.5 measured by observing sideband ratios.
While the observed heating rate for most modes is negli-
gible, this model does not incorporate the known heating
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of the center-of-mass mode; however since we are much
further detuned from this mode, heating is not expected
to be a significant source of error for the experiments
presented here.

The thermal vibrational states influence the ion-
vibration dynamics and hence the ion reduced density
operator in Eq. (4). This modifies the decoherence term
to [46]

ϵ
(νm)
M (t, xI , x

′
I) =

∏
m

exp(iIm[αm(t, xI)α
∗
m(t, x′I)])

× |⟨αm(t, x′I)|αm(t, xI)⟩|2νm+1

(7)

Thus, decoherence between states |xI⟩ and |x′I⟩ increases
exponentially with νm. This decoherence is expected to
significantly degrade performance when either αm(t, xI)
or νm is large as the MS interaction becomes more sen-
sitive to calibration errors and parameter fluctuations.

Figure 3(d) considers a thermal initial state for each vi-
brational mode with mean occupation numbers ν = 0.5.
The more rapidly oscillating populations in |01⟩ and |10⟩
are increased relative to Fig. 3(a), while the populations
in |00⟩ and |11⟩ have correspondingly larger superim-
posed rapid oscillations away from the ideal two-level-
system limit of sinusoidal oscillations. The vibrations
still become effectively disentangled from the ions at in-
teger t/tloop, where ϵM ≈ 1, but the differences in ampli-
tude are significant at other times. Such non-ideal times
may be present experimentally, for example, due to mode
frequency fluctuations that cause deviations in the loop
times away from the experimentally assumed values.

E. SPAM error

State preparation and measurement (SPAM) errors are
primarily due to electronic crosstalk between neighboring
channels of the 32-channel PMT used for readout. The
crosstalk in our multi-qubit detection could be improved
by using a fiber array coupled to separate PMTs [47] or
by using a camera. Beyond the errors considered here,
detection of the 171Yb+ qubit is fundamentally limited to
about 10−3 infidelity by off-resonant transitions between
the qubit states during readout [48].

To account for SPAM errors in our model, we use
SPAM matrices M that were measured experimentally
as described in Appendix E. The matrix elements Mz′

I ,zI

are the conditional error probabilities P (z′I |zI) to ob-
serve |z′I⟩ when preparing |zI⟩. This modifies the the-
oretical measurement probabilities we compute from the

density operator ρI , expressed as a vector P⃗ with el-
ements P (zI) = ⟨zI |ρI |zI⟩, to give noisy measurement

results P⃗SPAM =M × P⃗ . The observed SPAM errors can
be approximated by 2% independent bit-flip errors, and
we use this bit-flip model for our two-ion results as we
did not measure the SPAM matrix in this case.

Figure 3(e) shows the influence of SPAM errors on the
dynamics. These reduce the contrast of the populations,
decreasing large populations and increasing smaller pop-
ulations. The net effect is relatively small for the two-
ion case, though it becomes increasingly significant for
greater numbers of ions.

F. Total composite noise model

Figure 3(f) shows the influence of all sources of noise
together. The dynamics resemble the dominant source of
noise from mode fluctuations in Fig. 3(b), while the addi-
tional sources of noise give a slightly more rapid decay to
the |00⟩ and |11⟩ populations along with a slightly larger
steady value for the populations in |01⟩ and |10⟩. To
quantify agreement we consider the reduced chi-squared
statistic

χ2
red =

1

A

A∑
a=1

(P sim
a − P exp

a )2

∆P 2
a

(8)

where P expt
a and P sim

a are the experimental and simu-
lated measurement probabilities, respectively, ∆P 2

a is the
squared standard error of the mean, and A is the total
number of observations (in general χ2

red also depends on
the number of fit parameters in a given model, but we
do not use any fit parameters in this work). The χ2

red
measures the average squared deviation between theory
and experiment relative to the expected variance at each
point. This should be close to one for a model that de-
scribes the data accurately without overfitting. For the
composite model of Fig. 3(f), we find reasonable quanti-
tative agreement with χ2

red = 2.11.

IV. QUANTUM APPROXIMATE
OPTIMIZATION EXPERIMENTS AND

MODELING

Having validated our model for the MS interaction in
Section III, we now apply our error model to QAOA with
three and six ions.

A. Quantum Approximate Optimization Algorithm

We consider the quantum approximate optimization
algorithm (QAOA) [14] as a use case for global MS op-
erations and to assess our noise modeling. QAOA is
an approach to find approximate solutions to NP-hard
combinatorial optimization problems. These problems
are defined by a classical cost function C(zI) [49], with
zI = (z0, . . . , zn−1) an n-bit string with zi ∈ {1,−1}.
The problem instance is encoded into an operator C
with an eigenspectrum that contains the set of classi-
cal cost function values C|zI⟩ = C(zI)|zI⟩. We focus on
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the weighted MaxCut problem with

C =
1

2

∑
i<j

wi,j(1 − ZiZj) (9)

where wi,j are instance-specific weights and Zi are Pauli
operators. The goal is to identify a solution |z∗I ⟩ with the
highest cost value possible.

In QAOA one prepares a quantum state |γ,β⟩ using p
layers of unitary operators that each alternate between
Hamiltonian evolution under C and under a “mixing”
Hamiltonian B =

∑
iXi,

|γ,β⟩ =
p∏

l=1

e−iβlBe−iγlC |+⟩⊗n. (10)

The γ = (γ1, ..., γp) and β = (β1, ..., βp) are variational
parameters chosen to maximize the objective ⟨C⟩ =
⟨γ,β|C|γ,β⟩, such that repeated measurements return
solutions |zI⟩ with large expected cost. For benchmark-
ing, performance is typically quantified by the approxi-
mation ratio

r =
⟨C⟩ − Cmin

Cmax − Cmin
, (11)

where 0 ≤ r ≤ 1 and Cmax and Cmin are the largest and
smallest eigenvalues of C.

We design the MS evolution to match the QAOA cost
Hamiltonian evolution exp(−iγC), working in the Ising
limit (Eq. (2)) of the MS interaction (Eq. (1)). To design
the correspondence we drop the term 1 in Eq. (9) as it
imparts a physically-irrelevant global phase. We consider
MaxCut instances with dimensionless edge weights

wi,j =
Ji,j
Jmax

, (12)

where Jmax = maxi,j |Ji,j | is the Ising coupling of largest
magnitude. The QAOA γ angle is then given by equating
γ(−wi,j/2) = Ji,jt, or

γ = −2Jmaxt. (13)

Finally, note the MS evolution we consider is in terms
of XiXj interactions. To implement ZiZj interactions
for QAOA, the MS evolution is surrounded by global
Y -rotations as RY (−π/2)UMS(t)RY (π/2) with RY (θ) =∏n−1

i=0 e
−i(θ/2)Yi . Following all of these steps, we have

exp(−iγC) = RY (−π/2)UMS(t)RY (π/2).
As a technical note, it is necessary to implement the

MS interaction in such a way that the target mode oscil-
lates through an integer number of loops in phase space,
to disentangle the vibrations from the electronic states
and yield the Ising interaction of Eq. (2). This is ac-
complished by setting the time t to an integer number of
loops and varying Ω to obtain a continuous range of γ
parameters; see Appendix B for more details.

Edge weights for the QAOA instances we consider are
depicted in Fig. 6 of Appendix B.

B. QAOA results

We first test our model with a QAOA experiment
on three ions, where the MS interaction is detuned by
−5.26 kHz from the zig-zag mode. This gives an inter-
action graph with edge weights {1,−0.470, 1}. Figure
4(a) shows the ideal approximation ratio heatmap, ob-
tained from a simulation of QAOA dynamics in Eq. (10),
where for all simulation results we take ⟨C⟩ = Tr(ρIC)
in Eq. (11). The approximation ratio has a maximum
at angles γ∗ and β∗ located at the pixel indicated by ar-
rows on the sides of the diagram. Figure 4(b) shows the
heatmap generated from our simulation model with all
noise sources from Section III, while Fig. 4(c) shows the
experimentally measured heatmap. Qualitatively, the ex-
periment and noise model are “damped” in comparison
with the ideal case, with lower maxima and higher min-
ima throughout the heatmaps.
For a closer examination of the MS performance, we

plot slices through each of these heatmaps along the
pixels containing the optimal parameters β∗ and γ∗ in
Fig. 4(d) and (e) respectively. In each figure, the semi-
transparent colored bands show the expected r ± the
standard error of the mean as described in Appendix D.
This quantifies the expected deviation from finite sam-
pling in the ideal and noisy cases, similar to our treat-
ment of sampling errors in Fig. 3. The experimental
results differ significantly from the ideal case while the
noise model gives a much better account of the experi-
mental results, consistent with the expected influence of
MS noise from the characterization experiments of Sec-
tion III.
Next we compare ideal, noisy simulation, and experi-

mental heatmaps for QAOA with six ions in Fig. 5. Here,
the MS interaction is detuned −6.20 kHz from themt = 3
transverse radial mode, resulting in a complete interac-
tion graph with both positive and negative edge weights;
see Appendix B for observed mode frequencies and cal-
culated graph edge weights. As for the 3-ion case, the
noise model captures damping in the landscape that is
observed in the experiment, and captures some of the
decay in maximum performance. Unexplained deviations
are present in Fig. 5(d) and (e).
We examine the influences of individual noise sources

on our results in Table I. Adding sources of noise one
at a time, in order of increasing importance for the 6-
ion case, we compute the approximation ratio r∗ for the
pixel containing optimal QAOA parameters as well as the
root-mean-square error (RMSE) and χ2

red between theory
and experiment across all pixels in the heatmaps. Note
for χ2

red this takes the expectation value ⟨C⟩ and squared
standard error of the mean ∆C2 in place of the P and
∆P 2 in Eq. (8), as these are the measured quantities
relevant to the heatmap; the RMSE is computed similarly
but without ∆C2. The most important sources of noise
are SPAM errors and vibrational frequency fluctuations,
which give the largest reductions to RMSE, χ2

red, and r
∗,

while the other error sources have minor impacts.
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FIG. 4. QAOA parameter heatmaps with three ions and S = 400 shots per pixel in (a) the ideal case, (b) with all noise sources,
and (c) the experiment. Arrows in (a) indicate the theoretical optimal parameters of γ∗ and β∗. To directly compare the noise
model with the experimental data, γ and β slices through the heatmaps are shown for at (d) β∗ and (e) γ∗. For the curves in
(d) χ2

red = 4.91, for (e) χ2
red = 1.08.

TABLE I. Comparison between experiments and noisy simulations. The first line shows the noiseless simulation, while each
subsequent line includes the accumulated effect of additional noise sources. Here RMSE is the root-mean-square error over all
pixels in the simulated and experimental approximation ratio heatmaps, χ2

red is the reduced chi-squared across all pixels in the
heatmaps, and r∗ is the approximation ratio in the pixel that contains the theoretical optimal parameters, indicated by arrows
in Figs. 4-5.

3 ion 6 ion

RMSE χ2
red r∗ RMSE χ2

red r∗

noiseless 7.41× 10−2 33.42 0.91± 0.01 5.61× 10−2 8.24 0.65± 0.02

+ SPAM 6.61× 10−2 16.57 0.88± 0.01 5.02× 10−2 6.64 0.63± 0.02

+ vib. freq. fluc. 5.36× 10−2 8.64 0.86± 0.02 4.61× 10−2 5.77 0.62± 0.02

+ therm. init. state 5.26× 10−2 8.06 0.85± 0.02 4.44× 10−2 5.44 0.62± 0.02

+ laser power fluc. 5.25× 10−2 7.99 0.85± 0.02 4.41× 10−2 5.37 0.62± 0.02

expt. 0.83 0.54

V. DISCUSSION

Our analysis in Table I indicates that SPAM and vibra-
tional frequency fluctuations are the dominant sources of
error, while the effects of thermal mode occupation and
laser power fluctuations are negligible in our experiments.

For our model we primarily used errors based on experi-
mentally observed SPAM matrices, but note these can be
approximated by 2% bit-flip errors on each qubit. As the
number of ions increases these errors become increasingly
important, as any fixed error-per-qubit will ultimately
overwhelm the results at large enough sizes. Fluctua-
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FIG. 5. QAOA heatmaps with six ions and S = 256 shots per pixel, similar to Fig. 4. For the curves in (d) χ2
red = 7.57, for (e)

χ2
red = 7.72.

tions in the vibrational mode frequencies of the trapped
ions are the dominant source of error at large interaction
times. As noted in Section III, both these errors can be
reduced through previously published experimental up-
grades.

Using our model, we can forecast how minimizing ex-
perimental noise may improve results. For this, we con-
sider QAOA experiments in which the dominant noise
sources are reduced by a factor of 10. Specifically, we use
vibrational frequency fluctuations of 2π × 30 Hz and a
simplified model of SPAM errors treated as independent
bit flips with probabilities 0.2% per bit. With the factor
of 10 reductions in these errors, we computed approxima-
tion ratios in our optimal pixels and find r∗noise/r

∗
ideal =

0.994 for 3 ions and r∗noise/r
∗
ideal = 0.992 for 6 ions, where

r∗noise is the approximation ratio with all sources of er-
ror and r∗ideal is the ideal noiseless approximation ra-
tio. These compare favorably to the values computed
from our analysis in Sec. IV, r∗noise/r

∗
ideal = 0.93+0.03

−0.02 and

r∗noise/r
∗
ideal = 0.95+0.04

−0.03 respectively.

Decreasing SPAM and vibrational frequency errors will
significantly reduce the experimental noise according to
our model. This will likely reveal new sources of errors
for future modeling and improvement. In particular, we
expect characterizing drift in calibration parameters at

long times to be important for reliably running QAOA
for hours; slow drift can be mitigated by recalibrating
periodically, however, knowing we can do so infrequently
provides more time for running computations. In addi-
tion, there may be temporal correlations to the noise at
short times which may require more sophisticated spec-
tral characterization and mitigation techniques [50]. Fast
parameter variation is not captured by our noise model
in which a random parameter offset is chosen and held
static for each realization. In addition, we have not con-
sidered independent beam power fluctuations, which may
lead to significant AC Stark shifts in certain experimental
conditions, as mentioned in Sec. III C. Using the model
of Ref. [45] we estimate that AC Stark shift contribution
is negligible near the optimal parameters (γ∗, β∗) in our
results, though it would be useful in future work to build
on the model of Ref. [45] to assess the influence of the
AC Stark shift at higher orders in the Magnus expansion
of the time-ordered integral that defines the propagator,
including how these errors influence the vibrational mode
dynamics.

There are practical limitations of our modeling ap-
proach as well. Our method is based on an exact calcu-
lation of the quantum state and this scales exponentially
in compute time and memory with the number of ions.
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We also considered a single MS interaction, while exten-
sions to multiple MS interactions interleaved with other
operations are necessary for modeling generic quantum
circuits and QAOA instances [34]. The main bottleneck
in applying our approach to deeper circuits is that track-
ing the evolution of the vibrational modes becomes more
involved. We plan future work to address this, but an
exact approach along the lines of the present work will
only be feasible for sufficiently shallow circuits.

An alternative to the current approach is to implement
quantum channel operators, e.g. Ref. [51], which can be
applied for arbitrary depths at the cost of approximat-
ing the influence of the vibrations or other noise sources.
Any quantum state simulation will fail for large enough
numbers of qubits and depths, though analytic bounds
may help guide expectations in such cases [30, 33, 44, 52].
However, to perform high fidelity quantum computations
at large sizes and depths it is necessary to first under-
stand and improve noise at small sizes, and we expect
the model we have developed will be useful in this con-
text.

VI. CONCLUSIONS AND OUTLOOK

Analog many-qubit Mølmer-Sørensen interactions of-
fer a promising route for implementing near-term quan-
tum algorithms at smaller circuit depths. We modeled
these interactions under multiple sources of noise that
were measured from calibration experiments, leading to
a composite noise model that successfully accounted for
the observed dynamics of two ions under a series of MS
interactions. A defining feature of our model is that
the noise parameters we use are easily identified or es-
timated from experiments, without fitting. Thus we ob-
tain a direct link between experimental observations and
expected noisy performance.

As an application of our approach, we modeled
trapped-ion implementations of QAOA with up to six
ions. Here the MS interaction is expected to be the
leading source of noise and we did not include other
noise sources. Our model succeeded in accounting for de-
cays observed in experimental QAOA performance across
varying parameters, however, we also observed system-
atic offsets not captured by the model. These may be
due to drifts in the experimental parameters, which are
expected under the long operation times used in the ex-
periments. Noise characterization over the relevant time
scales could lead to time-dependent noise models that
could be readily incorporated into the current simulations
to further improve their physical realism and agreement
with experiment. Our modeling approach could also be
applied to study the influences of noisy MS interactions in
other contexts, such as Hamiltonian simulation. Extend-
ing the current approach to more complicated instances
of many-qubit MS interactions is an exciting future di-
rection.
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Appendix A: Details of the MS interaction

Here we provide additional details regarding the MS
interaction. In Eq. (1), the geometric phase is given by
[37]

χi,j(t) =− ΩiΩj

∑
m

ηi,mηj,m
µ2 − ω2

m

[
µ sin[(µ− ωm)t]

µ− ωm

− µ sin[(µ+ ωm)t]

µ+ ωm
+
ωm sin(2µt)

2µ
− ωmt

]
(A1)

This reduces to the Ising interaction Eq. (2) in the limit
t ≫ (µ/ωmt

)/|µ − ωmt
|, as each of the first three terms

in parenthesis is bounded while the final term increases
∼ t. The phase space displacements of the vibrational
mode coherent states are [37]

αi,m(t) =
−iηi,mΩi

µ2 − ω2
m

[
µ− eiωmt(µ cos(µt)− iωm sin(µt))

]
.

(A2)
These can be approximated with expressions in Ref. [38],
which show that the time for mode m to complete a
phase space loop that approximately returns to the ori-
gin (Fig. 1) is tloop = 2π/|µ−ωmt

|. With the expressions
Eq. (A1) and Eq. (A2) it is straightforward to compute
the time-dependent electronic+vibrational pure state in
Eq. (3), and the resulting electronic reduced density op-
erator in Eq. (4). The overlaps of the vibrational compo-
nents entangled with different electronic states |xI⟩ and
|x′I⟩, which define the ϵM (t, xI , x

′
I) in Eq. (4), are given

analytically by

⟨αm(t, x′I)|αm(t, xI)⟩ = exp(iIm[αm(t, xI)α
∗
m(t, x′I)])

× exp(−|αm(t, xI)− αm(t, x′I)|2/2).
(A3)

Appendix B: QAOA with the MS interaction

We use a microwave horn to deliver resonant mi-
crowaves for global one-qubit rotations such as in the
QAOA operator e−iβlB of Section IV. Robust phase esti-
mation experiments show that these operations are uni-
form across a six-ion chain to within 0.2%. With a fixed
power calibrated for a π/2 gate in time tµ, the parameter
β is set by driving with microwaves for time 4βtµ/π.
To apply the MS interaction to QAOA, it is important

to choose experimental parameters that result in small
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TABLE II. Measured vibrational mode frequencies and MS interaction detuning from targeted mode.

Parameter 2-ion MS 3-ion QAOA 6-ion QAOA

Measured mode frequencies

ω0/2π 1.7331 MHz 1.7328 MHz 1.7398 MHz

ω1/2π 1.6641 1.6635 1.6989

ω2/2π 1.5615 1.6363

ω3/2π 1.5555

ω4/2π 1.4554

ω5/2π 1.3324

Targeted mode ωmt ω1 ω2 ω3

MS detuning (µ− ωmt)/2π -6.57 kHz -5.26 kHz -6.20 kHz

final vibrational displacements, to minimize electron-
vibration entanglement after the MS interaction. The
experiments are detuned close to a target mode mt and
we focus on conditions in which this mode is returned
close to its initial state, since displacements of all other
modes are small in the worst case. This is accomplished
by choosing interaction times t = nloopstloop, where
tloop = 2π/|µ − ωmt

| is the time for the target vibra-
tional mode to complete a single loop in phase space and
nloops is an integer. Observed mode frequencies and cho-
sen detunings are given in Table II, while the QAOA Ising
couplings computed for these modes and detunings are
visualized in Fig. 6.

With a fixed set of gate times tgate = nloopstloop in
mind, to obtain two different QAOA parameters γ and γ′

in Eq. (13) we need to scale the experimental parameters
Ω and t as

γ

γ′
=

Ω2t

Ω′2t′
, (B1)

recalling that Jmax ∼ Ω2. We fix an angle γmp as the
angle that is achieved at maximum laser power in the
experiments when nloops = 1, with a corresponding Rabi
rate Ωmp defining a Jmax in Eq. (13). To generate a
different γ, we choose a number of loops

nloops =

⌈
γ

γmp

⌉
(B2)

where ⌈. . .⌉ is the ceiling function. We then scale the
Rabi rate to obtain the desired γ,

Ω(γ) = Ωmp

√
γ

nloopsγmp
. (B3)

Experimentally, the scaling in Ω is achieved by varying
the laser power P . To apply the above relations, we need
a calibrated value for γmp and Ωmp; this is discussed in
Appendix C.
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FIG. 6. Ising interaction graphs for QAOA in Figs. 4-5, cal-
culated with Eq. (2).

Appendix C: Calibrating and computing the Rabi
rate

The Rabi rate Ω was not calibrated directly in the ex-
periments. Instead, we tuned the laser power to produce
desired results in each experiment. This implies certain
values for Ω that we computed as described below.

In the experiments, we fixed a value for nloops then
varied the laser power to maximize an observable. The
observable that was maximized depends on the context.
For MS characterization experiments, we maximized the
transition probabilities between strongly coupled states,
|00⟩ ↔ |11⟩. For QAOA, we either maximized transition
probabilities or the expectation value of a simplified ver-
sion of the cost function, assuming the Ji,j only contain
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the dominant contributions from the target mode.

With the experimental procedures for setting the Rabi
rate in mind, we now describe how to infer the values
of Ω for our numerical calculations. For the MS results
with two-ions in Fig. 3, the experiments are designed to
create a Bell state ∼ |00⟩ − i|11⟩ at time t = 3tloop.
This corresponds to a factor χ0,1 = π/4. In the Ising
approximation to the MS interaction Eq. (2), this implies

that Ω/2π =
√
χ0,1/[

∑
m η0,mη1,mωmt/(µ2 − ω2

m)]/2π =
26.552 kHz and we use this value in our computations.

For QAOA, we need the Rabi rate at max power Ωmp,
as defined in the γ scaling procedure of Appendix B.
For this, we use noiseless numerical simulations to de-
termine the QAOA angle γ∗ that maximizes a certain
observable. For three ions we maximized the population
in |101⟩ after an MS application to |000⟩. For six ions
there is no dominant basis state transition to maximize
in the MS dynamics, so we instead ran QAOA and max-
imized the cost expectation at β = β∗, considering only
the targeted mode in Ji,j . We tune the laser power in
the experiment to maximize the previously stated quan-
tities with fixed interaction times t = nloopstloop. We set
γmp = γ∗/nloops as the angle achieved in a single loop
at this laser power and compute Ωmp from (13). This
yields Ωmp/2π = 26.907 kHz for three-ion QAOA and
Ωmp/2π = 27.690 kHz with six ions.

Appendix D: Finite sampling

Theoretical probabilities P (z) = ⟨z|ρI |z⟩ and cost ex-
pectations ⟨C⟩ = Tr(ρIC) correspond to values that
would be observed in an infinite set of measurements.
Experiments estimate these values using a fixed num-
ber of measurement shots S as noted in the captions of
Figs. 3-5. This finite sampling alone leads to deviations
from theoretical values computed as above, and we esti-
mate the expected variation based on the standard error
of the mean computed from ρI . This quantifies disagree-
ment between the experimentally determined mean and
the expected theoretical value.

For the MS characterization experiment in Fig. 3,
the probability estimated from S measurements is a
random variable Pest(z) = Sz/S, with Sz the num-
ber of times |z⟩ was measured; its theoretical mean is
Pmean
est (z) = P (z) = ⟨z|ρI |z⟩ with a standard error of the

mean ∆Pest =
√
P (z)(1− P (z))/S that quantifies the

expected error from finite sampling, shown by colored
bands in Fig. 3. If experimental results are consistent
with theory, then from the central limit theorem we ex-
pect about 2/3 of the experimental probabilities to be

within ∆Pest from the theoretical P (z). We use ∆P 2
est as

the variance in computing χ2
red.

For the QAOA experiments in Figs. 4-5 the stan-
dard error of the mean ⟨C⟩ = Tr(ρIC) is ∆C =√
(⟨C2⟩ − ⟨C⟩2)/S. We use this to compute standard

errors of the approximation ratio in Eq. (11) and for com-
parison of theoretical and experimental results in Table
I.

Appendix E: SPAM measurements

To measure SPAM errors experimentally, we prepared
all possible Z-eigenstates and measured the distribution
of states observed. The experiment is equipped with a
pair of tightly focused laser beams, split from the same
mode-locked 355-nm laser used to generate global Ra-
man gates. With a 1/e2 intensity radius of 4.5(1) µm,
18 mW gives an individually addressed Z-rotation with
a 66 µs pi-time due to a 4th-order light shift [53]. Every
ion can be individually addressed in a single experiment
through adiabatic transport of the entire chain similar
to Ref. [42]. Combined with global RY (±π/2) rotations,
we transform the addressed Z-rotations into bit flips to
prepare any Z-eigenstate. The observed SPAM matrices
are shown in Figure 7, and are expected to be dominated
by measurement errors as addressing bit flip errors are
< 10−3 for the three-ion chain and < 10−2 for the six-
ion chain.
The SPAM errors can be approximately accounted

for using a model of independent bit flips in each ion.
In this model the SPAM matrix Mz′

I ,zI
= ϵh(z

′
I ,zI)(1 −

ϵ)n−h(z′
I ,zI), where h(z′I , zI) is the Hamming distance be-

tween z′I and zI and ϵ = 0.02 is an effective error prob-
ability, based on a fit that minimizes the trace distance
between experimental and model SPAMmatrices at three
and six ions, see Table III. The best-fit model SPAM ma-
trices are also pictured in Fig. 7 along with the residual
error compared to experiment; the best-fit error proba-
bility is ϵ = 0.02. Similar errors are found by minimizing
the sum of absolute differences of the individual matrix
elements.

TABLE III. The trace distance between experimental and the-
oretical SPAM matrices, where theory is calculated without
error or with a 2% bit-flip error in each qubit.

n Trace distance no error Trace distance 2% error

3 0.21 0.04

6 3.68 1.44
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FIG. 7. SPAM matrices in experiment and theory. (a) Experimental 3-ion SPAM matrix with S = 4000 shots per prepared
state, (b) best fit SPAM matrix with independent bit-flip errors, (c) the difference between them. (d) Experimental 6-ion
SPAM matrix with S = 500 shots per prepared state, (e) theory with bit flip errors 2%, and (f) the difference.
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One- and two-qubit gate infidelities due to motional er-
rors in trapped ions and electrons, Phys. Rev. A 105,
022437 (2022).

[8] M. L. Day, P. J. Low, B. White, R. Islam, and C. Senko,
Limits on atomic qubit control from laser noise, npj
Quantum Inf 8, 1 (2022).

[9] H. Nakav, R. Finkelstein, L. Peleg, N. Akerman, and
R. Ozeri, The effect of fast noise on the fidelity of

trapped-ion quantum gates, arXiv:2208.03570 (2022).
[10] C. Kokail, C. Maier, R. v. Bijnen, T. Brydges, M. K.

Joshi, P. Jurcevic, C. A. Muschik, P. Silvi, R. Blatt, C. F.
Roos, and P. Zoller, Self-verifying variational quantum
simulation of lattice models, Nature 569, 355 (2019).

[11] Y. Nam, J.-S. Chen, N. C. Pisenti, K. Wright, C. Delaney,
D. Maslov, K. R. Brown, S. Allen, J. M. Amini, J. Apis-
dorf, K. M. Beck, A. Blinov, V. Chaplin, M. Chmielewski,
C. Collins, S. Debnath, K. M. Hudek, A. M. Ducore,
M. Keesan, S. M. Kreikemeier, J. Mizrahi, P. Solomon,
M. Williams, J. D. Wong-Campos, D. Moehring, C. Mon-
roe, and J. Kim, Ground-state energy estimation of the
water molecule on a trapped-ion quantum computer, npj
Quantum Inf 6, 1 (2020).

[12] I. Arrazola, J. S. Pedernales, L. Lamata, and E. Solano,
Digital-Analog Quantum Simulation of Spin Models in
Trapped Ions, Sci Rep 6, 30534 (2016).

[13] A. Parra-Rodriguez, P. Lougovski, L. Lamata, E. Solano,
and M. Sanz, Digital-analog quantum computation,
Phys. Rev. A 101, 022305 (2020).

[14] E. Farhi, J. Goldstone, and S. Gutmann, A quantum
approximate optimization algorithm, arXiv:1411.4028
(2014).

[15] J. Preskill, Quantum computing in the NISQ era and
beyond, Quantum 2, 79 (2018).

[16] G. Pagano, A. Bapat, P. Becker, K. S. Collins, A. De,
P. W. Hess, H. B. Kaplan, A. Kyprianidis, W. L. Tan,
C. Baldwin, L. T. Brady, A. Deshpande, F. Liu, S. Jor-
dan, A. V. Gorshkov, and C. Monroe, Quantum approx-
imate optimization of the long-range Ising model with
a trapped-ion quantum simulator, Proc. Nat. Acad. Sci.
117, 25396 (2020).

https://doi.org/10.1103/RevModPhys.93.025001
https://doi.org/10.1103/PhysRevX.11.041058
https://doi.org/10.1103/PhysRevLett.127.130505
https://doi.org/10.1103/PhysRevLett.127.130505
https://doi.org/10.1103/PhysRevA.62.022311
https://doi.org/10.1103/PhysRevA.62.022311
https://doi.org/10.1088/1367-2630/11/2/023002
https://doi.org/10.1088/1367-2630/11/2/023002
https://doi.org/10.1103/PhysRevA.98.032318
https://doi.org/10.1103/PhysRevA.98.032318
https://doi.org/10.1103/PhysRevA.105.022437
https://doi.org/10.1103/PhysRevA.105.022437
https://doi.org/10.1038/s41534-022-00586-4
https://doi.org/10.1038/s41534-022-00586-4
http://arxiv.org/abs/2208.03570
https://doi.org/10.1038/s41586-019-1177-4
https://doi.org/10.1038/s41534-020-0259-3
https://doi.org/10.1038/s41534-020-0259-3
https://doi.org/10.1038/srep30534
https://doi.org/10.1103/PhysRevA.101.022305
http://arxiv.org/abs/1411.4028
http://arxiv.org/abs/1411.4028
https://doi.org/10.22331/q-2018-08-06-79
https://doi.org/10.1073/pnas.2006373117
https://doi.org/10.1073/pnas.2006373117


14

[17] S. Ebadi, A. Keesling, M. Cain, T. T. Wang, H. Levine,
D. Bluvstein, G. Semeghini, A. Omran, J.-G. Liu,
R. Samajdar, X.-Z. Luo, B. Nash, X. Gao, B. Barak,
E. Farhi, S. Sachdev, N. Gemelke, L. Zhou, S. Choi,
H. Pichler, S.-T. Wang, M. Greiner, V. Vuletić, and M. D.
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