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Classical limit of Gibbs states for quantum spin systems

Heinz-Jürgen Schmidt
Universität Osnabrück, Fachbereich Physik, D - 49069 Osnabrück, Germany

We study the relation between quantum mechanical and classical Gibbs states of spin systems
with spin quantum number s. It is known that quantum states and observables can be represented
by functions defined on the phase space S , which in our case is the N-fold product of unit spheres.
Therefore, the classical limit s → ∞ of (suitably scaled) quantum Gibbs states can be described
as the limit of functions defined on S . We choose to approximate the exponential function of the
Hamiltonian by a polynomial of degree n and thus have to deal with the problem of the limit of
double sequences (depending on n and s) treated in the theorem of Moore-Osgood. The convergence
of quantum Gibbs states to classical ones is illustrated by the example of the Heisenberg dimer. We
apply our method to the explicit calculation of the phase space function describing spin monomials,
and finally add some general remarks on the theory of spin coherent states.

I. INTRODUCTION

The classical limit of quantum theory is an essentially unsolved problem, despite partial results, only a small
selection of which we cite here [1–5]. A fundamental problem is to formulate two conceptually distinct theories within
a common framework. The core of such a framework could be the statistical duality based on the notions of “states”,
“effects” and “probability”, see [6]. Another difficulty is that the formal limit ~ → 0 is, strictly speaking, meaningless,
since the value of ~ depends on the chosen system of physical units, but see [7]. For the subproblem of the classical
limit of spin systems, this difficulty vanishes: We can choose the units such that ~ = 1, and are instead concerned
with the limit s → ∞, where s = 1

2 , 1,
3
2 , . . . denotes the dimensionless spin quantum number. The classical limit of

spin systems is relevant not only conceptually but also for practical reasons: Physical models that hold for different
values of s are often checked for consistency in the classical limit of s → ∞. Sometimes the classical treatment is a
surprisingly good approximation. For magnetic molecules, the spin quantum number of gadolinium s = 7

2 is already
close to s = ∞ for practical purposes due to the seven unpaired electrons in the f shell, see [8].
The aforementioned problem of how to close the conceptual gap between classical and quantum theory has also

been solved for spin systems. Using the tool of “spin coherent states” [9–11], general states and observables living
in different Hilbert spaces for different s can be represented by functions on one and the same classical phase space
S. More precisely, observables A can be represented by contravariant symbols G(A) and (pure or mixed) states W
can be represented by covariant symbols g(W ), so that the well-known statistical duality expressed by the formula
Tr WA for the expected value is exactly reproduced by the integral of the product of G(A) and g(W ). Recall that
the mappings g or G generally do not map products of matrices to products of functions, and therefore the quantum
character of spin theory is preserved despite this classical-looking representation.
This representation thus allows us to speak of limits of quantum objects for s → ∞, since these limits can be

understood as limits of functions defined on the classical phase space. The first results on the classical limit of partition
functions and ground-state energies can be found in the seminal paper [10], although the formulation is somewhat
different from our work. For example, the Berezin-Lieb inequalities (4.12) and (5.6) in [10] are not formulated as limit
statements. The next work that extends these results to the classical limit of time evolution is [12]. This brilliant
work has a small flaw due to the wrong factors in the definition of spin-coherent states and in the following equation
(19), but as far as I can see this has no consequences for the main results.

Of course, there are still some open issues: one is the classical limit of Gibbs states exp
(
−βĤ(s)

)
/Z characterizing

equilibrium states due to a heat bath with an inverse temperature β. This problem is addressed in the present work.
Based on the aforementioned preliminary work, it is almost clear in what sense this limit should be understood. First,
Gibbs states are states and convergence should be studied for their covariant symbols. Second, the energy of, say, a
system of N spins with Heisenberg coupling scales with s2 and should be appropriately rescaled before considering
the classical limit. Moreover, a second rescaling of the partition function by inserting the factor (2s+ 1)−N , see [10],
eq. (3.1), is crucial for convergence to a classical limit and should therefore also be considered for the Gibbs states.
The next question is about the appropriate topology for which convergence can be proved. We are always dealing
with continuous functions on the compact phase space S and therefore the so-called sup-norm lends itself since the
space C (S) of continuous functions on S will be complete with respect to the sup-norm.
After recalling the general definitions in Section II, we address the problem of the classical limit of Gibbs states, see

Section III. The covariant symbols of the products of scaled spin operators have a natural classical limit consisting of
the products of the corresponding components of the classical spin vectors, see [10] and [12]. The corresponding result
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is reformulated and proved in a context suitable for the present purposes, see lemma 3 in section IIIA. It implies the

convergence of the covariant symbols of the polynomials of the Hamiltonian Ĥ(s) to their classical counterpart for

s→ ∞. On the other hand, the exp(−βĤ(s))-part of the Gibbs state is, in the obvious sense, the limit of polynomials
(truncated Taylor series) W (N, s, n) of degree n for n → ∞. Thus, we face the problem that the iterated limits of
a double series as a function of s and n need not coincide. A sufficient condition for this coincidence is the uniform
convergence of one of these double series (Moore-Osgood theorem). We apply this theorem by showing that the
classical limit s → ∞ of the covariant symbols of the polynomials W (N, s, n) exists and is uniform in n. Together
with the classical limit of the partition function, we thus arrive at our main result in Theorem 3, Section III B. The
simplest example is the Gibbs state of the Heisenberg dimer, which is used for illustration in section III C.
In section IV we will apply the ideas of the proof of the main theorem to obtain closed expressions for the covariant

symbol of spin monomials. Finally, section V will be devoted to some general, mainly pedagogical remarks on the
geometry of coherent spin states and on statistical duality. We close with a Summary in Section VI.

II. DEFINITIONS AND FIRST RESULTS

Let s be the integer or half-integer spin quantum number and H(1,s) the corresponding 2s+ 1-dimensional Hilbert
space that carries an irreducible unitary representation Ug, g ∈ SU(2), with Hermitean generators s

∼i, i = 1, 2, 3, also

called “spin operators”. W. r. t. the eigenbasis |m〉, m = s, . . . ,−s of s
∼3 the Hilbert space H(1,s) can be identified

with C2s+1. As usual, one defines the raising/lowering operators by s
∼± := s

∼1 ± is
∼2. The scaled operators will be

denoted by a hat, e. g., ŝ
∼i

:= 1
s s∼i for i = 1, 2, 3. The explicit form of the spin operators w. r. t. the |m〉-basis can be

found in any textbook on quantum mechanics, e. g. , we have

s
∼± |m〉 =

√
s(s+ 1)−m(m± 1) |m± 1〉 , (1)

for m = −s, . . . , s, where the square root in (1) vanishes if |m± 1〉 is not defined.
Let S2 denote the unit sphere in R

3 and Ω ∈ S2 an arbitrary unit vector parametrized by spherical coordinates
(θ, ϕ) such that

Ω =




sin θ cosϕ
sin θ sinϕ
cos θ


 , (2)

where 0 ≤ θ ≤ π and 0 ≤ ϕ < 2 π (not defined for θ = 0, π). S2 may be viewed as the classical single spin phase space
equipped with its natural symplectic form. We will define the special unitaries

U(Ω) := exp

[
θ

2

(
eiϕs

∼− − e−iϕs
∼+

)]
, (3)

for all Ω ∈ S2 (except for θ = 0, π) and the correspondingly transformed spin operators

s
∼i(Ω) := U∗(Ω) s

∼i U(Ω) =: si3(Ω) s∼3 + si−(Ω) s∼− + si+(Ω) s∼+, i = 1, 2, 3 . (4)

In this respect we follow [12], but we have to correct the equation (19) of this reference for the explicit form of s
∼i(Ω).

After some calculations we obtain

s
∼1(Ω) = sin θ cosϕ s

∼3 +
1

2
eiϕ (cos θ cosϕ− i sinϕ) s

∼− +
1

2
e−iϕ (cos θ cosϕ+ i sinϕ) s

∼+ , (5)

s
∼2(Ω) = sin θ sinϕ s

∼3 +
1

2
eiϕ (cos θ sinϕ+ i cosϕ) s

∼− +
1

2
e−iϕ (cos θ sinϕ− i cosϕ) s

∼+ , (6)

s
∼3(Ω) = cos θ s

∼3 −
1

2
eiϕ sin θ s

∼− − 1

2
e−iϕ sin θ s

∼+ . (7)

For later use we note the following

Lemma 1 For all i = 1, 2, 3 there holds

|si,±(Ω)| ≤
1

2
, (8)

and

|si,3(Ω)| ≤ 1 . (9)
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The proof is straightforward. For example,

|s1,−(Ω)|
(5)
=

1

2

∣∣eiϕ (cos θ cosϕ− i sinϕ)
∣∣ (10)

=
1

2

√
cos2 θ cos2 ϕ+ sin2 ϕ (11)

≤ 1

2

√
cos2 ϕ+ sin2 ϕ =

1

2
. (12)

�

We recall the definition of spin coherent states [9–11], first for a single spin:

|Ω〉 := U(Ω) |s〉 =
s∑

m=−s

(
2s

s+m

)1/2 (
cos

θ

2

)s+m (
sin

θ

2

)s−m

ei(s−m)φ |m〉 . (13)

The spin coherent states satisfy

〈
Ω

∣∣∣∣∣∣∣



s
∼1

s
∼2

s
∼3




∣∣∣∣∣∣∣
Ω

〉
= sΩ = s




sin θ cosφ
sin θ sinφ

cos θ


 , (14)

see [10], Table 1, or [12], eq. (20). There are various relations concerning spin coherent states, see [10] or [13]. Here
we only mention the following completeness relation

1 =
2s+ 1

4π

∫

S

2

dΩ |Ω〉 〈Ω| , (15)

where 1 denotes the identity operator in H(1,s). (15) immediately implies

TrA =
2s+ 1

4π

∫

S

2

dΩ 〈Ω|A |Ω〉 , (16)

for every linear operator A : H(1,s) → H(1,s).
Spin coherent states can be generalized to spin systems consisting of N spins in a straightforward manner [10]. The

corresponding Hilbert space H(N,s) is the N -fold tensor product of copies of the single spin Hilbert space H(1,s). The
spin operators of the form 1 ⊗ . . . ⊗ s

∼i ⊗ . . . ⊗ 1 will be denoted by s
∼µ,i, µ = 1, . . . , N, i = 1, 2, 3 and s

∼
denotes

the N × 3-matrix with these spin operators as entries. Previous definitions for the single spin case can easily be
transferred, as, e. g., s

∼µ,± or ŝ
∼µ,i

, moreover

U(Ω) := U(Ω1)⊗ . . .⊗ U(ΩN ) . (17)

The common eigenbasis of the s
∼µ,3, µ = 1, . . . , N will be an orthonormal basis of H(N,s) and its elements will be

denoted by |m〉 := |m1, . . . ,mN 〉, where −s ≤ mµ ≤ s for all µ = 1, . . . , N . Especially, |s〉 := |s, . . . , s〉.
The classical N spin phase space S is the N -fold cartesian product of copies of the S2 and its elements are denoted

by Ω = (Ω1, . . . ,ΩN ). For all Ω ∈ S the N -spin coherent state will be defined as

|Ω〉 := U(Ω) |s〉 = |Ω1〉 ⊗ . . .⊗ |ΩN〉 . (18)

For any linear operator A : H(N,s) → H(N,s) the continuous function g(A) : S → S defined by

g(A)(Ω) := 〈Ω |A|Ω〉 (19)

will be called the “covariant symbol” of A, following [11], see also Eq. (2.15) in [10]. The corresponding “contravariant
symbol”G(A) can be defined similarly, see Eq. (2.13) in [10] or Section V.
As an immediate consequence of (14) we note

g
(
s
∼µ,i

)
(Ω) =

〈
Ω

∣∣∣s
∼µ,i

∣∣∣Ω
〉
= sΩµ,i , (20)
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for all µ = 1, . . . , N and i = 1, 2, 3. Here Ωµ,i denotes the i-th component of the µ-th unit vector Ωµ.
The completeness relation analogous to (15) reads:

1 =

(
2s+ 1

4π

)N ∫

S

dΩ |Ω〉 〈Ω| , (21)

where 1 denotes the identity operator in H(N,s). Also in this case (21) immediately implies

TrA =

(
2s+ 1

4π

)N ∫

S

dΩ 〈Ω|A |Ω〉 , (22)

for every linear operator A : H(N,s) → H(N,s).
We recall some well-known definitions: For any vector φ ∈ H(N,s) its vector norm will be denoted by ‖φ‖ :=

√
〈φ|φ〉.

For any linear operator A : H(N,s) → H(N,s) the corresponding “operator norm” is defined by ‖A‖ := sup‖φ‖=1 ‖Aφ‖.
If A is Hermitean (or, more general, normal) its operator norm equals its “spectral radius”ρ(A) := max{|λ1|, . . . |λn|},
where λ1, . . . λn are the eigenvalues of A. Hence, in this case, ‖A‖ = sup‖φ‖=1 |〈φ |A|φ〉| .
The unit sphere S2 is a compact metric space, actually a Riemannian manifold. The same holds for the finite

cartesian product S = S

2 × . . . × S2 of its copies. The linear space of real continuous functions f : S → S will be
denoted by C(S). It is complete w. r. t. the so-called sup-norm ‖f‖ := supx∈S |f(x)| since S is compact.

For later purposes we will show the following

Lemma 2 Let n 7→ An be a sequence of Hermitean operators in H(N,s) converging to an operator A w. r. t. the operator
norm, then the sequence n 7→ g(An) will converge to g(A) w. r. t. the sup-norm in C(S).

Proof: By assumption, for each ǫ > 0 there exists an n0 ∈ N such that for all n ≥ n0 and all φ ∈ H(N,s) satisfying
‖φ‖ = 1 it holds that |〈φ |An −A|φ〉| < ǫ. This statement also applies to the subset of spin coherent states Ω

and hence supΩ |〈Ω |An −A|Ω〉| < ǫ, which immediately implies the desired convergence of the covariant symbols
w. r. t. the sup-norm. �

III. CLASSICAL LIMIT OF GIBBS STATES

Gibbs states are statistical operators G(N,s) living in the Hilbert spaces H(N,s) and hence cannot be related in a
direct manner. As explained in the Introduction, we will follow the usual strategy to rather consider the covariant
symbols g(G(N,s)) =

〈
Ω
∣∣G(N,s)

∣∣Ω
〉
that are continuous functions on the same classical phase space S. In our case

we want to prove that the covariant symbols of (suitably scaled) Gibbs states converge for s → ∞ to the classical
Gibbs state G(cl) w. r. t. the sup-norm in C(S). In a first step, we will ignore the trace (partition function) and only

consider the classical limit of exp(−βĤ(s)).

A. Classical limit of exp(−βĤ(s))

Our aim is to prove that the classical limit of W (N,s) := exp(−βĤ(s))) will be the function W (cl) on S given
by W (cl) = exp(−βH(cl)). There exist some useful related results about covariant symbols of monomials in the

spin operators, see [10] and [12], hence our strategy will be to approximate W (N,s) = exp(−βĤ(s))) by polynomials
(truncated Taylor series)W (N,s,n) such that limn→∞W (N,s,n) =W (N,s) and hence limn→∞ g

(
(W (N,s,n)

)
= g

(
W (N,s)

)

by virtue of Lemma 2. If we could show that each sequence s 7→ g
(
W (N,s,n)

)
has a classical limit W (N,n,(cl)) for

s → ∞, then the limit of W (N,n,(cl)) for n → ∞ would be a candidate for W (cl). However, here we encounter the
problem that, in general, the iterated limits of a double sequence need not coincide.
In this context we cite the following theorem, see, e. g., [17] §1014,

Theorem 1 (Moore-Osgood) Let {umn} be a double sequence with values in a complete metric space. If

lim
n→∞

umn = qm exists for each m (23)
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and if

lim
m→∞

umn = pn (uniformly in n) likewise exists, (24)

then the double limit and the two iterated limits of {umn} exist and

lim
n→∞

m→∞

umn = lim
n→∞

lim
m→∞

umn = lim
m→∞

lim
n→∞

umn . (25)

In view of this theorem we must establish the existence of the two limits for n → ∞ and s → ∞ such that one of
these limits is assumed in a uniform manner. It turns out that, although the limit n → ∞, i. e., the convergence of
the exponential series, is well-known, it is not uniform in s, since the speed of convergence depends in a crucial way
on the spectrum of the Hamiltonian. Therefore we will try the second possibility by showing that the classical limit
s→ ∞ of the covariant symbols of the polynomials W (N,s,n) exists and is uniform in n.
To formulate the first result it will be convenient to merge the indices µ, i into a multi-index j = (µ, i). Recall that

ŝ
∼j

= ŝ
∼µ,i

= 1
s s∼µ,i. We consider the covariant symbol of finite products of these operators and obtain the following

result that is analogous to Lemma 4 appearing in [12] without a proof:

Lemma 3
∣∣∣∣
〈
Ω

∣∣∣∣ ŝ∼j1
. . . ŝ

∼jp

∣∣∣∣Ω
〉
− Ωj1 . . .Ωjp

∣∣∣∣ ≤
p√
2s

. (26)

Proof: By induction over p.
(i) For p = 1 it follows by (20) that

∣∣∣
〈
Ω

∣∣∣ ŝ
∼j1

∣∣∣Ω
〉
− Ωj1

∣∣∣ = 0 , (27)

and hence (26) is satisfied.
(ii) Next we assume that (26) holds for some p and will prove its validity for p+ 1. To this end consider

〈
Ω

∣∣∣∣ ŝ∼j1
. . . ŝ

∼jp+1

∣∣∣∣Ω
〉

(18)
=

〈
s

∣∣∣∣U
∗(Ω) ŝ

∼j1
. . . ŝ

∼jp
U(Ω)U∗(Ω) ŝ

∼jp+1

U(Ω)

∣∣∣∣ s
〉

(28)

=
∑

|m〉

〈
s

∣∣∣∣U
∗(Ω) ŝ

∼j1
. . . ŝ

∼jp
U(Ω)

∣∣∣∣m
〉〈

m

∣∣∣∣U
∗(Ω) ŝ

∼jp+1

U(Ω)

∣∣∣∣ s
〉

(29)

=

〈
s

∣∣∣∣U
∗(Ω) ŝ

∼j1
. . . ŝ

∼jp
U(Ω)

∣∣∣∣ s
〉〈

s

∣∣∣∣ ŝ∼jp+1

(Ω)

∣∣∣∣ s
〉

+
∑

|m〉6=|s〉

〈
s

∣∣∣∣U
∗(Ω) ŝ

∼j1
. . . ŝ

∼jp
U(Ω)

∣∣∣∣m
〉〈

m

∣∣∣∣ŝ∼jp+1

(Ω)

∣∣∣∣ s
〉

(30)

=: T1 + T2 . (31)

The first term T1 of (30) can be written as

T1
(20)
=

〈
s

∣∣∣∣U
∗(Ω) ŝ

∼j1
. . . ŝ

∼jp
U(Ω)

∣∣∣∣ s
〉

Ωjp+1 (32)

= Ωj1 . . .ΩjpΩjp+1 +

(〈
Ω

∣∣∣∣ ŝ∼j1
. . . ŝ

∼jp

∣∣∣∣Ω
〉
− Ωj1 . . .Ωjp

)
Ωjp+1 , (33)

and hence

∣∣T1 − Ωj1 . . .ΩjpΩjp+1

∣∣ (33)
=

∣∣∣∣
(〈

Ω

∣∣∣∣ ŝ∼j1
. . . ŝ

∼jp

∣∣∣∣Ω
〉
− Ωj1 . . .Ωjp

)
Ωjp+1

∣∣∣∣ (34)

=

∣∣∣∣
〈
Ω

∣∣∣∣ ŝ∼j1
. . . ŝ

∼jp

∣∣∣∣Ω
〉
− Ωj1 . . .Ωjp

∣∣∣∣
∣∣Ωjp+1

∣∣ (35)

≤
∣∣∣∣
〈
Ω

∣∣∣∣ ŝ∼j1
. . . ŝ

∼jp

∣∣∣∣Ω
〉
− Ωj1 . . .Ωjp

∣∣∣∣ (36)

≤ p√
2s

. (37)
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In (36) we have used the property
∣∣Ωjp+1

∣∣ ≤ 1 of the components of a unit vector and in (37) the induction hypothesis
(26).
For the second term T2 of (30) we let jp+1 = (µ, i) and note that the second factor

〈
m

∣∣∣∣ŝ∼jp+1

(Ω)

∣∣∣∣ s
〉

=
〈
m

∣∣∣ ŝ
∼µ,i

(Ω)
∣∣∣ s
〉

(38)

vanishes unless mµ = s− 1 and mν = s for all ν 6= µ. This follows from the tridiagonal form of ŝ
∼µ,i

(Ω) due to (5) -

(7). Hence the sum for T2 in (30) coalesces into a single term with second factor

〈
m

∣∣∣∣ ŝ∼jp+1

(Ω)

∣∣∣∣ s
〉

=
〈
s− 1

∣∣∣ ŝ
∼i

(Ωµ)
∣∣∣ s
〉
=

1

s

√
2s si,− (Ωµ) , (39)

where we have used (4) and (1) for m = s− 1. Its absolute value can be estimated according to

∣∣∣∣
〈
m

∣∣∣∣ŝ∼jp+1

(Ω)

∣∣∣∣ s
〉∣∣∣∣ =

∣∣∣∣
1

s

√
2s s

∼i,− (Ωµ)

∣∣∣∣
(8)
≤ 1

s

√
2s

1

2
=

1√
2s

. (40)

The absolute value of the first factor of T2 in (30) can be estimated by

∣∣∣∣
〈
s

∣∣∣∣U
∗(Ω) ŝ

∼j1
. . . ŝ

∼jp
U(Ω)

∣∣∣∣m
〉∣∣∣∣ ≤ ‖s‖‖ ŝ

∼j1
‖ . . . ‖ ŝ

∼jp
‖‖m‖ = 1 , (41)

since the operator norm ‖ ŝ
∼jℓ

‖, i. e., the largest absolute value of the eigenvalues of ŝ
∼jℓ

, is unity for ℓ = 1, . . . , p due

to the scaling. Summarizing,

|T2|
(40,41)

≤ 1√
2s

, (42)

and hence

∣∣T1 + T2 − Ωj1 . . .ΩjpΩjp+1

∣∣ ≤
∣∣T1 − Ωj1 . . .ΩjpΩjp+1

∣∣+ |T2|
(37,42)

≤ p√
2s

+
1√
2s

=
p+ 1√

2s
, (43)

thereby confirming the induction claim (26) for p+ 1. �

Lemma 3 means that the covariant symbols of monomials (and hence of polynomials) in the spin operators converge
point-wise to their classical counterparts w. r. t. the sup-norm in C (S). But due to factor p at the r. h. s. of (26)
this convergence is not uniform in the set of all monomials. We will see, however, that uniform convergence can
be accomplished for the sequence of polynomials that converge to the (non-normalized) Gibbs state for a given
Hamiltonian.
To this end we consider a scaled Hamiltonian Ĥ(s) of the form

Ĥ(s) =

p∑

q=1

∑

j1,...,jq

Jj1,...,jq ŝ∼j1
. . . ŝ

∼jq
. (44)

Here we have again adopted the multi-index notation j = (µ, i). We have thus assumed that, generally, the Hamiltonian
is an inhomogenous polynomial in the spin operators of maximal degree p. The second sum in (44) runs over a subset
of all (3N)q possible values; the total number of monomials that appear in the multiple sum of (44) will be denoted
by L. The real coupling coefficients Jj1,...,jq are bounded in absolute value by

J := Maxq Maxj1,...,jq
∣∣Jj1,...,jq

∣∣ . (45)

For example, the Heisenberg coupling scheme Ĥ(s) =
∑

1≤µ<ν≤N Jµν ŝ
∼µ

· ŝ
∼ν

satisfies p = 2 and the sum runs over

L = 3
(
N
2

)
possible values if the scalar products are expanded. Due to its dependence on s the expression (44) should

rather be regarded as a family of Hamiltonian operators acting on Hilbert spaces H(N,s), but we will nevertheless refer
to (44) as “the” Hamiltonian without danger of confusion.
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The classical Hamiltonian corresponding to (44) will be defined as

H(cl) :=

p∑

q=1

∑

j1,...,jq

Jj1,...,jq Ωj1 . . .Ωjq , (46)

and hence as a polynomial in the variables Ωjℓ satisfying H(cl) ∈ C (S).
Next we consider a parameter β > 0 with the physical meaning of a (dimensionless) inverse temperature and the

corresponding non-normalized Gibbbs state

W (s) := exp
(
−βĤ(s)

)
= lim

n→∞
W (s)

n , (47)

where

W (s)
n :=

n∑

k=0

W
(s)
n,k :=

n∑

k=0

(−β)k
k!

Ĥ(s)k . (48)

The exponential series (47) converges in any Hilbert space H(N,s) w. r. t. all equivalent operator topologies, especially

in the operator norm. This implies that the covariant symbols
〈
Ω

∣∣∣W (s)
n

∣∣∣Ω
〉
converge to

〈
Ω

∣∣∣exp
(
−βĤ(s)

)∣∣∣Ω
〉
in

the sup-norm, see Lemma 2.
The classical counterparts to (47) and (48) are

W cl
n,k :=

(−β)k
k!

(
H(cl)

)k
, (49)

W cl
n :=

n∑

k=0

(−β)k
k!

(
H(cl)

)k
, (50)

W cl := exp
(
−βH(cl)

)
= lim

n→∞
W (cl)

n . (51)

In the classical case the exponential series (51) converges in the sup-norm to a continuous function W cl ∈ C (S).
It is clear that the k-th power of Ĥ(s) is again a polynomial in the spin operators, and hence of the form

Ĥ(s)k =
∑

ℓ1,...,ℓr

Kℓ1,...,ℓr ŝ∼ℓ1
. . . ŝ

∼ℓr
. (52)

We will not dwell upon the well-known details on how to calculate the coefficients of this polynomial, but only use
the following facts: The total number of terms in the sum of (52) is Lk, and, further,

r ≤ p k, and |Kℓ1,...,ℓr | ≤ Jk for all ℓ1, . . . , ℓr . (53)

Here we have implicitly assumed that Ĥ(s)k is obtained by a termwise k-fold multiplication of the polynomial Ĥ(s)

without further collecting terms. The classical counterpart of Ĥ(s)k can be written as

H(cl)k =
∑

ℓ1,...,ℓr

Kℓ1,...,ℓr Ωℓ1 . . .Ωℓr . (54)

We conclude

∣∣∣
〈
Ω

∣∣∣W (s)
n,k

∣∣∣Ω
〉
−W

(cl)
n,k

∣∣∣ =

∣∣∣∣∣∣
(−β)k
k!

∑

ℓ1,...,ℓr

Kℓ1,...,ℓr

(〈
Ω

∣∣∣ ŝ
∼ℓ1

. . . ŝ
∼ℓr

∣∣∣Ω
〉
− Ωℓ1 . . .Ωℓr

)
∣∣∣∣∣∣

(55)

≤ βk

k!

∑

ℓ1,...,ℓr

|Kℓ1,...,ℓr |
∣∣∣
〈
Ω

∣∣∣ ŝ
∼ℓ1

. . . ŝ
∼ℓr

∣∣∣Ω
〉
− Ωℓ1 . . .Ωℓr

∣∣∣ (56)

(26,53)
≤ βk

k!
Lk Jk p k√

2s
, (57)
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and further

∣∣∣
〈
Ω

∣∣∣W (s)
n

∣∣∣Ω
〉
−W (cl)

n

∣∣∣ ≤
n∑

k=1

∣∣∣
〈
Ω

∣∣∣W (s)
n,k

∣∣∣Ω
〉
−W

(cl)
n,k

∣∣∣ (58)

(57)
≤

n∑

k=1

βk

k!
Lk Jk p k√

2s
(59)

=
βLJp√

2s

n∑

k=1

βk−1

(k − 1)!
Lk−1 Jk−1 (60)

≤ βLJp√
2s

eβ LJ . (61)

In (58) we have omitted the term corresponding to k = 0 since
〈
Ω

∣∣∣W (s)
n,0

∣∣∣Ω
〉
=W

(cl)
n,0 = 1. Note that the bound (61)

is independent of n and can be made arbitrarily small for s→ ∞.
In view of the considerations at the beginning of this subsection we have shown that both limits n→ ∞ and s→ ∞

of g
(
W (N,s,n)

)
exist and that the limit s → ∞ is assumed in a uniform manner. Hence, by virtue of the Theorem 1

(Moore-Osgood) the double limit limn→∞

s→∞

g
(
W (N,s,n)

)
exists and is equal to the two iterated limits

lim
n→∞

lim
s→∞

g
(
W (N,s,n)

)
= lim

n→∞
W (cl)

n =W (cl) = exp
(
−βH(cl)

)
, (62)

and

lim
s→∞

lim
n→∞

g
(
W (N,s,n)

)
= lim

s→∞
g
(
W (N,s)

)
=W (cl) . (63)

Summarizing, we have proven the following

Theorem 2 With the preceding definitions,

lim
s→∞

g
(
exp(−βĤ(s)))

)
= exp(−βH(cl)) (64)

where the limit is understood w. r. t. the sup-norm in C (S).

B. Classical limit of Gibbs states

Next we consider the trace of exp(−βĤ(s)) =W (N,s). By virtue of (19) and (22) we have

Tr
(
W (N,s)

)
=

(
2s+ 1

4π

)N ∫

S

dΩ g(W (N,s)) . (65)

According to Theorem 2 the covariant symbol g(W (N,s)) converges to exp(−βH(cl))) for s → ∞ in the sup-norm,
hence the integral

∫
S dΩ g(W (N,s)) converges to

∫
S dΩ exp(−βH(cl))). This implies convergence of the scaled trace

according to (65) to the classical partition function

lim
s→∞

(2s+ 1)−N Tr
(
W (N,s)

)
= (4π)−N

∫

S

dΩ exp(−βH(cl))) := Z(cl)(β) . (66)

For an alternative derivation of (66) see [10].
Recall the usual definition of the Gibbs state G(N,s):

G(N,s) :=
(
Tr exp(−βĤ(s))

)−1

exp(−βĤ(s)) =
(
TrW (N,s)

)−1

W (N,s) . (67)

This means that our main result about the classical limit of Gibbs states has to be construed as the following statement
about the limit of the covariant symbol of the suitably scaled quantum Gibbs state:
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Theorem 3 Under the preceding definitions the following holds:

lim
s→∞

(2s+ 1)
N
g
(
G(N,s)

)
=
(
Z(cl)(β)

)−1

exp(−βH(cl))) =: G(cl) , (68)

where the limit is be understood w. r. t. the sup-norm on C (S).

The proof follows immediately from (64) and (66). �

We stress that a twofold scaling is involved: First, we consider the scaled Hamiltonian Ĥ(s) where all spin operators

s
∼i are replaced by ŝ

∼i
= 1

s s∼i. Second, the Gibbs state G(N,s) w. r. t. Ĥ(s) has to be scaled with a factor (2s+ 1)
N

in

order to obtain a sensible classical limit for s→ ∞.

C. Example: The Heisenberg dimer

As a solvable example illustrating the results of this section we consider the spin dimer (N = 2) with Hamiltonian

Ĥ(s) = ŝ
∼1

· ŝ
∼2

, (69)

and arbitrary spin quantum number s. As it is well-known, the eigenvalues of (69) are of the form

ES =
1

2s2
(S(S + 1)− 2s(s+ 1)) , (70)

with (2S + 1)-fold degeneracy for S = 0, 1, . . . , 2s, and the corresponding eigenvectors are

|S,m〉 :=
∑

CG(s,m1; s,m2;S,m) |m1,m2〉 (71)

for m = −S, . . . , S, where CG(s,m1; s,m2;S,m) denote the Clebsch-Gordan coefficients.
By using explicit representations of the Clebsch-Gordan coefficients [15] and spin-coherent states (13) we obtain

after some calculations a closed form of the covariant symbol of the scaled Gibbs states:

g(G) =
(2s+ 1)2

Z

2s∑

S=0

exp

(
−β

(
1
2S(S + 1)− s(s+ 1)

)

s2

)
(1 + 2S) sin2s(θ)(2s)!(2s)!

22s(2s− S)!(1 + 2s+ S)!
×

s∑

m=s−S

(−m+ s+ S)! tan2m
(
θ
2

)

(−m+ s)!(m− s+ S)!(s−m)!
, (72)

where Z denotes the partition function

Z =

2s∑

S=0

(2S + 1) exp

(
− β

s2

(
1

2
S(S + 1)− s(s+ 1)

))
. (73)

Here we have restricted the dependence on (Ω1,Ω2) to the angle θ between these vectors, i. e., cos θ = Ω1 · Ω2. This
considerably simplifies the expression (72) and contains all relevant information due to rotational symmetry. We have
plotted the results for the values β = 1 and s = 1, 5, 20 together with the classical Gibbs state

G(cl) =
e−β cos(θ)β

sinh(β)
, (74)

see Figure 1. For β = 1 a clear convergence of g(G) to G(cl) can be observed. However, the velocity of convergence
slows down for larger values of β, as can be seen in Figure 1 for the value β = 10. Note that for β → ∞ the quantum
Gibbs states approach the projector onto the (unique) ground state corresponding to S = 0 and G(cl) approaches the
singular measure concentrated on θ = π. Hence a uniform convergence w. r. t. β in the sup-norm is ruled out which
explains the present finding.
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15
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FIG. 1: The covariant symbol g(G) of the scaled Gibbs states of the Heisenberg dimer according to (72) as a function of
θ = Ω1 · Ω2 for different values of inverse temperature β and spin quantum numbers s (blue curves). The classical limit (74) is
also shown (dark yellow curves). For β = 1 we observe an increasing convergence of the quantum Gibbs states to the classical
one for s = 1, 5, 20. On the other hand, convergence is significantly slower at β = 10 and θ ≈ π.

IV. EXPLICIT CALCULATION OF COVARIANT SYMBOLS OF MONOMIALS

A. General part

We work in the Hilbert space H(s) ∼= C2s+1 of a single spin and consider monomials of scaled spin operators of the
form

M = ŝ
∼i1

. . . ŝ
∼in

, (75)

for arbitrary n = 1, 2, 3, . . .. The considerations used in the proof of Lemma 3 lead us to a method of explicitly
calculating the covariant symbol g(M). It can be written as

g(M) =
〈
Ω
∣∣∣ ŝ
∼i1

. . . ŝ
∼in

∣∣∣Ω
〉

(76)

=
〈
s
∣∣∣U∗(Ω) ŝ

∼i1
. . . ŝ

∼in
U(Ω)

∣∣∣ s
〉

(77)

=
〈
s
∣∣∣ s̃
∼i1

. . . s̃
∼in

∣∣∣ s
〉
, (78)

where

s̃
∼iℓ

:= U∗(Ω) ŝ
∼iℓ

U(Ω) (79)

=
∑

ν∈{+,−,3}

siℓ,ν(Ω) ŝ∼ν
, (80)
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Length n Number of walks

1 1

2 2

3 4

4 9

5 21

6 51

7 127

8 323

9 835

10 2188

TABLE I: Number of spin walks of length n, without considering the restriction aℓ ≤ 2s in (82).

for ℓ = 1, . . . , n and the siℓ,ν(Ω) having been defined in (4). Upon repeatedly inserting 1 =
∑s

m=−s |m〉 〈m| we may
rewrite g(M) as

g(M) =
∑

m1,...,mn−1

〈
s
∣∣∣ s̃
∼i1

∣∣∣m1

〉〈
m1

∣∣∣ s̃
∼i2

∣∣∣m2

〉
. . .
〈
mn−1

∣∣∣ s̃
∼in

∣∣∣ s
〉
. (81)

Since all s̃
∼iℓ

are tridiagonal matrices the set of all (m0 := s,m1, . . . ,mn−1,mn := s) leading to non-vanishing matrix

elements can be restricted to those cases where the absolute value of the difference between adjacent magnetic quantum
numbers is at most one. Writing mℓ =: s− aℓ for all ℓ = 0, . . . , n we may restrict the sum in (81) to the set of “spin
walks” Wn. A spin walk w ∈ Wn of length n is defined as a sequence of integers w = (a0, . . . , an) subject to the
conditions

0 ≤ aℓ ≤ 2s , (82)

a0 = an = 0 , (83)

|aℓ+1 − aℓ| ≤ 1 . (84)

for all ℓ = 0, . . . n− 1. For example, W2 = {(0, 0, 0), (0, 1, 0)}. The size of Wn grows rapidly with n, see Table I.
For each walk w = (a0, . . . , an) ∈ Wn we define the sequence of “steps” by

δ(w)(ℓ) := aℓ − aℓ−1 for ℓ = 1, . . . , n+ 1 . (85)

Note that there are three possibilities for the matrix elements
〈
mℓ−1

∣∣∣ s̃
∼iℓ

∣∣∣mℓ

〉
in (81):

• Either mℓ−1 = mℓ and hence δ(w)(ℓ) = 0, and the matrix s̃
∼iℓ

contributes only by the term siℓ,3(Ω) ŝ∼3
,

• or mℓ−1 = mℓ − 1 and hence δ(w)(ℓ) = −1, and the matrix s̃
∼iℓ

contributes only by the term siℓ,−(Ω) ŝ∼−
,

• or mℓ−1 = mℓ + 1 and hence δ(w)(ℓ) = +1, and the matrix s̃
∼iℓ

contributes only by the term siℓ,+(Ω) ŝ∼+
.

In each of these cases the matrix element can be factored into the function siℓ,ν(Ω) and the remaining matrix element
of ŝ

∼ν
. Then g(M) assumes the form

g(M) =
∑

w∈Wn

N(w)

n∏

ℓ=1

siℓ,δ(w)(ℓ)(Ω) , (86)

where we have conveniently identified the index set {+,−, 3} for the second index of siℓ,ν with the set {+1,−1, 0}.
The factor N(w) represents the product of the matrix elements of the ŝ

∼δ(w)(ℓ)
and is independent of the s̃

∼iℓ
. It can

be calculated as follows.
Due to the scaling of the ŝ

∼ν
a common factor s−n of N(w) can be pulled out. Further, the walk w = (a0, . . . , an)

can be divided into “transitions” where aℓ−1 6= aℓ and “breaks” where aℓ−1 = aℓ =: τ . Each break contributes the
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matrix element
〈
s− aℓ−1

∣∣∣s
∼3

∣∣∣ s− aℓ

〉
= s− τ . If there are B(τ) breaks at the value τ the corresponding contribution

to N(w) amounts to

2s∏

τ=0

(s− τ)B(τ) . (87)

Next consider transitions. Each transition must be passed in both directions since the walk starts at a0 = 0 and ends
at an = 0. Hence the set of transitions can be further divided into pairs of the form σ := aℓ−1 → σ + 1 = aℓ and
σ + 1 = ak−1 → σ = ak. Let T (σ) be the number of such pairs of transitions σ ↔ σ + 1. The corresponding matrix
elements will be

〈
s− aℓ−1

∣∣∣s
∼+

∣∣∣ s− aℓ

〉
(1)
=
√
s(s+ 1)− (s− σ − 1)(s− σ) =

√
(2s− σ)(σ + 1) , (88)

and
〈
s− ak−1

∣∣∣s
∼−

∣∣∣ s− ak

〉
(1)
=
√
s(s+ 1)− (s− σ)(s− σ − 1) =

√
(2s− σ)(σ + 1) , (89)

the same as (88). Hence the total contribution of the breaks to N(w) amounts to

2s∏

σ=0

((2s− σ)(σ + 1))
T (σ)

, (90)

and, summarizing,

N(w) =
1

sn

2s∏

τ=0

(s− τ)B(τ)
2s∏

σ=0

((2s− σ)(σ + 1))T (σ) . (91)

It is obvious that the s-dependence of g(M) is only contained in the factor N(w). The walk w = (0, 0, . . . , 0) consists
only of a break of length B(0) = n and hence N(w) = 1. This is the only walk that yields a contribution to g(M)
independent of s and hence represents the classical limit

M
(cl) := Ωi1 . . .Ωin (92)

of g(M). Each pair of transitions gives a contribution of order O(s) which has to be multiplied by the corresponding
prefactor s−2 resulting in an O(s−1)-term. Hence the semi-classical corrections to g(M) of lowest order O(s−1) are
obtained by those walks that contain exactly one pair of transitions. This can be used to calculate these corrections,
written as the sum of three contributions C1 + C2 + C3 as follows.

B. Semiclassical corrections

We consider a general walk with exactly two transitions at ak−1 = 0 → ak = 1 and aℓ−1 = 1 → aℓ = 0. The
product of the corresponding two matrix elements is

p(k, ℓ) :=
〈
s
∣∣∣ s̃
∼k

∣∣∣ s− 1
〉 〈

s− 1
∣∣∣ s̃
∼ℓ

∣∣∣ s
〉
. (93)

This product contributes to g(M) with an O(s−1)-factor whereas the remaining matrix elements only contribute
O(1)-factors that can be expressed by the classical limit of the corresponding factors of the monomial M. First, we
concentrate on the real part of the semi-classical corrections. By means of (5) - (7) we can evaluate the product (93)
and obtain

Re (p(k, ℓ)) =
2

s

1

4
Rk,ℓ(Ω) , (94)

where R(Ω) is the 3× 3-matrix

R(Ω) :=




1− x2 −x y −x z
−x y 1− y2 −y z
−x z −y z 1− z2


 . (95)
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Here have rewritten the components (2) of Ω in the more concise form

Ω =




sin θ cosϕ

sin θ sinϕ

cos θ


 =



x

y

z


 , (96)

although this representation is not unique due to x2 + y2 + z2 = 1. For example, the classical limit M
(cl) of

g
(
ŝ
∼1

ŝ
∼2

ŝ
∼1

ŝ
∼3

)
will be x2 y z corresponding to the walk (0, 0, 0, 0, 0).

First, we ignore the identity matrix contained in R(Ω) and note that remaining matrix elements of R(Ω) equal the
classical factors ΩkΩℓ up to a sign. Together with the remaining classical factors we obtain a first contribution C1 to
the semi-classical correction of the form

C1 = (−1)
2

s

1

4

(
n

2

)
M

(cl) = −n(n− 1)

4 s
M

(cl) , (97)

where we have used that there are
(
n
2

)
walks with exactly one transition pair.

The identity matrix part of R(Ω) will be effective if there are repeated factors in the monomial M. In that case
we obtain again M

(cl) but with one pair of repeated factors deleted. It can be easily shown that the corresponding
contribution C2 to the semi-classical correction can be written as

C2 =
1

4 s
∆M

(cl) , (98)

where ∆ denotes the Laplacian ∆ := ∂2

∂x2 + ∂2

∂y2 + ∂2

∂z2 and M
(cl) is written as a monomial in the variables x, y, z.

For the imaginary part of the semi-classical correction of order O(s−1) it will suffice to note that an analogous
procedure as above can be performed but with the symmetric matrix (95) being replaced by the anti-symmetric one

I(Ω) :=




0 z −y
−z 0 x

y −x 0


 . (99)

This implies that the last contribution C3 can be written as

C3 =
1

2
C (M) , (100)

where the operation C on M yields a classical monomial of degree reduced by one. It is defined by summing over all(
n
2

)
pairs of arguments ŝ

∼k
, ŝ
∼ℓ

of M, replacing each pair by its commutator
[
ŝ
∼k
, ŝ
∼ℓ

]
, thereby producing a factor i

s ,

and finally replacing all scaled spin operators by their classical limits x, y, z. We will give an example in the next
subsection.

C. Example

We will consider an example with n = 4 and

M = ŝ
∼1

ŝ
∼2

ŝ
∼1

ŝ
∼3

. (101)

There are 9 walks w ∈ W4 with corresponding contributions to g(M) according to Table II.
We will explain the procedure to obtain the results of Table II for the last walk w = (0, 1, 2, 1, 0) that is, however,

only possible for s ≥ 1 due to (82). We have two transition pairs 0 ↔ 1 and 1 ↔ 2. The contribution of w to g(M) is
hence obtained as

〈
s
∣∣∣ s̃
∼1

∣∣∣ s− 1
〉 〈

s− 1
∣∣∣ s̃
∼2

∣∣∣ s− 2
〉 〈

s− 2
∣∣∣ s̃
∼1

∣∣∣ s− 1
〉 〈

s− 1
∣∣∣ s̃
∼3

∣∣∣ s
〉

(102)

=
2

s

2(2s− 1)

s2
s̃1,+(Ω) s̃2,+(Ω) s̃1,−(Ω) s̃3,−(Ω) (103)

=
4(2s− 1)

s3

(
1

16
(1− x2)(i x− y z)

)
, (104)
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Walk w Contribution to g(M)

(0, 0, 0, 0, 0) x2yz

(0, 1, 0, 0, 0) 2
s

(
1
4
(i z − x y)xz

)

(0, 0, 1, 0, 0) 2
s

(
1
4
(−i z − x y)xz

)

(0, 0, 0, 1, 0) 2
s

(
1
4
(−i y − x z) xy

)

(0, 1, 1, 0, 0) 2(s−1)

s2

(
1
4
(1− x2) y z

)

(0, 1, 0, 1, 0) 4
s2

(
1
16

(
ix(y2 − z2) + (1 + x2) y z

))

(0, 0, 1, 1, 0) 2(s−1)

s2

(
1
4
(ix− y z) x2)

)

(0, 1, 1, 1, 0) 2(s−1)2

s3

(
− 1

4
(i y + x z)x y)

)

(0, 1, 2, 1, 0) 4(2s−1)

s3

(
1
16
(1− x2)(ix− y z)

)

TABLE II: Contributions to g(M) for the example (101) according to the 9 walks w ∈ W4.

where the result in (104) has been obtained via (5) and (6) and some transformations in the variables x, y, z. We note
that this contribution is of order O(s−2) due to the presence of two transition pairs.
Summing all contributions according to Table II gives the final result

g(M) = x2yz +
(1 − 6x2)yz + ix(x2 − 2y2)

2s
+

+
(11x2 − 3)yz − ix

(
4x2 − 5y2 + z2 − 2

)

4s2
+

(
1− 3x2

)
yz + ix

(
x2 − 2y2 − 1

)

4s3
, (105)

that has been ordered by inverse powers of s. It is a complex function since M is not Hermitean.
We will check the parts C1, C2, C3, considered in the preceding subsection, of the lowest order semi-classical correc-

tion

C :=
(1− 6x2)yz + ix(x2 − 2y2)

2s
(106)

of (105). First,

C1
(97)
= −n(n− 1)

4 s
M

(cl) = −3

s
x2yz , (107)

which correctly equals the monomial part of C of degree 4. Second, the remaining part of Re(C) can be written as

C2
(98)
=

1

4 s
∆M

(cl) =
1

4 s
∆x2 y z =

1

2 s
y z . (108)

Finally, the imaginary part C3 of C can be obtained by the following self-explaining calculation

x y x z 7→ C (x y x z) = [x y] x z + [x y x] z + [x y x z] + x [y x] z + x [y x z] + x y [x z] (109)

= z x z + 0− y x y − x z z + xxx− x y y = x3 − 2 x y2 = x (x2 − 2 y2) , (110)

where multiplication with i

2 s is understood and we have symbolically written the commutation relations of the spin
operators as [xu y] = u z etc. .

V. SPIN COHERENT STATES REVISITED

A. Case of single spin

We add some considerations on the theory of coherent spin states, which are not strictly necessary for the proof of
the main result in Section III, but which may be useful for the understanding the classical limit of spin systems.
First, we consider a single spin with Hilbert space H(1,s) ∼= C

2s+1 and the (2s + 1)-dimensional, unitary irrep
g ∈ SU(2) 7→ Ug generated by the spin operators si

∼
, i = 1, 2, 3 as in Section II. We may view the set SU(2)(s) :=

{Ug | g ∈ SU(2)} as a matrix Lie group, isomorphic to SU(2), and the linear span of the (2s+ 1)× (2s+ 1)-matrices
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i si
∼
, i = 1, 2, 3, as its Lie algebra, denoted by su(2)(s). The introduction of the imaginary unit i enables one to identify

the Lie bracket of su(2)(s) with the commutator of anti-hermitean matrices.
The irrep Ug induces another one, denoted by Rg, which is essentially the adjoint representation of SU(2)(s),

i. e. X 7→ UgX U∗
g for X ∈ su(2)(s). Upon fixing the basis

(
i si
∼

)
i=1,2,3

in su(2)(s) we may write the arbitrary

element X ∈ su(2)(s) as X = ix · s
∼
= i

∑3
i=1 xi si∼

. It follows that Y := UgX U∗
g = iy · s

∼
and Rg may be defined by

means of the following equation

Ug

(
x · s

∼

)
U∗
g = y · s

∼
= (Rg x) · s∼ , (111)

(omitting the i’s) that holds for all x ∈ R3.
Upon the identification su(2)(s) ∼= R3, the map g 7→ Rg is an adjoint representation, and hence Rg will linear and

invertible. Moreover, the commutation relations for the si
∼
, i = 1, 2, 3 imply

[
a · s

∼
,b · s

∼

]
= i (a× b) · s

∼
(112)

for all a,b ∈ R3. Hence Rg is a Lie algebra homomorphism of
(
R

3,×
)
. From this it easily follows that Rg leaves the

scalar product and the scalar triple product of vectors invariant and hence Rg ∈ SO(3):

Lemma 4 If A : R3 → R

3 is a linear and invertible map satisfying A(a × b) = (Aa) × (Ab) for all a,b ∈ R3, then
also A(a) · A(b) = a · b holds.

Proof: We may assume b 6= 0 and choose c ∈ R3 such that {b, c} is linearly independent. Since A is invertible, also
{Ab, A c} will be linearly independent. Applying A to the l. h. s. of the triple product expansion

a× (b× c) = (a · c)b− (a · b) c (113)

yields

A (a× (b× c)) = (Aa)× ((A,b)× (A c)) = ((Aa) · (A c)) (Ab) − ((Aa) · (Ab)) (A c) . (114)

On the other hand, applying A to the r. h. s. of (113) and using that A is linear, yields

A ((a · c)b− (a · b) c) = (a · c) (Ab)− (a · b) (A c) . (115)

Since {Ab, A c} is linearly independent, both expressions, (114) and (115), can only be equal if A(a) · A(c) = a · c
and A(a) · A(b) = a · b. �

We note without proof that R : SU(2) → SO(3), g 7→ Rg, is an irreducible representation independent of the spin
quantum number s and can be viewed as the universal covering homomorphism of SO(3).

The special choice x = e3 :=

(
0

0

1

)
yields

Ug e3 · s∼ U∗
g = Ug s∼3 U

∗
g = Ω · s

∼
, (116)

where

Ω = Rg e3 ∈ S2 (117)

can be arbitrarily chosen within S2 . For fixed Ω ∈ S2 the equation (117) does not uniquely determine g ∈ SU(2).
Two possibly different g, h ∈ SU(2) determine the same Ω iff g−1 h ∈ N3, where N3 ⊂ SU(2) denotes the subgroup
N3

∼= U(1) of special, unitary matrices u commuting with the Pauli matrix σ
∼3 , i. e., being of the form

u =

(
eiα 0

0 e−iα

)
. (118)

This means that the unit vectors Ω ∈ S

2 correspond in a 1 : 1 manner to the left cosets in SU(2)/N3, which is
essentially the Hopf fibration [14].
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Spin coherent states |Ω〉 are defined as (normalized) eigenvectors of Ω · s
∼
corresponding to the largest eigenvalue

s. This determines |Ω〉 up to a phase. The phase convention chosen in (13) that follows [10] has the advantage that
the resulting dependence on the azimuthal angle φ will be of the form exp (i(s−m)φ), where s−m is an integer and
hence will be smooth for all points of S2 except for the south pole where θ = π and φ cannot be defined smoothly.
For θ → π we obtain (cos θ/2)s+m → 1 for m = −s in (13) but due to

|Ω〉 → exp(2 i s φ) |−s〉 , (119)

the limit of |Ω〉 for θ → π is ill-defined.
This problem cannot be avoided and is due to the fact that a smooth cross section σ : S2 → SU(2) of the Hopf

fibration π : SU(2) → SU(2)/U(1) ∼= S2 cannot be defined globally, see also [9]. However, the one-dimensional
projections |Ω〉 〈Ω| depend smoothly on Ω for all Ω ∈ S

2 since the oscillating φ-components are more and more
damped if Ω approaches the south pole.
Recall that Ug �U∗

g maps Ω · s
∼
onto Rg Ω · s

∼
, see (111). Hence Ug maps the eigenvector of Ω · s

∼
corresponding to

the largest eigenvalue s onto the eigenvector of (Rg Ω) · s∼ corresponding to the largest eigenvalue s, and thus

Ug |Ω〉 = eiα(g) |Rg Ω〉 , (120)

where we have inserted the phase factor eiα(g) since the eigenvectors are only determined up to a phase. Consequently,
this phase factor cancels for the projections and we have

Ug |Ω〉 〈Ω| U∗
g = |Rg Ω〉 〈Rg Ω| . (121)

As an application we note that

Ug

(∫
|Ω〉 〈Ω| dΩ

)
U∗
g =

∫
|Rg Ω〉 〈RgΩ| dΩ =

∫
|Ω〉 〈Ω| dΩ , (122)

using that the surface element dΩ is invariant under rotations. It follows that
∫
|Ω〉 〈Ω| dΩ commutes with all Ug

and hence must be a multiple of the unit operator, Ug being irreducible. This yields an alternative proof of the
completeness relation (15), if the remaining multiple is determined by taking the trace of both sides of (15).

B. Case of N spins

Next we consider N spins and largely retain the notations of Section II. The Hilbert space of the N spin system
H(N,s) will be simply denoted by H. Moreover, L2 denotes the Hilbert space

L2 := L2
(
S, d̃Ω

)
,where d̃Ω :=

(
2s+ 1

4π

)
dΩ1 . . . dΩN . (123)

Sometimes different scalar products will be distinguished by subscripts referring to the two different Hilbert spaces.
We suppress the s-dependence of various quantities since s will be arbitrary but kept fixed in this subsection. We do
not longer use boldface symbols in this subsection. Hence the completeness relation (21) reads

1H =

∫
|Ω〉 〈Ω| d̃Ω . (124)

We note in passing that the “resolution of the identity” (124) gives rise to a generalized observable [16] in the sense of
a covariant POV measure F defined on Borel subsets A of S by means of

F (A) :=

∫

A

|Ω〉 〈Ω| d̃Ω . (125)

F physically describes unsharp joint measurements of the (non-commuting) spin operators s
∼i, i = 1, 2, 3.

Next we define a linear map

j : H → L2

j(ϕ)(Ω) := 〈Ω|ϕ〉 , (126)
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that turns out to be a partial isometry, i. e., satisfying

j∗ j = 1H . (127)

Proof of (127): For any ϕ, ψ ∈ H we have

〈ϕ |j∗ j|ψ〉H = 〈j ϕ |j ψ〉L2 (128)

=

∫
(j ϕ)(Ω) (j ψ)(Ω) d̃Ω (129)

(126)
=

∫
〈ϕ|Ω〉H 〈Ω|ψ〉H d̃Ω (130)

=

〈
ϕ

∣∣∣∣
∫

|Ω〉 〈Ω| d̃Ω
∣∣∣∣ψ
〉

H

(131)

(124)
= 〈ϕ |1H|ψ〉H . (132)

Since ϕ, ψ ∈ H are arbitrary this concludes the proof. �

It follows that P := j j∗ will be a projector in L2. P can be written as an integral operator with kernel 〈Ω′ | Ω〉. The
relation P2 = P when written in terms of integral operators is often referred to as the “reproducing kernel property”,
see, e. g., [10], (2.18) for N = 1.

Next we consider a complex function F : S → C such that Ω 7→ |F (Ω)| is integrable and denote by F̂ the
corresponding multiplication operator in L2:

F̂ (G)(Ω) := F (Ω)G(Ω) (133)

for all G ∈ L2. One defines the “contravariant matrix” of F by the linear operator

A(F ) : H → H
A(F ) := j∗ F̂ j . (134)

The contravariant matrix can be expressed in a more direct way by writing, for arbitrary ϕ, ψ ∈ H,

〈ϕ |A(F )|ψ〉H
(134)
=

〈
ϕ
∣∣∣j∗ F̂ j

∣∣∣ψ
〉
H

(135)

=
〈
j ϕ
∣∣∣F̂
∣∣∣ j ψ

〉
L2

(136)

(133)
=

∫
(j ϕ)(Ω)F (Ω) (j ψ)(Ω) d̃Ω (137)

(126)
=

∫
〈ϕ | Ω〉H F (Ω) 〈Ω | ψ〉H d̃Ω (138)

=

〈
ϕ

∣∣∣∣
∫
F (Ω) |Ω〉 〈Ω| d̃Ω

∣∣∣∣ψ
〉

H

. (139)

Hence

A(F ) =

∫
F (Ω) |Ω〉 〈Ω| d̃Ω , (140)

and F is a “contravariant symbol” of A(F ) in the sense of [11]. Our wording follows [11] but the notation is due to
[10]. As these authors emphasize, the map F 7→ A(F ) is many-to-one and hence the “contravariant symbol of A”,
denoted by G(A), is not unique, but has to be chosen in some way. In contrast, the covariant symbol g(A), defined
in (19), is always unique.
Following G. Ludwig [6], the common language to describe quantum and classical systems involve the notions of a

“statistical duality” consisting of “states”, “effects” and the “probability” that an effect will be triggered in a certain
state of the system. In the quantum mechanics of spin systems states will be mathematically represented by statistical
operators W on H, effects by Hermitean operators A on H with all eigenvalues e satisfying 0 ≤ e ≤ 1 such that the
corresponding probability is given by

p = Tr (W A) . (141)
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In the classical realm states and effects are represented by functions defined on S and the probability is given by
the integral over S of the product of these functions. To be more precise, we represent classical states by functions

w ∈ L1
(
S, d̃Ω

)
satisfying w(Ω) ≥ 0 for all Ω ∈ S and

∫
w(Ω) d̃Ω = 1, and effects by real functions a ∈ L∞

(
S, d̃Ω

)

satisfying 0 ≤ a(Ω) ≤ 1 for all Ω ∈ S. The probability p is then given by

p =

∫
w(Ω) a(Ω) d̃Ω . (142)

The benefit of using the theory of spin coherent states is the observation that the quantum mechanical statistical
duality can also be brought into the form of the classical one. More specifically, we can prove the following

Proposition 1 Let W : H → H be a statistical operator and F : S → R be a function F ∈ L∞
(
S, d̃Ω

)
,giving rise to a

Hermitean operator A(F ) : H → H. Let g(W ) denote the covariant symbol of W . Then the following holds

Tr (W A(F )) =

∫
g(W )F (Ω) d̃Ω . (143)

Proof: From

A(F )
(140)
=

∫
F (Ω) |Ω〉 〈Ω| d̃Ω (144)

it follows that

Tr (W A(F )) =

∫
F (Ω)Tr (W |Ω〉 〈Ω|) d̃Ω (145)

=

∫
F (Ω) 〈Ω |W |Ω〉 d̃Ω (146)

=

∫
F (Ω) g(W ) d̃Ω . (147)

This concludes the proof of Proposition 1. �

In particular, it is now obvious that the classical limit of Gibbs states G(N,s) should be investigated in terms of
the limit s → ∞ of the covariant symbols g(G(N,s)). For the corresponding topology we have taken a pragmatic
view: Since the g(G(N,s)) and their classical limit G(cl) are always continuous functions S → R we have proven the
convergence of g(G(N,s)) towards G(cl) w. r. t. the sup-norm which makes C(S) into a Banach space.

The group SU(2) operates on Bh(H) via A 7→ Ug AU
∗
g and on L∞

(
S, d̃Ω

)
via a 7→ a ◦ R−1

g . We will show that

F 7→ A(F ) intertwines between these representations:

Proposition 2

A
(
F ◦R−1

g

)
= Ug A(F )U

∗
g for all F ∈ L∞

(
S, d̃Ω

)
. (148)

Proof:

Ug A(F )U
∗
g

(140)
=

∫
F (Ω)Ug |Ω〉 〈Ω| U∗

g d̃Ω (149)

(121)
=

∫
F (Ω) |Rg Ω〉 〈Rg Ω| d̃Ω (150)

=

∫
F (R−1

g Ω) |Ω〉 〈Ω| d̃Ω (151)

= A
(
F ◦R−1

g

)
. (152)

This concludes the proof of (148). �

Both spaces Bh(H) and L∞
(
S, d̃Ω

)
can be decomposed into irreps of SU(2). For Bh(H) this is a finite number

of irreps of dimensions d = 1, 3, 5, . . .4s+ 1 and the corresponding subspaces Bd are spanned by monomials of spin
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operators of degree d−1
2 . For L∞

(
S, d̃Ω

)
this is an infinite number of irreps of dimensions d = 1, 3, 5, . . . and the

corresponding subspaces Ld are spanned by monomials of degree d−1
2 in the variables x, y, z.

In the following we will show that the map F 7→ A(F ) is surjective, which is implicitly assumed when defining
“contravariant symbols” but, as far as I can see, not proven.

In view of the intertwining property (148) it will suffice to show that A(Ld)∩Bd 6= {0}, i. e., for a certain monomial
M ∈ Ld the contravariant matrix A(M) will have a non-zero component in the subspace Bd of monomials of spin
operators of degree n = d−1

2 . This can be shown by calculating A(M) for the choice M = zn in the representation
(140) and using computer-algebraic means. The result reads as follows:

Lemma 5 The contravariant matrix A(zn) of the function a(Ω) = zn can be written as a sum

A(zn) =
∑

k=n,n−2,...

ak s∼
k
3 (153)

with coefficients

an =
2n (2s+ 1)!

(n+ 2s+ 1)!
, (154)

an−2 =
n! 2n(2s+ 1)!(1 + n+ 3s)

2× 3!(n− 2)!(n+ 2s+ 1)!
, (155)

an−4 =
n! 2n(1 + 2s)!(−2 + n(3 + 5n) + 15s(1 + 2n+ 3s))

2× 6!(n− 4)!(1 + n+ 2s)!
, (156)

an−6 =
n! 2n(2s+ 1)!

(
(1 + n)(12 + 7n(−11 + 5n)) + 63(−1 + n)(3 + 5n)s+ 945ns2 + 945s3

)

9!(n− 6)!(1 + n+ 2s)!
, (157)

...

a0 =
(n− 1)!!(1 + 2s)!!

(1 + n+ 2s)!!
, if n is even . (158)

The observation that the contravariant matrix A(zn) for even n will be a linear combination of even monomials s
∼
k
3 ,

and analogously for odd n, follows already from the intertwining property (148). For our purposes of proving that
F 7→ A(F ) is surjective it is only important that the leading coefficient an of the sum (153) is non-zero. Hence we
obtain:

Proposition 3 The map A : L∞
(
S, d̃Ω

)
→ Bh(H) is surjective.

VI. SUMMARY

We have proved that the classical limit s→ ∞ of suitably scaled quantum Gibbs states G
∼
(β) exists and corresponds

to the classical Gibbs state with the same inverse temperature β. For this proof, we have used the representation of
the quantum Gibbs states as continuous functions on the classical phase space S in terms of spin-coherent states and
the corresponding sup-norm of C(S). The underlying Hamiltonian H

∼
can be any polynomial in the spin operators.

The corresponding limit theorem for the partition function Z(β) has already been proved in [10]. Therefore, at first
sight this result would be sufficient to obtain the classical limit of thermodynamic functions expressible by derivatives
of Z(β). However, although it seems plausible and has been confirmed for various examples, see, e.g., [18, 19], it
is not mathematically trivial that the limit of Z(β) can be carried over to its derivatives, e. g., to the specific heat

c(β) = β2 ∂2

∂β2 logZ. The present result opens an alternative way to treat the classical limit of thermodynamic functions

that can be expressed by thermal expectation values, such as U(β) = 〈H
∼
〉 := Tr

(
G
∼
(β)H

∼

)
or c(β) = β2

(
〈U2〉 − 〈U〉2

)
.

We recall that these expectation values can be written in terms of integrals over S, see (143). Without going into the
details, it seems clear how the corresponding theory would proceed.
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[19] H.-J. Schmidt and C. Schröder, Thermodynamics of the spin square, Preprint cond-mat/2210.13957 (2022)

http://arxiv.org/abs/quant-ph/9504016

	I Introduction
	II Definitions and first results
	III Classical limit of Gibbs states
	A Classical limit of exp(-H"0362H(s))
	B Classical limit of Gibbs states
	C Example: The Heisenberg dimer

	IV Explicit calculation of covariant symbols of monomials
	A General part
	B Semiclassical corrections
	C Example

	V Spin coherent states revisited
	A Case of single spin
	B Case of N spins

	VI Summary
	 Acknowledgment
	 References

