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The rigorous diagnostics of experiments with warm dense matter (WDM) is notoriously difficult.
A key method is given by X-ray Thomson scattering (XRTS), but the interpretation of XRTS
measurements is usually based on theoretical models that entail various approximations. Recently,
Dornheim et al. [arXiv:2206.12805] have introduced a new framework for temperature diagnostics of
XRTS experiments that is based on imaginary-time correlation functions (ITCF). On the one hand,
switching from the frequency- to the imaginary-time domain gives one direct access to a number
of physical properties, which facilitates the extraction of the temperature of arbitrarily complex
materials without any models or approximations. On the other hand, the bulk of theoretical works
in dynamic quantum many-body theory is devoted to the frequency-domain, and, to our knowledge,
the manifestation of physics properties within the ITCF remains poorly understood. In the present
work, we aim to change this unsatisfactory situation by introducing a simple, semi-analytical model
for the imaginary-time dependence of two-body correlations within the framework of imaginary-
time path integrals. As a practical example, we compare our new model to extensive ab initio path
integral Monte Carlo results for the ITCF of a uniform electron gas, and find excellent agreement

over a broad range of wave numbers, densities, and temperatures.

I. INTRODUCTION

The study of matter at extreme pressures (P ~ 1 —
10* MBar) and temperatures (T = 10* — 108 K) [1, 2]
constitutes a highly active frontier at the interface of a
number of disciplines such as plasma physics, material
science, and quantum chemistry. These conditions nat-
urally occur in a host of astrophysical objects such as
giant planet interiors [3, 4] and brown dwarfs [5, 6]. In
addition, they are important for technological applica-
tions such as the discovery of novel materials [7-9] and
hot-electron chemistry [10-12]. A particularly important
and topical example is given by inertial confinement fu-
sion [13, 14] as it is realized for example at the National
Ignition Facility [15]; here the fuel capsule is predicted to
traverse the aforementioned regime on its path towards
ignition [16].

From a theoretical perspective, this warm dense matter
(WDM) can be characterised in terms of a few dimension-
less parameters that are of the order of unity [17, 18]: 1)
the Wigner-Seitz radius rs = d/ap is given by the ra-
tio of the average interparticle distance to the first Bohr
radius; this density parameters also serves as the quan-
tum coupling parameter in the WDM regime [19]. 2)
the degeneracy temperature © = kgT/Er measures the
thermal energy in units of the electronic Fermi energy
Er [20], with © <« 1 and © > 1 corresponding to the
fully degenerate and semi-classical regime, respectively.

Consequently, the rigorous theoretical description of
WDM is notoriously difficult as there are no small pa-
rameters that can serve as the basis for a suitable ex-

pansion [21, 22]. While the high current interest in the
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properties of WDM has sparked a surge of new develop-
ments regarding different methods [22-43], we are as of
yet far away from having a complete understanding of
the full WDM regime.

This unsatisfactory situation also constitutes a seri-
ous obstacle for the interpretation of experiments with
WDM [44], as, due to the extreme conditions, often even
basic parameters such as the temperature or the den-
sity cannot be directly measured and have to be inferred
from other observations. In this regard, a very impor-
tant method for the diagnostics of WDM is given by X-
ray Thomson scattering (XRTS) [45, 46]; here an X-ray
beam is produced either from backlighter sources [47] or
using free-electron X-ray lasers (XFEL) that have be-
come available at large research facilities such as LCLS
in the USA [48], SACLA in Japan [49], or the European
XFEL in Germany [50]. More specifically, an XRTS mea-
surement gives one access to the scattering intensity sig-
nal, which is given by the convolution of the dynamic
structure factor (DSF) S(q,w) with the combined source
and instrument function R(w) [45],

I(q,w) = S(q,w) ® R(w) . (1)

Unfortunately, the numerical deconvolution of Eq. (1) is
generally prevented by noise in the experimental mea-
surement. Therefore, XRTS does not give one direct ac-
cess to S(q,w), which contains the sought-after physical
information about the system of interest. In this situa-
tion, the most widely used approach for the interpreta-
tion of XRT'S experiments is to construct an approximate
model for S(q,w), which is then convolved with R(w)
and subsequently compared to the experimental signal
I(q,w). On the one hand, one can determine a-priori
unknown free parameters such as the temperature T by
finding the best fit between theory and experiment in this
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way. On the other hand, the thus inferred parameters can
depend arbitrarily strongly on the employed model for
S(q,w), which are usually based on approximations such
as the widely used Chihara decomposition [46, 51, 52].

Very recently, Dornheim et al. [53] have suggested to
circumvent this obstacle by switching from the usual w-
representation to the imaginary-time domain. The re-
quired transformation is given by a two-sided Laplace
transform

F(q,7) = L[S(q,w)] (2)
:/ dw e™“7S(q,w) ,

—0o0

which connects the DSF to the imaginary-time density—
density correlation function (ITCF) F(q,7). The latter
naturally emerges in Feynman’s imaginary-time path in-
tegral picture of statistical mechanics [54, 55], and cor-
responds to the usual intermediate scattering function
evaluated at an imaginary time ¢ = —ih7 with 7 € [0, ]
and the inverse temperature 8 = 1/kgT.

A particular advantage of the 7-domain is given by the
well-known convolution theorem,

L]5(q,w) ® R(w)]
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which makes the deconvolution trivial; in practice, it is
easy to compute the Laplace transform of the XRTS
intensity and to subsequently divide it by the Laplace
transform of the instrument function R(w). We note
that accurate knowledge of R(w) is usually available from
source monitoring at XFEL facilities, or from the char-
acterisation of backlighter emission spectra [47]. In this
way, Eq. (3) gives one direct access to physical infor-
mation, which allows for the accurate inference of the
temperature of arbitrarily complex systems in thermo-
dynamic equilibrium without any model, simulation, or
approximation [53].

From a mathematical perspective, it is well-known that
the two-sided Laplace transform defined in Eq. (2) con-
stitutes a unique transformation, which means that the
ITCF F(q,T) contains exactly the same information as
the usual DSF S(q,w). Indeed, it has subsequently been
demonstrated in Ref. [54] that F(q,7) gives one direct
access to a wealth of physical information, such as the ex-
citation energies of quasi-particles. Moreover, even com-
plex physical processes such as the exchange—correlation
induced alignment of pairs of electrons [56] that lead to
a roton-type minimum in the dispersion w(q) of the DSF
can be observed and interpreted in the 7-domain. At the
same time, we note that the bulk of dynamic quantum-
many body theory has been developed in the frequency
domain to describe S(q,w) and related properties.

In the present work, we aim to partly change this un-
satisfacory situation. More specifically, we present a sim-
ple, semi-analytical model for the imaginary-time diffu-

sion process, that is capable to accurately capture the
dependence of the ITCF on 7 over a broad range of pa-
rameters. As a practical application, we consider the uni-
form electron gas (UEG) [17, 20, 57], which constitutes
the archetypical model for interacting electrons and has
given important insights in a number of different con-
texts. Moreover, the recent interest in the properties
of the UEG at WDM conditions [17, 28, 58] allows us
to compare our new model—in addition to other mod-
els such as the well-known random phase approximation
(RPA)—to highly accurate ab initio path integral Monte
Carlo (PIMC) simulation results for F'(q, 7).

We are convinced that these new insights into the
imaginary-time dependence of electron—electron correla-
tions in the WDM regime constitute an important ba-
sis for future studies of real WDM applications that in-
clude both electrons and ions. The paper is organised
as follows: In Sec. II, we introduce the relevant the-
oretical background, starting with an introduction to
the PIMC method and its natural connection to the
ITCF in Sec. IT A. Sec. IIB is devoted to a brief intro-
duction to linear-response theory, followed by a concise
overview of a few important properties of the ITCF in
Sec. II C. The theoretical background is concluded by our
new imaginary-time diffusion model that is introduced
in Sec. IID. In Sec. III, we present an extensive analy-
sis of different properties of the ITCF, starting with a
discussion of its dependence on the imaginary time 7 in
Sec. IIT A; the subsequent Sec. IIIB and Sec. IIIC are
devoted to the wave number ¢ and temperature O, re-
spectively. The paper is concluded by a discussion and
outlook in Sec. IV.

II. THEORY

We assume Hartree atomic units throughout. A de-
tailed introduction to the UEG model, including the
UEG Hamiltonian in different representations, can be
found, e.g., in Refs. [17, 20].

A. Imaginary-time path integral Monte Carlo

Since its original inception for the description of ul-
tacold bosonic *He some six decades ago [59, 60], the
ab initio PIMC method [61-63] has emerged as one of
the most successful tools for the description of nonideal
quantum many-body systems in thermodynamic equilib-
rium. Since a detailed introduction to PIMC has been
presented elsewhere [64], we will here restrict ourselves
to outline the main idea, and how it relates to the es-
timation of imaginary-time correlation functions such as
F(q, 7).

As a starting point, we express the canonical partition
function of N = NT 4+ NV electrons in a cubic volume
Q) = L? and at an inverse temperature of 8 = 1/T as
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and the variable R = (ry,...,rx)? contains the coor-

dinates of all NT majority and NV minority electrons.
We note that we restrict ourselves to the unpolarized
(i.e., paramagnetic) case of NT = N+ = N/2 through-
out this work. The summation over all elements o+ of
the respective permutation group Sp+.., with 7 +,1 be-
ing the corresponding permutation operator, takes into
account the anti-symmetry of the partition function with
respect to the exchange of particle coordinates of identi-
cal fermions. In particular, the sign function sgn(o ', o)
is positive (negative) for an even (odd) number of pair
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In essence, we have thus replaced the evaluation of a
single density matrix at the Temperature T' with the
evaluation of P density matrices at P times the original
temperature. Moreover, each corresponding exponential
function can be viewed as a propagation in the imagi-
nary time by an amount of At = —ie; this is the origin of
Feynman’s celebrated imaginary-time path integral for-
malism that is illustrated in Fig. 1. Shown is a configu-
ration of N = 4 electrons in the 7-z-plane, with P = 6
high-temperature factors, corresponding to P imaginary-
time slices of length A7 = e. Evidently, each particle is
represented by a closed path along the imaginary time.
In practice, we have thus mapped the quantum system of
interest onto a classical system of interacting ring poly-
mers; this concept is often being referred to as classical
isomorphism in the literature [65]. We note that the
closed nature of the polymers is a direct consequence of
the definition of the partition function as the trace of the
density operator, basically leading to the same start and
end points R. The situation becomes somewhat more in-
teresting for the cases of indistinguishable quantum par-
ticles (i.e., fermions or bosons), where the application of
the permutation operator #,+.. in Eq. (5) leads to poly-
mers with more than a single particle in it. Indeed, such
an example is depicted in Fig. 1, where the two particles
in the center form a single permutation cycle [66]. For
completeness, we note that the presence of this single pair
exchange results in a negative sign function sgn(o',oV).
This is the root cause of the notorious fermion sign prob-
lem [67-70], the main computational bottleneck of PIMC
simulations of WDM, which is discussed in more detail
below.

Let us postpone the discussion of the other elements

Q
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exchanges in a particular combination of ¢ and o*. For
completeness, we note that the corresponding bosonic
partition function can be obtained by setting the sign
function to unity.

Unfortunately, the direct evaluation of the matrix ele-
ments of the density operator p = e‘ﬁHA is precluded by
the noncommutativity of the kinetic (K) and potential
(V) contributions to the total Hamiltonian H = K + V.
A well-known route to overcome this obstacle is based
on the utilization of the exact semi-group property of
the density operator, which eventually leads to
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in Fig. 1, and return to the partition function Eq. (5).
For sufficiently large P, the matrix elements of e~
can be evaluated using a suitable high-temperature ap-
proximation. For the parameters that are of interest in
the present work, it is most convenient to make use of
the primitive factorization e~ ~ e~ ¥ e~V which be-
comes exact in the limit of large P as O (P~2) [71]. We
note that the incorporation of higher-order factorizations
into PIMC simulations has been discussed extensively in
the literature [72-75], and becomes advisable for lower
temperatures.
In the end, one can express the partition function as

7= Z:dx W(X) , (6)

Q

where the configuration variable X = (Ry,...,Rp_1)7
contains the coordinates of all NV particles on each of the
P imaginary-time slices. In addition, it should be noted
that the symbolic notation iQ dX includes both the in-
tegration over all coordinates, as well as the summation
over all possible permutation configurations.

From a practical perspective, the partition function has
thus been re-cast into a sum over all possible paths (in-
cluding all permutation topologies) X, where each path
contributes according to its configuration weight W (X),
which is a function that we can straightforwardly evalu-
ate. More specifically, we can factorize the weight contri-
bution of each imaginary-time slice « into a kinetic and a
potential contribution, W (X) and WY (X). The latter
is simply determined from the the total potential energy
V(R4) on slice a, and we find

WY(X) = e VRa) (7)
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FIG. 1. Schematic illustration of Feynman’s imaginary-time
path integral formalism. Shown is a configuration X that con-
sists of N = 4 electrons on P = 6 imaginary-time slices. The
yellow Gaussian illustrates the ideal kinetic density matrix
[Eq. (8)], which effectively acts as harmonic spring between
beads on adjacent slices. The dashed green lines illustrate the
definition of the ITCF F(q,7) as the correlated evaluation
between densities in reciprocal space at different imaginary
times, which can naturally be estimated within the PIMC
formalism. Due to the single particle exchange of the two
electrons in the center, the configuration weight of the de-
picted configuration is actually negative, W (X) < 0, thereby
contributing to the fermion sign problem [69]. Taken from
Ref. [54] with the permission of the authors.

The kinetic part follows from the ideal single-particle
density matrix for the reduced inverse temperature €,
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and is given by
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Returning once more to the illustration of the imaginary-
time path integral picture in Fig. 1, we can say that the
beads of the polymers interact with each other via the
usual pair potential on a given time slice; the pair poten-
tial does not act between sets of coordinates for different
7. In addition, beads of the same polymer on adjacent
time slices are effectively linked via a harmonic spring po-
tential by the ideal single-particle density matrix, Eq. (8).
This is indicated by the yellow Gaussian curve at the
RHS of Fig. 1. In particular, the width of the Gaussian
is proportional to A\, = v/2me, with € = B/P. Therefore,
the Gaussian becomes infinitely narrow in the classical
limit of € — 0, where the paths are given as straight
lines, which corresponds to point particles in coordinate

space. Conversely, the Gaussian becomes increasingly
broad with decreasing temperature, which leads to more
extended paths. As we shall see, this imaginary-time
diffusion process decisively shapes the 7-dependence of
the ITCF F(q,7), and can thus be used to explain and
interpret observations from XRTS experiments.

The basic idea of the PIMC method [64] is to ran-
domly generate all paths X with a probability that is pro-
portional to their respective configuration weight W (X)
via the Metropolis algorithm [76, 77]. This is relatively
straightforward for bosons (and also hypothetical distin-
guishable particles that are sometimes being referred to
as boltzmannons in the literature [78]. Indeed, mod-
ern sampling techniques such as the worm algorithm
by Boninsegni et al. [79, 80] allow for the efficient ex-
ploration of different permutation topologies, and exact
PIMC simulations of up to N ~ 10* quantum particles
are feasible. This situation dramatically changes for the
case of fermions, such as the electrons in the warm dense
UEG in which we are interested in the present work.
In particular, the aforementioned antisymmetry of the
fermionic thermal density matrix with respect to the ex-
change of particle coordinates implies that the configura-
tion weight can be both positive and negative; indeed, it
holds W (X) < 0 for the configuration depicted in Fig. 1.
Therefore, W(X) cannot correspond to a proper proba-
bility distribution, which must be strictly non-negative.
While this problem can be formally circumvented [69] by
sampling the configurations proportional to the modulus
weight |[W(X)| and keeping track of the respective sign
of W(X), it also means that the fermionic partition func-
tion Z is given as the sum over a large number of positive
and negative contributions, which might cancel to a large
degree. This cancellation is the origin of the fermion sign
problem [67-69], and leads to an exponential increase in
the required compute time with increasing S (i.e., de-
creasing the temperature T') and with increasing the sys-
tem size N. Indeed, the sign problem constitutes the
main computational bottleneck in our simulations and
limits the regime of feasible simulation parameters, in
particular with respect to N and ©. We note that a de-
tailed review to the fermion sign problem in direct PIMC
simulations has been presented elsewhere [69, 70] and is
beyond the scope of this paper.

Due to its fundamental nature, a number of different
approaches to deal with the sign problem in the simula-
tion of quantum Fermi systems at finite temperature have
been suggested in the literature [24, 81-96]. A particu-
larly important approach is given by the restricted PIMC
(RPIMC) method that has been suggested by Ceper-
ley [97]. In particular, it can be shown that the fermionic
partition function can be rewritten into a sum that only
contains positive terms by enforcing restrictions on the
nodal structure of the thermal density matrix. On the
one hand, RPIMC is, therefore, completely free of the
sign problem. This has allowed Militzer and co-workers
to carry out a host of RPIMC studies of real materials,
e.g., Refs. [23, 98-100]. On the other hand, the actual



nodal structure of an interacting quantum Fermi system
is generally not known, and one has to rely on approxi-
mations; often, the nodal structure of an ideal Fermi gas
is used. Therefore, RPIMC is afflicted with an uncon-
trolled approximation. Recently, Schoof et al. [82] have
shown that the fixed-node approximation leads to errors
in the exchange—correlation energy of the warm dense
UEG of AFE,. ~ 10% for low temperatures and high den-
sities; these results have subsequently been confirmed in
independent studies [85, 86]. In addition, we mention
the recent comparison between RPIMC and exact direct
PIMC results for the momentum distribution of the UEG
in Refs. [101, 102], where it was found that the fixed-node
approximation has a small impact for moderately quan-
tum degenerate systems, © > 1.

In the context of the present work, the most important
limitation of RPIMC is that it breaks the translation in-
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variance of the thermal density matrix with respect to the
imaginary time 7. This precludes the direct estimation
of the ITCF (and also of other imaginary-time correla-
tion functions such as the Matsubara Green function [80]
and the velocity autocorrelation function [103]), which is
straightforward in the direct PIMC approach that we use
in this work.

Let us re-call the definition of the ITCF as the inter-
mediate scattering function [45] evaluated at imaginary
times t = —iT,

F(q,7) = (2(q,0)a(—q,7)) , (10)

with 7 € [0,8]. Tt is easy to see that we can evaluate
Eq. (10) in the path integral formalism for integer multi-
ples of the imaginary time step € by inserting the respec-
tive density operators at a distance of n € {0,...,P —1}
into Eq. (5),

S Y sgn(aT,ai)/dRO...dRP,1 (Ro|i(@)e= |Ry) (Ra| e~ |Ry)... (11)

Ryl a(—a)e M [Ry11) ... (Rpoa| e [ForiqRo) -

This is illustrated in Fig. 1 by the horizontal green dashed
lines. In practice, F(q,7) is thus obtained by comput-
ing the correlation between density operators at different
imaginary times, which, in thermodynamic equilibrium,
only depends on the difference of imaginary-time argu-
ments 7.

Let us conclude this section with a note regarding the
PIMC estimation of F(q,7) for fermions. Specifically,
it is well known that the utilization of antisymmetric
imaginary-time propagators alleviates the sign problem
for a small number of time slices P [92, 104-106]. There-
fore, it has been shown that the combination of this idea
with a higher-order factorization of the thermal density
matrix allows one to obtain accurate results for param-
eters that are beyond the scope of direct PIMC due to
the fermion sign problem [17, 28]. Yet, the small num-
ber of time slices means that F(q,7) will only be avail-
able on a sparse 7-grid. Such data can still be useful
for the evaluation of 7-decay measures [see Eq. (24) be-
low], which constitute the natural analogue of the dis-
persion relation w(q) of the dynamic structure factor in
the imaginary time domain. Yet, they will likely not suf-
fice for the full estimation of other physical properties
such as the static linear density response function x(q)
[see Eq. (15)], or for the numerical inversion of Eq. (2)
to reconstruct S(q,w) via an analytic continuation [107—
109]. The in-depth investigation of the application of ad-
vanced fermionic PIMC methods for the investigation of
imaginary-time properties thus constitutes an important
topic for future research.

(

B. Linear response theory

Let us next consider a modified Hamiltonian that in-
cludes an external harmonic perturbation of wave vector
q and frequency w,

H= FIUEG + A¢ext(q7w) , (12)

with EUEG being the usual UEG Hamiltonian, see
Refs. [17, 110] for more details on the latter. In the limit
of small perturbation amplitudes A, the response of the
UEG is fully described by the linear density response
function, which can be expressed as [20, 111]

XO(qv U‘))
1— 221 - G(q,w)] xo(a,w) |

x(q,w) = (13)

Here xo(q,w) describes the density response of an ideal
Fermi gas, which is sometimes known as (temperature-
dependent) Lindhard function in the literature; it can
readily be computed by numerically evaluating a sim-
ple one-dimensional integral [20]. The dynamic local
field correction G(q,w) contains the full wave-vector-
and frequency-resolved information about electronic
exchange—correlation effects; it is formally equivalent
to the dynamic exchange—correlation kernel K.(q,w)
that is used in the context of linear-response time-
dependent density functional theory simulations [112].
Indeed, setting G(q,w) = 0 in Eq. (13) corresponds
to the random phase approzimation (RPA), which de-
scribes the dynamic density response on the mean-field
level. Consequently, G(q,w) constitutes the key input



for a gamut of applications such as the construction
of effective potentials [113-115], quantum fluid models
[40, 116, 117], or the construction of advanced, nonlocal
exchange—correlation functionals for density functional
theory [39, 118]. Indeed, the development of approx-
imate local field corrections constitutes an active field
of research [119-131]. For the UEG, highly accurate
results for G(q,w) have been presented by Hamann et
al. [132] based on the framework for the analytic con-
tinuation of imaginary-time PIMC data developed in
Refs. [108, 109, 133]. For completeness, we note that
first results for the static local field factor of real mate-
rials are currently being developed on the basis of either
PIMC simulations [134, 135] or density functional the-
ory [136].

In the context of the present work, the main utility of
x(q,w) is given by the fluctuation—dissipation theorem,
which provides a straightforward connection between the
density response and the dynamic structure factor [20],

Imy(q,w)

S(q,w) = —m . (14)

In combination with Eq. (2), any dielectric theory for
the local field correction can thus be used to compute
the ITCF F(q,7).

A final interesting relation from linear response theory
is given by the imaginary-time version of the fluctuation—
dissipation theorem [54, 137], which states that

B
x(q,0) = —n/o dr F(q,7) . (15)

In practice, Eq. (15) can thus be used to compute the
full wave-number dependence of the static linear density
response function from a single simulation of the unper-
turbed system from PIMC data for F'(q,7) by solving a
simple one-dimensional integral for each value of ¢; this
approach provides the basis for a number of studies of the
UEG across different regimes [19, 109, 138-140]. Finally,
we note that Eq. (15) also constitutes a feasible route
to obtain x(q, 0) from XRTS experiments. In particular,
the direct evaluation of the inverse frequency sum-rule

(w™y = /00 dw S(q,w) w™* (16)
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is usually prevented by the convolution of the DSF with
the instrument function in the measured XRTS inten-
sity. The convolution theorem of the two-sided Laplace
transform [Eq. (3) above], on the other hand, allows us
to exactly remove the influence of R(w), and, in this way,
opens up the way to obtain the static density response of
a given system.

C. Properties of the imaginary-time
density—density correlation function

Let us next revisit a number of important known prop-
erties of the ITCF. In thermodynamic equilibrium, the
DSF obeys the detailed balance relation between positive
and negative frequencies [20],

S(q, —w) = S(q,w)e” 7 . (17)

Inserting Eq. (17) into the definition of the two-sided
Laplace transform [Eq. (2)] gives the important symme-
try relation [53],

F(q,7) = /0 ~ dw S(q,w) {e*wwe*w(ﬂ*ﬂ} (18)
=F(q,B—-71).

In particular, Dornheim et al. [53] have recently shown
that Eq. (18) allows for an exact, simulation-free diag-
nostic of the temperature of any given system from an
XRTS measurement by locating the minimum of F'(q, 7)
at 7 = /2 = 1/2T; the further development of this idea
constitutes a topic of active research [54].

A further important set of properties related to the
description of the dynamics of quantum many-body sys-
tems is given by the frequency moments of the DSF,
which we define as

M, = (W) :/ dw S(q,w) w* . (19)
It is straightforward to show that all positive frequency
moments can be obtained from 7-derivatives of F(q,7)
around the origin [54],

Ma = (71)01 aiF(qa 7_)

ore (20)

7=0

We note that the odd frequency moments can alterna-
tively be expressed in terms of nested commutator ex-
pressions [141], which are known as sum rules in the liter-
ature [142]. In the case of @ = 1, we have the well-known
f-sum rule,

q?
M, = (W) = 5 (21)
An important insight into the physical origin of the
observed 7-dependence of F'(q,7) can be obtained from
the spectral representation of the DSF, which is given

by [20],

S(q,w) = Z P, ||”ml((1)||2 6(w —wim) - (22)
m,l

From a physical perspective, Eq. (22) states that the DSF
is given by the sum over all possible transitions between
the eigenstates [ and m (with wy,, being the energy dif-
ference) of the full N-body Hamiltonian, where P, is the

occupation probability of the initial state, and |[nm;(q)]|*



T/e
w
I
1
1
T o
1
1
P

FIG. 2. Schematic illustration of the single-particle diffusion
through the imaginary time, and its estimation via Eq. (27).
The green curves show the Gaussian probability distribution
Eq. (28) of a diffused particle coordinate at a difference 7
from its origin (blue beads), and the yellow star a particular
realization.

denotes the corresponding transition matrix element. In-
serting Eq. (22) into Eq. (2) then gives [54]

F(a,7) =Y P lna(@|® e ™ . (23)
m,l

In other words, the 7-decay is shaped by the energy dif-
ference between the eigenstates for transitions that are
important at a particular wave vector q. More specifi-
cally, large energy differences as they occur in the non-
collective single-particle regime where the dispersion re-
lation of the DSF is given by w(q) ~ ¢* lead to a pro-
nounced 7-decay, with F'(q,7) almost vanishing around
the minimum at 7 = ($/2. Conversely, energetically
low-lying transitions such as the roton feature of the
UEG [56, 143] manifest as a reduced 7-decay; see Ref. [54]
for an extensive discussion of this effect. In other words,
the existence of a low-energy excitation is equivalent to
the stability of density correlations throughout the imag-
inary time. Dornheim et al. [54] have recently suggested
to quantify this mechanism via a relative decay measure
of the form

F(qa 0) — F(qv T)
F(q,0) ’

which we will also employ in the present work.

AF,(q) = (24)

D. Single-particle delocalization model

To gain further insight into the physical meaning
of F(q,7), we will present a simple model for its 7-

dependence. In particular, it has recently been re-
ported [144] based on extensive, spin-resolved PIMC re-
sults for the ITCF that the 7-dependence is almost ex-
clusively due to single-particle imaginary-time diffusion
effects; density—density correlations between electrons of
different spin-orientation are almost unaffected by the
thermal delocalization of the paths. Based on this em-
pirical observation, we decompose the total ITCF into

F(q,7) = S(q) + AF(q,7) , (25)

where the static structure factor (SSF) corresponds to
the 7 — 0 limit of the ITCF, S(q) = F(q,0). The full 7-
dependence is thus, by definition, contained in the func-
tion AF(q,7) = F(q,7) — F(q,0).

Let us next consider the imaginary-time diffusion of
a single particle at the inverse temperature § in a vol-
ume Q = L3, with L > X\g. In this case, the appro-
priate imaginary-time propagator is simply given by the
diagonal elements of the ideal thermal density matrix
po(r,r; ), see Eq. (8) above. To estimate the correspond-
ing single-particle ITCF Fsp(q, '), we insert a single in-
termediate time slice at 7/. This can be expressed as

po(r,x3 B) = / dr’ po(r,r'; 7' )po(t! 1, 8 — ) . (26)

Inserting the corresponding density operators 7(q) and
7(—q) at the appropriate imaginary times and perform-
ing a few straightforward transformation then gives a

simple expression for the single-particle ITCF,

Fsp(q,7) = / dAr P(Ar,7’) cos(q- Ar) , (27)
Q

with Ar being the displacement between the position of
the particle at 7 = 0 (which is the same as at 7 =
due to the diagonal nature of the trace, leading to closed
trajectories in the path-integral picture) and 7 = 7/. The
probability of a particular displacement is given by the
three-dimensional Gaussian distribution

IR A 2
P(Ar,T) = W exp —WwAr (28)

-7

which takes into account the distance in imaginary-time
to the time-slice of interest both starting from 7 = 0 and
from 7 = .

The basic idea behind Eq. (27) is schematically illus-
trated in Fig. 2 a). Specifically, the blue beads corre-
spond to the start and end points at 7 = 0 and 7 = S,
which are always equal. The green curves depict the
Gaussian probability distributions from Eq. (28) for dif-
ferent values of 7; they are symmetric with respect to
7= /2, as it is expected. In other words, the symmetry
relation (18) of the ITCF can not only be seen as a conse-
quence of the detailed balance of the DSF', but also natu-
rally emerges as a consequence of the S-periodicity within
the imaginary-time path-integral formalism. The yellow
star at 7 = 4e depicts a particular realization of the dis-
placement Ar(7), which is weighted with the probability
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P(Ar, 7). The final expectation value for Fsp(q,7) then
follows from an integral over all possible values of Ar,
which we evaluate numerically.

Let us next analyse the integrand of Eq. (27), which
is depicted in Fig. 3 along the x-component of Ar at
y=2z=0for N =34 and © = 1. For completeness, we
note that such single-particle expressions do, by defini-
tion, not depend on the density parameter r4 for a given
value of ©. The different panels of Fig. 3 correspond
to different wave vectors q = (q,0,0)”, and the sinu-
soidal black lines depict the cosine from Eq. (27). More
specifically, panel a) has been obtained for the minimum
possible wave number ¢ = 27/L, panel b) for ¢ = 2quin,
¢) for ¢ = 5¢min and d) for ¢ = 10¢min. In addition,
the solid red, dotted blue, and dashed green lines show
the product of the cosine with the thermal probability
function P(Ar,7) for different values of 7. For complete-
ness, we note that we employ standard periodic bound-
ary conditions such that z — x + L for x < 0. Evidently,

the Gaussian becomes increasingly narrow with decreas-
ing 7, since the corresponding path has only a shorter
imaginary-time interval to diffuse away from its position
at 7 = 0 in that case. In the limit of 7 — 0, P(Ar,7)
becomes a delta distribution. Consequently, the single-
particle ITCF attains unity for 7 = 0 and 7 = § for all
q.

For ¢ = qmin, the cosine is positive over the entire -
range where the thermal distribution has significant val-
ues. Consequently, the oscillating nature of the cosine
function has a small impact, as it is almost constant in
the relevant z-interval. Still, the small decay of the cosine
function for < L/2 becomes more important with in-
creasing 7 < /2, since the thermal distribution is spread
out to larger z in this case. This is the origin of the
comparably small 7-decay of the corresponding single-
particle ITCF, which is depicted as the dotted blue line
in Fig. 4.

In Fig. 3 b), we show the integrand of Eq. (27) for a
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moderate wave vector, ¢ = 1.25gr. In this case, the co-
sine function oscillates twice as fast as for ¢ = 0.63¢p,
which has a noticeable impact on the integrand. Indeed,
the latter even becomes slightly negative for x 2 L/8; the
resulting cancellation becomes more pronounced with in-
creasing 7, which explains the comparably larger 7-decay
of the corresponding single-particle ITCF (dashed red
curve) in Fig. 4. Further increasing the wave numbers
to ¢ = 3.13qr and ¢ = 6.27qr leads to the integrands
shown in Figs. 3 c¢) and d), which exhibit an even more
substantial cancellation of positive and negative contri-
butions. Consequently, the 7-decay of Fsp(q, 7), which is
shown in Fig. 4 as the dash-dotted black and solid green
curves, is even sharper. The sharp decay in the single
particle limit of ¢ > gg is thus the result of a competi-
tion between the delta-distribution limit of the thermal
distribution Eq. (28) for 7 — 0 and the cancellation of
the integrand as a consequence of the rapidly oscillating
cosine function for large ¢ at any finite value of 7.

III. RESULTS

All PIMC results have been obtained using the ex-
tended ensemble approach introduced in Ref. [101], which
is a canonical adaption of the worm algorithm by Bonin-
segni et al. [79, 80]. We typically employ P = 200
imaginary-time slices, which is sufficient with respect to
the convergence of the factorization error [109], and suf-
ficient to resolve F(q,7) on a useful 7-grid.

A. Dependence on the imaginary-time

Let us begin our in-depth analysis of the 7-dependence
of the imaginary-time density—density correlation func-

tion of the warm dense UEG at the electronic Fermi tem-
perature (i.e., ©® = 1) for the metallic density of r; = 4,
which is shown in Fig. 5. We note that it is sufficient
to show F(q,7) in the half-range of 0 < 7/3/2, since
all curves are symmetric around 7 = (3/2, cf. Eq. (18)
above. The solid green line shows our exact PIMC re-
sults; we note that the statistical uncertainty of these
data are smaller than the width of the curve, and can
be neglected here. Let us next consider the dash-dotted
black curve that depicts the static approzimation [108],
i.e., to setting Gatic(q,w) = G(q,0) in Eq. (13). For
completeness, we note that we have used the neural-net
parametrization of G(q,w = 0;rs,0) from Ref. [138], but
the analytic parametrization of the local field factor [145]
within the recently introduced effective static approxima-
tion (ESA) [37] would have worked equally well for this
purpose. Evidently, the static approzimation provides a
very accurate description of F'(q, 7) for all depicted wave
vectors, and over the entire 7-range. This is consistent
to previous investigations of the dynamic structure factor
S(q,w), which have reported the same trend [108]. The
only deviations that are visible on the depicted scale ap-
pear for the intermediate wave numbers of ¢ = 1.25¢p
and ¢ = 1.88¢r that are shown in panels b) and c), but
the systematic errors are very small.

Let us next consider the dotted red curve, which cor-
responds to the random phase approximation. It is well
known that the RPA becomes exact in the limit of ¢ — 0,
where the UEG is dominated by the collective plasmon
feature, cf. Eq. (29) below. For ¢ = 0.63¢r, which is the
smallest wave number that is accessible for simulations
with N = 34 particles, one is already within the pair
continuum [56] and the DSF substantially differs from
the plasmon shape both with respect to its peak posi-
tion and the peak shape. In this regime, the RPA be-
comes increasingly inaccurate, and the dotted red curve
noticeably deviates from the solid green PIMC results.
With increasing ¢, the systematic error of the RPA be-
comes more pronounced, and attains a maximum around
intermediate wave numbers, ¢ ~ 1.5gr. In the single-
particle limit of ¢ > g, the RPA becomes exact again,
and no systematic deviations are visible for ¢ = 4.39¢p
and ¢ = 6.27¢gr (bottom row of Fig. 5). Interestingly, the
main source of error of the RPA at intermediate wave
numbers seems to be a constant shift in F'(q, 7) that does
not depend on the imaginary time. In fact, it is easy to
see that the first derivative of F'(q,7) around the origin
is exactly reproduced by the RPA, since it fulfills the f-
sum rule, cf. Egs. (20) and (21) above. From Eq. (25),
it is then clear that the bulk of the RPA error should
already be present in the SSF S(q), which is shown in
Fig. 6. More specifically, the green squares show our
exact PIMC results for r; = 4, and the green dashed
line the corresponding RPA. Evidently, the RPA under-
estimates the true magnitude of S(q) for intermediate ¢,
which explains the observed trends in Fig. 5.

Let us next consider the dashed blue curves in Fig. 5,
which have been computed from a simple-quasi particle
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ansatz. In this model, it is assumed that the DSF con-
sists of a single delta-like peak around the quasi-particle
excitation energy wqp,

Ssp(a,w) = A{0(w —wqp) +e 7§ (w +wap) } (29)

the second term on the RHS corresponds to the respective
contribution at negative frequencies and obeys the the
detailed balance relation Eq. (17). Inserting Eq. (29)
into the two-sided Laplace transform Eq. (2) then gives
the corresponding ITCF,

Fap(a,7) = A{e e 4 em(nwar k- (30)

For the case of a plasmon excitation in the UEG, we have
wqp = wp (with w, = /3/r3 being the usual plasma
frequency [20]) for ¢ — 0, and the normalization A of
Egs. (29) and (30) is determined by the static structure
factor S(q) = F(q,0),

S(a)

= e (31)

In the limit of small wave vectors, the latter can be com-
puted analytically from the parabolic expansion [146]

S(q) = 2q:pcoth (%‘”P) . (32)

As a final ingredient to compute the quasi-particle ITCF
Fqp(q, ), we require some information about the wave-
number dependence of the excitation energy, which can
be expanded as [147]

w?(q)

2
“p

=1+ By(rs,0) <q>2 (33)

qr
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within the RPA in the limit of small ¢q. For complete-
ness, we note that the coefficient Ba(rs,©) has been
parametrized by Hamann et al. [147]. For ¢ = 0.63¢r,
Eq. (30) gives the correct qualitative description of
F(q,7), but it substantially overestimates the static limit
of 7 — 0; this is a direct consequence of the overestima-
tion of the true SSF by the ¢ — 0 expansion given in
Eq. (32). For ¢ = 1.25gp, the validity of this simple plas-
mon approximation breaks down, and neither the 7-decay
nor the static limit are described accurately. Therefore,
we omit the corresponding results from the other panels
for even larger values of q.

Let us next consider the results for the semi-analytical
single-particle model Fsp(q,7) that we have introduced
in Sec. IID above, and which is depicted by the solid
yellow curves in Fig. 5. First and foremost, we find that
Fsp(q,7) exhibits the correct qualitative T-decay for all
q. Yet, it always exhibits a static limit of Fsq(q,0) =1,
which leads to large systematic errors for small ¢. From
a physical perspective, this deficiency can be attributed
to the lack of screening effects in the underlying single-
particle imaginary-time diffusion process. Combining
these results for the thermal delocalization with the ex-
act description of static correlation effects (i.e., by using
our PIMC results for S(q) = F(q, 7)) via Eq. (25) leads
to the long-dashed purple curves. Clearly, Eq. (25) leads
to a spectacular improvement over the bare Fsp(q, ) for
q < 2gp, i.e., in the regime where the static structure fac-
tor S(q) has not yet reached the single-particle limit of
S(q — oo) = 1. This finding constitutes one of the cen-
tral observations of the present work, as it implies that
the complicated dynamic behaviour of the quantum UEG
can be accurately approximated by a phenomenologically
simple combination of static correlations, which can eas-
ily be estimated from equilibrium simulations, with the
simple Gaussian imaginary-time diffusion of a single par-
ticle.

In fact, we can show that the 7-dependence of the
single-particle ITCF, AFsp(q,7), does become exact in
the limit of 7 — 0 by numerically evaluating the deriva-
tive of Fsp(q, 7) with respect to 7 around the origin. The
results are shown as the black squares in Fig. 7 and com-
pared to the exact f-sum rule [Eq. (21)] that is depicted
by the solid red line via Eq. (20). We find perfect agree-
ment between the numerical results obtained from the
single-particle ITCF and the exact sum rule for all ¢. Re-
turning once more to Fig. 5, we find that Fsp(q,7) even
becomes exact for large wave numbers where S(q) — 1,
and we find perfect agreement with the PIMC reference
data for ¢ = 6.27¢qp.

Finally, the grey dash-double-dotted curves in Fig. 5
show results for the ITCF of the ideal Fermi gas [148],
Fy(q,7) and we observe similar, though not equal trends
as in Fsp(q, 7). In particular, fermionic exchange effects
lead to density correlations between electrons of the same
spin-orientation, and the static limit Fy(q,0) that is de-
picted as the dotted black curve in Fig. 6 deviates from
unity for ¢ < 2gr. Therefore, Fy(q, 7) is somewhat closer
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to the PIMC results for ¢ < 2gr compared to Fsp(q,7),
even though they exhibit a nearly identical dependence
on the imaginary time.

Let us next repeat this analysis at a lower density,
rs = 20, which is shown in Fig. 8. From a physi-
cal perspective, these conditions are characterized by
the onset of strong electronic correlations and consti-
tute the boundary to the strongly coupled electron liquid
regime [139]. As a consequence, the dispersion relation of
the DSF exhibits a pronounced roton feature [108, 149]
that has very recently been explained by Dornheim et
al. [56] in terms of a new pair alignment model. Since
we overall find similar trends of F(q,7) as compared to
rs = 4, we here restrict ourselves to a brief discussion of
the main differences between the two regimes. In fact, the
most pronounced difference comes from the static limit
F(q,0) = S(q), which is shown in Fig. 6 as the red circles
and red dashed line for PIMC and RPA. In particular, we
find that S(q) attains smaller values compared to rs = 4
for ¢ < 2¢gr, which is directly reflected by our results
for F(q,7) in Fig. 8. In addition, the RPA is less ac-
curate as electronic exchange—correlation effects are sub-
stantially more important in the electron liquid regime.
Surprisingly, we find that the RPA is even less accurate
than the bare single-particle ITCF Fsp(q, 7), or the cor-
responding function of the ideal Fermi gas Fy(q,7) for
intermediate wave numbers; this is a direct consequence
of the overestimation of the Coulomb repulsion in the
RPA, which is discussed in more detail, e.g., in Ref. [56].

In addition, we note that the combination of our
new single-particle imaginary-time diffusion model for
Fsp(q,7) with the static structure factor via Eq. (25)
overall exhibits a comparable accuracy as for r; = 4.
An exception is only given for the smallest depicted
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wave number, ¢ = 0.63¢r, where the corresponding long-
dashed purple curve exhibits a too pronounced decay to-
wards 7 = (/2. Finally, we find exactly the same func-
tional form of all models for F(q,7) as for r, = 4 at
q = 6.27qp, as electron—electron correlations do not in-
fluence density correlations in the single-particle regime.

B. Dependence on the wave number

To get a better qualitative insight into the depen-
dence of imaginary-time density—density correlations on
the wave number ¢, Dornheim et al. [54] have very re-
cently suggested to analyse the relative decay measure
AF.(q) defined in Eq. (24) above. The results are shown
in Fig. 9 for 7y = 4 (top) and r, = 20 (bottom) based
on exact PIMC simulation data for F'(q, 7). More specifi-
cally, the green squares, red circles, and blue crosses show
AF.(q) for 7 = /10, 7 = /4, and T = /2, respec-
tively. For rs = 4, the three depicted data sets exhibit
a qualitatively similar behaviour. In the limit of small
q, they approach the exact plasmon quasi-particle limit
that directly follows from Fgp(q — 0,7), cf. Eq. (30)
above. Upon increasing ¢, all three curves monotonically
increase and eventually attain the single-particle limit of
AF.(q — oo) = 1 for large ¢; this is a direct consequence
of the steeper decay of F(q,7) with 7 for 0 < 7 < /2
that is depicted in Figs. 5 f) and 8 f). Furthermore, it
is easy to see that the onset of the single-particle limit
happens for increasingly large ¢ for decreasing imaginary-
time distances 7 in AF;(q).

For ry = 20, the relative deviation measure exhibits
an even more interesting dependence on ¢q. While again
all three data sets attain their respective plasmon limit
for ¢ — 0, AF.(q) has a minimum for intermediate wave
numbers of ¢ ~ 2qr for all depicted values of 7; for larger
q, we then recover the same single-particle limit as for
rs = 4. From a physical perspective, the minimum in the
relative decay measure signals a reduced decay of corre-
lations along the imaginary-time; in other words, elec-
tronic correlations remain more stable throughout the
imaginary-time diffusion process described in Sec. 11D
above in the strongly coupled case of ry = 20. Indeed,
Dornheim et al. [54] have suggested that such a reduced
7-decay of F(q,7) can directly be translated to a shift
of spectral weight in the DSF towards lower frequencies;
this effect manifests as a roton-type minimum in the dis-
persion relation w(gq) of S(q,w), cf. Fig. 10 below. For
completeness, we note that this effect appears when the
wave length A\, = 27/q is comparable to the average in-
terparticle distance d; it has been explained in Ref. [56]
in terms of the spontaneous alignment of pairs of elec-
trons, which was further substantiated in the subsequent
Ref. [143].

The connection between the relative measure of 7-
decay AF;(q) and the dispersion w(q) of S(q, w) is inves-
tigated in more detail in Fig. 10, where we overlay both
quantities at © = 1 for different values of the density pa-
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rameter rg; we note that all curves have been rescaled by
their respective ¢ — 0 limit, which is given by the plasma
frequency wy, in the case of the dispersion relation. For
the metallic density of ry = 2, the PIMC-based results for
w(q) taken from Ref. [108] exhibit a smooth, monotonous
crossover between the collective regime where the DSF
corresponds to a sharp plasmon feature [cf. Eq. (29)],
and the single-particle regime with A\, < d, where it
holds w(q) ~ ¢*. The corresponding results for the de-
cay measure AF,(q) exhibit a very similar behaviour;
the main difference to w(q) is given by the fact that the
single-particle limit is given by a constant instead of a
parabolic divergence.

For ry = 4, we find a very similar picture compared
to rs = 2 for both w(q) and the three data sets for
AF.(q). Upon further decreasing the density to rs = 10,
the dispersion starts to exhibit the incipient roton min-
tmum around intermediate wave numbers. This effect
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is qualitatively reflected by the relative 7-decay measure
AF.(q) by a minimum around ¢ ~ 2¢g, although its
overall behaviour is less complicated compared to w(q),
as it does not exhibit the local maximum of the latter
around q = gr.

Finally, we show results for the strongly coupled case
of rs = 20 in Fig. 10 d). In this case, both the roton mini-
mum in w(q) and the reduced decay in AF,(q) are more
pronounced, as it is expected. Interestingly, the physi-
cal mechanism of the roton—the spontaneous alignment
of pairs of electrons [56]—manifests in AF,(q) with a
similar magnitude for all three considered values of 7.
This finding is of practical importance for the discussion
of different approximate theories for F(q,7), which are
discussed next.

In Fig. 11, we show the wave-number dependence of
AF,(q) for both ry =4 (left column) and rs = 20 (right
column) for 7 = 3/2 (top row) and 7 = 3/10. The green
squares have been obtained from our ab initio PIMC sim-
ulations and provide an unassailable benchmark for the
other depicted theoretical approaches.

Let us start our comparative analysis by consider-
ing the dashed blue curves, which have been computed
from the quasi-particle approximation for the ITCF,
Fop(q,7), defined in Egs. (30) and (33) above. For
rs = 4, the corresponding decay measure qualitatively
follows the PIMC data; both the limits of large- and
small wave numbers are correctly reproduced, although
this happens only in the limit for very large ¢ in the case
of 7 = £/10. In addition, AF,(q) exhibits a smooth
and monotonous transition between these collective and
single-particle limits, which is phenomenologically cor-
rect, but quantitatively strongly deviates from the green
squares. In particular, we find that while Fqp(q,T) be-
comes, by definition, exact in the plasmon limit for ¢ — 0,
the change in the position of the delta peak described by
Eq. (33) does not constitute a good first-order correction
to this limit. In other words, the finite width of the true
DSF for ¢ > 0 appears to be more important than the
plasmon shift away from the plasma frequency w,. This
trend can be seen particularly well for the more strongly
coupled case of ry = 20, where the true AF,(q) has a
negative slope for small ¢; in contrast, the quasi-particle
approximation Fqp(q, 7) exhibits the opposite behaviour
for both depicted values of 7.

Let us next consider the full RPA, which has been in-
cluded as the dotted red curves in Fig. 11. Clearly, the
RPA is exact both in the limits of ¢ — 0 and ¢ > ¢,
and constitutes a substantial improvement over the sim-
ple QP ansatz in between. For ry = 4, the RPA performs
comparably well over the entire g-range, with a maxi-
mum relative error around intermediate wave numbers
q ~ 2qr. In addition, we note that the 7-decay measure
within the RPA is more accurate for 7 = 3/10 compared
to 7 = /2. This can be explained by the fact that, while
the SSF S(q) = F(q,0) in the RPA exhibits systematic
errors for intermediate q, cf. Fig. 6 above, it does attain
the correct first derivative given by the well-known f-sum
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FIG. 10. PIMC results for the dispersion relation w(q) of the dynamic structure factor (black diamonds, taken from Ref. [108])
and relative decay measure of the ITCF AF,(q) for 7 = /2 (dotted blue), 7 = 3/4 (dashed red), and 7 = 3/10 (solid green) for
the unpolarized UEG with N = 34 at © = 1 for different values of the density parameter rs. All curves have been re-normalised
to their respective ¢ — 0 limit, which is given by the plasma frequency wp in the case of w(q).

rule [Eq. (21)]. For ry = 20, the qualitative accuracy
of the RPA noticeably deteriorates as electron—electron
exchange—correlation effects become more important. In
particular, the RPA, too, does not reproduce the nega-
tive slope of the exact PIMC data for AF.(q) for small q.
This is consistent to the inability of the RPA to capture
the roton minimum in the dispersion relation of the DSF,
which has been investigated in detail in Refs. [56, 108].

This systematic shortcoming of the mean-field based
RPA is remedied by including exact PIMC results for the
static local field correction via Eq. (13), and the results
for AF,(q) are shown as the dash-dotted black curve in
Fig. 11. For the metallic density of ry = 4, no system-
atic deviations between the static approximation and the
PIMC reference results can be resolved on the depicted
scale. For the electron liquid at rs = 20, too, we find that
including the static local field correction leads to a spec-
tacular improvement, and the dash-dotted black curve
nicely captures the roton minimum of AF,(q) around

q = 2qr. At the same time, small deviations to the green
squares can be resolved in particular for 7 = 8/2 in this
regime; yet, the effect is significantly smaller than the
corresponding underestimation of the true depth of the
roton minimum of S(q,w) due to the static approzima-
tion, which is discussed in more detail in Ref. [56].

Let us conclude this analysis by considering our new
single-particle imaginary-time diffusion model Fgp(q,7)
[see Eq. (27) in Sec. IID], which is included in Fig. 11
a the solid yellow curve. Evidently, this simple, semi-
analytical model becomes exact in the single-particle
regime of ¢ > 3gr, but does not reproduce either the col-
lective plasmon limit, nor the roton minimum for inter-
mediate g at 7, = 20. The combination of Fsp(q, 7) with
the correct static structure F'(q,0) = S(q) via Eq. (25),
see the long-dashed purple curves in Fig. 11, substantially
mitigates this deficiency. More specifically, our model is
very accurate at ry = 4 over the entire g-range. Indeed,
no systematic errors can be resolved on the depicted scale
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for the smaller value of the imaginary time 7 = 3/10,
since Eq. (25) becomes exact for 7 = 0 both with respect
to F(q,0), and with respect to the first slope, which is
given by the f-sum rule that has been investigated in
detail in Fig. 7 above. Even in the more complicated
case of ry = 20, the combination of the correct static
structure with the simple single-particle model for the
imaginary-time diffusion discussed in Sec. IID is capable
to reproduce the roton minimum of AF,(q) with remark-
able precision; it only breaks down for ¢ < ¢g, where it
fails to attain the true plasmon limit in the collective
regime. For 7 = (3/10, even this flaw is basically re-
moved, and the long-dashed purple curve gives a very
good description of the entire wave-number range.

C. Dependence on the temperature

Let us conclude this investigation of the imaginary-
time density—density correlation function of the warm
dense UEG by briefly touching upon its dependence on
the temperature. In Fig. 12, we show F(q,7) at rs = 4
for ¢ = 0.63¢r (top), ¢ = 2.51¢r (center), and ¢ = 4.39¢p
(bottom). The solid red lines correspond to exact PIMC
simulation data for © = 4, © = 2, and © = 1, and the
curves are ordered with respect to temperature as it is
indicated in panel a). Overall, we find a similar trend
for all depicted wave numbers: the RPA (dotted green)
underestimates the static limit of F(q,0) = S(q), but
exhibits the correct qualitative decay with respect to 7.
The combination of our new single-particle model for the
imaginary-time diffusion and the exact static limit via
Eq. (25) overall fits even better to the PIMC reference
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data and captures the correct trends for all depicted tem-
peratures and wave numbers. In fact, it becomes more
accurate with increasing temperature, which can be un-
derstood intuitively in the following way. As we have
previously shown in this work, Eq. (25) becomes exact
in the limit of 7 — 0 both with respect to F'(q,0) and
also the slope at the origin. For higher temperatures, the
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imaginary-time propagation described in Sec. ITD above
is carried out over a shorter distance in the 7-domain.
Therefore, systematic errors have a shorter distance to
accumulate, which explains the increased relative accu-
racy for larger values of ©.

IV. DISCUSSION

In this work, we have introduced a simple, semi-
analytic model that gives new insights into the depen-
dence of the ITCF F(q,7) on the imaginary time 7.
In practice, we find that the combination of the static
structure S(q) = F(q,0) with the simple single-particle
imaginary-time diffusion function Fsp(q,7) [cf. Eq. (25)
above| gives a highly accurate description of the ITCF
over a broad range of densities, temperatures and wave
numbers. Remarkably, our model is even capable to cap-
ture the roton feature of the strongly coupled electron
liquid [54, 56, 108], which emerges due to the exchange-
correlation induced alignment of pairs of electrons. Even
in this regime, the effect of electron—electron correlations
on the imaginary-time diffusion is comparably small.

In addition, our model also very accurately captures
the behaviour of the ITCF with respect to the temper-
ature parameter O, and generally agrees well with the
PIMC results for the decay measure AF-(q).

We are convinced that our new results constitute an
important first step towards a more thorough theoretical
understanding of dynamic quantum many-body effects
formulated in the imaginary time. Such an improved un-
derstanding will be of direct use for the interpretation of
ab initio PIMC simulations of WDM [17, 134, 135, 138],
which give direct access to the ITCF. While previous di-
rect PIMC simulations—without the fixed-node approx-
imation, which prevents access to F(q,7)—have mostly
been restricted to the UEG, future efforts will give re-
sults for the ITCF of real materials such as hydro-
gen [134, 135]. In addition, we note that previous models
for S(q,w) such as the Chihara decomposition [51, 52],
but also time-dependent density functional theory calcu-
lations [32, 36], can easily be translated to the imaginary-
time domain, and benchmarked against upcoming PIMC
results. In addition, having an improved understanding
of the physical properties of F'(q,7) will be helpful for
the interpretation of XRTS experiments with WDM. As
mentioned above, the latter give straightforward access
to the ITCF [53], and contain the same physical informa-
tion as the DSF. Performing the corresponding analysis
of the observed XRTS signal in the 7-domain, therefore,
has the potential to give physical insights beyond tem-
perature diagnostics without any models or approxima-
tions [54].
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