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Abstract

We prove two new functional inequalities of the forms

∫

G

ϕ(ψ − ψ) ≤
1

a

∫

G

ψ ln

(

ψ

ψ

)

+
a

4β0

{
∫

G

ψ

}
∫

G

|∇ϕ|2

and
∫

G

ψ ln

(

ψ

ψ

)

≤
1

β0

{
∫

G

ψ

}
∫

G

|∇ ln(ψ)|2

for any finitely connected, bounded C2-domain G ⊆ R
2, a constant β0 > 0, any a > 0 and sufficiently

regular functions ϕ, ψ.

We then illustrate their usefulness by proving long time stabilization and eventual smoothness properties
for certain generalized solutions to the chemotaxis-Navier–Stokes system







nt + u · ∇n = ∆n− ∇ · (nS(x, n, c)∇c),

ct + u · ∇c = ∆c− nf(c),

ut + (u · ∇)u = ∆u + ∇P + n∇φ, ∇ · u = 0,

on a smooth, bounded, convex domain Ω ⊆ R
2 with no-flux boundary conditions for n and c as well as

a Dirichlet boundary condition for u. We further allow for a general chemotactic sensitivity S attaining
values in R

2×2 as opposed to a scalar one.
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1 Introduction

Two new functional inequalities. As it explores the space at the limits of the Sobolev inequalities, the
Trudinger–Moser inequality (cf. [32], [39]) and its corollaries have proven crucial in discovering the structural
subtleties of many partial differential equations. Especially in the case of two-dimensional domains, where
the gap between W 1,2 embedding into Lp, p ∈ [1,∞), but not embedding into L∞ seems particularly vast,
many interesting properties at the parameter boundaries of the sharp Trudinger–Moser inequality have
been discovered. One such example is the existence of blowing-up solutions to the mean field equation (cf.
[17] or [2] for a similar discussion in a slightly different setting), where the mentioned blowup occurs as a
critical system parameter approaches a value connected to the Trudinger–Moser inequality. Similarly for
the two-dimensional Keller–Segel system (cf. [27]), it has been proven that blowup behavior of solutions
depends critically on the initial mass of the first solution component, where the value of said critical mass
is again closely connected to the optimal parameter in the sharp Trudinger–Moser inequality (cf. [26], [33]).
Apart from these already striking results, the Trudinger–Moser inequality has also been used to cope with
exponential nonlinearities in the wave equations (cf. [3]) as well as the heat equation (cf. [4]) among other
examples.

One recently derived consequence of the Trudinger–Moser inequality, which is e.g. used in the existence
theory of chemotaxis-Navier–Stokes systems, are inequalities of the forms

∫

G

ϕ(ψ − ψ) ≤
1

a

∫

G

ψ ln

(

ψ

ψ

)

+
a

4β0

{
∫

G

ψ

}
∫

G

|∇ϕ|2 +
C

a

∫

G

ψ for all a > 0

and
∫

G

ψ ln

(

ψ

ψ

)

≤
1

β0

{
∫

G

ψ

}
∫

G

|∇ ln(ψ)|2 + C

∫

G

ψ

with G being a finitely connected two-dimensional domain with a smooth boundary, ϕ, ψ being sufficiently
regular functions such that all integrals are defined, β0 as well as C being fixed constants and ψ := 1

|G|

∫

G
ψ

(cf. [24], [53]). Notably for trivial examples of ψ (e.g. constant functions), it is easy to see that the above
inequalities hold without the additional mass term. Thus keeping in mind the often striking results at the
limits of the original Trudinger–Moser inequality, it seems potentially fruitful to investigate the degree to
which we can minimize the constant C or if it is possible to even remove the (potentially vestigial) mass
term altogether. As the following result shows, the latter is in fact achievable (at the cost of potentially
smaller value of β0) and, as we will see later in this paper, in fact conducive to improving our understanding
of the aforementioned chemotaxis-Navier–Stokes systems.

Theorem 1.1. For any bounded, finitely connected domain G ⊆ R2 with C2-boundary, there exists a
constant β0 > 0 such that

∫

G

ϕ(ψ − ψ) ≤
1

a

∫

G

ψ ln

(

ψ

ψ

)

+
a

4β0

{
∫

G

ψ

}
∫

G

|∇ϕ|2 (1.1)

for all ϕ ∈ W 1,2(G), positive ψ ∈ Lp(G) with p > 1 and a > 0 and

∫

G

ψ ln

(

ψ

ψ

)

≤
1

β0

{
∫

G

ψ

}
∫

G

|∇ ln(ψ)|2 (1.2)

for all positive ψ ∈ Lp(G) with p > 1 and ln(ψ) ∈ W 1,2(G). Here, ψ := 1
|G|

∫

G
ψ.

Remark 1.2. For functions ψ of higher regularity (e.g. C1(G)), the inequality in (1.2) can be rewritten as

∫

G

ψ ln

(

ψ

ψ

)

≤
2

β0

{
∫

G

ψ

}
∫

G

|∇ψ|2

ψ2
,

which is how we will use it in Section 3.
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Key ideas. Both (1.1) and (1.2) are ultimately a consequence of a corollary to the Trudinger–Moser
inequality (cf. [32], [39]), namely the inequality

∫

G

eβϕ ≤ CG exp

(

1

4β

∫

G

|∇ϕ|2 +
1

|G|

∫

G

ϕ

)

for all ϕ ∈ W 1,2(G) (1.3)

with appropriate β > 0 and CG ≥ |G| (This lower bound for CG directly follows from setting ϕ := 0).
Although the above inequality is fairly easy to derive if optimality of the constants is not necessarily an
objective, our aim here will be minimizing the constant CG as this is central to the derivation of our new
inequalities. In fact, the ideas that make this possible are arguably the linchpin to this whole paper and seem
nonetheless not widely explored in this context. Instead prior efforts seem to mostly focus on maximizing
β in various settings (cf. [1], [11], [32], for instance), while the key to our result is in fact sacrificing the size
of β in favor of smaller CG. To our knowledge, minimizing CG has been thus far only considered on the
spheres Sn and in related settings (cf. [14], [35], [54], for instance).

To achieve such a minimization of CG in planar domains then, we begin by employing techniques from the
calculus of variations to first find a minimizer ϕβ of the functional

Jβ(ϕ) :=
1

4β

∫

G

|∇ϕ|2 +
1

|G|

∫

G

ϕ− ln

(

1

|G|

∫

G

eϕ
)

for all ϕ ∈ W 1,2(G),

which arises in a natural way from (1.3) after some rearrangement, for each β ∈ (0, π].

Having found such minimizers, we then show that they solve a Neumann problem corresponding to the
equation

−
1

2β
∆ϕβ = −

1

|G|
+

eϕβ

∫

G
eϕβ

in a weak sense. Using the regularity features of this Neumann problem combined with the regularity
properties of the minimizers inherent to their construction, we can argue that all minimizers are bounded
in L∞(G) independent of β. We further note that, when β becomes small, the Laplacian on the left-hand
side of the above equation becomes arbitrarily strong, which has the following consequence: If we restrict
ourselves to solutions, which are normalized to

∫

Ω
ϕβ = 0 and are bounded in L∞(G) by a fixed constant

independent of β, then as β ց 0 the only solution that fulfills these constraints is ϕβ ≡ 0. Combining
these insights, we can then conclude that our minimizers must be equal to zero everywhere as well if β is
sufficiently small. But this directly gives us Jβ ≥ Jβ(ϕβ) = Jβ(0) = 0 for sufficiently small β, which implies
(1.3) with CG = |G|.

Knowing that (1.3) is in fact true with CG = |G| then allows us to derive our functional inequalities in a
similar fashion to [24] and [53].

A chemotaxis-Navier–Stokes system. The above result was not created in a vacuum but rather during
the study of the long time behavior of the system











nt + u · ∇n = ∆n− ∇ · (nS(x, n, c) · ∇c),

ct + u · ∇c = ∆c− nf(c),

ut + (u · ∇)u = ∆u+ ∇P + n∇φ, ∇ · u = 0,

(1.4)

of partial differential equations arising from biology in bounded two-dimensional domains with a smooth
boundary. It models chemotaxis, the directed movement of cells along a chemical gradient toward an
attractant, under the influence of a surrounding fluid. Here, n represents the cell population, c represents
an attractant concentration, u and P represent the fluid velocity field and associated pressure, respectively.

Systems of this type, though without fluid interaction, were first introduced in the seminal work [27] by
Keller and Segel in 1970 and have since been developed in several directions. One such direction stems from
the observation by Dombrowski et al. (cf. [15]) that a population of Bacillus subtilis generate speeds of fluid
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movement after aggregation that seemed to be insufficiently explained by considering each cell in isolation.
This challenges the standing assumption that fluid-cell interaction can be disregarded because each cell has
only negligible influence on the fluid. As such, Tuval et al. [40] introduced the system (1.4) containing a full
Navier–Stokes equation to model the fluid interaction, which we present here somewhat normalized. The
key interactions are the convective forces of the fluid acting on the cells and attractant modeled by the terms
u · ∇n and u · ∇c, respectively, and the buoyant forces of the cells acting on the fluid modeled by the term
n∇φ.

If we assume the chemotactic sensitivity S to be scalar, systems of this type are fairly well understood,
which is often due to convenient energy-type structures. In fact, there have been various results discussing
well-posedness in the whole space case under varying assumption on the parameter functions S, f , φ and
initial data (cf. [9], [16]) as well as results about the global existence of unique classical solutions in bounded
two-dimensional domains (cf. [45]). In bounded three-dimensional domains, there are generally only less
ambitious existence results available, likely due to the problematic Navier–Stokes equation (cf. [45], [49],
[50]). For a broader overlook about many types of chemotaxis problems and results concerning them, we
refer the reader to the survey [5].

Eventual smoothness of solutions. Before we formulate the second main result of this paper, let us
first establish the full context, in which we want to analyze the system (1.4):

We let Ω ⊆ R2 be a bounded, convex domain with a smooth boundary. We then add the boundary conditions

∇n · ν = n(S(x, n, c)∇c) · ν, ∇c · ν = 0, u = 0 for all x ∈ ∂Ω, t > 0 (1.5)

and initial conditions

n(x, 0) = n0(x), c(x, 0) = c0(x), u(x, 0) = u0(x) for all x ∈ Ω (1.6)

for initial values with the properties











n0 ∈ Cι(Ω) for some ι > 0 and with n0 > 0 in Ω,

c0 ∈ W 1,∞(Ω) with c0 > 0 in Ω,

u0 ∈ D(Aϑ2 ) for some ϑ ∈ (1
2 , 1)

(1.7)

to (1.4). Here, A2 denotes the Stokes operator on the Hilbert space L2
σ(Ω) := {ϕ ∈ (L2(Ω))2 | ∇ · ϕ = 0} of

all solenoidal functions in (L2(Ω))2. For more details concerning this space and operator, see Section 3.4.

For the functions f, S and φ that parameterize (1.4), we will throughout this paper assume that

f ∈ C1([0,∞)) with f(0) = 0 and f(x) > 0 for all x ∈ (0,∞), (1.8)

that, for S = (Sij)i,j∈{1,2},

Sij ∈ C2(Ω × [0,∞) × [0,∞)) for i, j ∈ {1, 2}, (1.9)

that

|S(x, n, c)| ≤ S0(c) for all (x, n, c) ∈ Ω × [0,∞)2 and some nondecreasing S0 : [0,∞) → [0,∞) (1.10)

and that
φ ∈ W 2,∞(Ω). (1.11)

Given this setting, let us now first cite the following existence result for global generalized mass-preserving
solutions from [24]:
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Theorem A. Let Ω ⊆ R2 be a bounded, convex domain with a smooth boundary. If we then assume that
f , S, φ satisfy (1.8)–(1.11) and the initial data have the properties outlined in (1.7), then the system (1.4)
with initial data and boundary conditions (1.5) and (1.6) has a global mass-preserving generalized solution
(n, c, u) in the sense of Definition 3.1 below.

It is for these generalized solutions that we prove the following eventual smoothness and stabilization result
as we will make extensive use of the fact that they are the limit of a certain sequence of approximate
solutions:

Theorem 1.3. Let Ω ⊆ R2 be a bounded, convex domain with a smooth boundary. Assume further that f ,
S, φ satisfy (1.8)–(1.11) and the initial data (n0, c0, u0) have the properties outlined in (1.7). Then for the
generalized mass-preserving solution (n, c, u) of (1.4) with (1.5) and (1.6) constructed in Theorem A, there
exists a time t0 > 0 such that

(n, c, u) ∈ C2,1(Ω × [t0,∞)) × C2,1(Ω × [t0,∞)) × C2,1(Ω × [t0,∞);R2).

Further, there exists P ∈ C1,0(Ω× [t0,∞)) such that (n, c, u, P ) is a classical solution of (1.4) on Ω× (t0,∞)
with boundary conditions (1.5).

Additionally,

n(·, t) →
1

|Ω|

∫

Ω

n0, c(·, t) → 0, u(·, t) → 0 (1.12)

in C2(Ω) or C2(Ω;R2), respectively, as t → ∞.

Complications. As already expanded upon in the related existence theory in [24], the two key features of
(1.4) that complicate any analysis of the system are that we allow for general matrix valued sensitivities S
and use a full Navier–Stokes equation as the fluid model. Both are mainly problematic because they restrict
our access to good, immediately available a priori information we can use as a baseline for later arguments.

For scalar sensitivities S, there exist many results about similar systems to (1.4), with or without fluid inter-
action, concerning global existence (cf. [16], [45], [57]) and long time behavior (cf. [46], [50]) due to some very
convenient energy inequalities. In the matrix-valued case, these energy inequalities are no longer available.
This makes analysis of especially the first equation in (1.4) highly difficult. Therefore to our knowledge,
prior work concerning non-scalar sensitivities has either hinged on some strong assumptions about S or the
initial data (cf. [7], [8], [41], [42], [43]), on adding sufficiently strong nonlinear diffusion to the first equation
(cf. [47]) or only constructing generalized solutions (cf. [24], [51]). Even in the fluid-free version of (1.4)
without imposing any strong assumptions on S, global smooth solutions in the two-dimensional case seem to
have thus far only been constructed under significant smallness conditions for c0 (cf. [29]) and, if we allow for
general initial data and space dimension, only global generalized solutions (similar to those in Definition 3.1)
seem to be available (cf. [48]).

Matrix valued sensitivities were introduced because they are of significant interest from a modeling stand-
point. In models with scalar S, it been shown that solutions homogenize over time, which does not agree
with the structure formation observed in experiments (cf. [46]). As newly formed structures tend to originate
at the boundaries (cf. [15]), modern modeling approaches introduce rotational flux components near said
boundaries, leading to a sensitivity function S that looks somewhat like

S = a

(

1 0
0 1

)

+ b

(

0 −1
1 0

)

for a > 0, b ∈ R

with significant non-diagonal entries (cf. [55], [56]).

The second complication inhibiting our access to a priori information is of course the famously hard to
handle Navier–Stokes equation modeling the fluid. If we remove the nonlinear convection term and simplify
the fluid model to a Stokes equation, a similar result about the eventual smoothness of generalized solutions
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not unlike those discussed here can be found in [52]. Sadly the methods seen there in large do not translate
to the full Navier–Stokes case.

As we will see in Section 3 or, more specifically, the proofs of Corollary 3.3, Lemma 3.4 and Lemma 3.5,
these complications as far as we know can only be overcome (at least if we do not want to pose strong
restrictions on our parameters) due to our functional inequalities in Theorem 1.1, which in our opinion
certainly underlines their significant usefulness.

Key ideas. As we only consider the generalized solutions constructed in Theorem A, we will naturally
require some of their specific structure for our proof of their eventual smoothness, namely that they are the
limit of certain approximate solutions (nε, cε, uε)ε∈(0,1). The key idea then is to show that the approximate
solutions are uniformly bounded in some sufficiently strong parabolic Hölder spaces from some time t0 > 0
onward and use compact embedding properties of such spaces to show that the limit functions (n, c, u) posses
a similarly high level of regularity. We then only need to further derive that n eventually fulfills a weak
solution property of the same kind as the ones for c and u in Definition 3.1 as this allows us to use standard
parabolic regularity theory to argue that the generalized solutions from Theorem A become in fact classical.

To do this, we need to extract significantly stronger a priori estimates for the approximate solutions (albeit
maybe only after some time has passed) than for the existence theory in [24] and this is naturally where
our new functional inequalities come in. Our arguments will be based on the initially fairly weak regularity
information

∫ ∞

0

∫

Ω

|∇nε|
2

n2
ε

≤ C for all ε ∈ (0, 1)

derived in Lemma 3.2, which leads to the following two important global integrability properties (cf. Corol-
lary 3.3) due to the new functional inequalities (1.1) and (1.2):

∫ ∞

0

∫

Ω

nε ln

(

nε
n0

)

≤ C and

∫ ∞

0

∫

Ω

nε∇φ · uε ≤ C for all ε ∈ (0, 1).

The former then allows us to show in Lemma 3.5 and Corollary 3.6 that ‖cε(·, t)‖L∞(Ω) and

∫ ∞

t

∫

Ω

|∇cε|
2

become uniformly small as t → ∞ while the latter allows us in Lemma 3.4 to derive that

∫ ∞

0

∫

Ω

|uε|
2 ≤ C and

∫ ∞

0

∫

Ω

|∇uε|
2 ≤ C for all ε ∈ (0, 1).

Both proofs again heavily rely on Theorem 1.1.

Albeit in a weak sense, the above statements already suggest that the functional

Fε(t) :=

∫

Ω

nε ln

(

nε
n0

)

+
1

2

∫

Ω

|∇cε|
2 +

1

2C

∫

Ω

|uε|
2

introduced in Section 3.4 might become uniformly small for large times t. That this is in fact the case is
shown in Lemma 3.7 and Lemma 3.8 by first arguing that the functional is small at some time tε for each
ε ∈ (0, 1) prior to a time t independent of ε based on the integrability properties above and then deriving a
differential inequality for Fε via testing methods to show that, if Fε ever gets small enough, it in fact stays
small. From this argument, we additionally gain certain useful integrability properties for some higher order
terms.

This now not only already gives us fairly strong stabilization properties, but also takes us over the critical
point in terms of regularity such that the standard bootstrap techniques seen from Section 3.5 onward will
take us all the way to our desired result.
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2 Two new functional inequalities based on the Trudinger–Moser
inequality

For the purposes of this section, G ⊆ R2 is always a finitely connected, bounded domain (cf. [10]) with a
C2-boundary.

2.1 The Trudinger–Moser inequality

We will start the derivation of our new functional inequalities by reminding ourselves of an already well-
known inequality first pioneered by Trudinger in [39] and then later refined by Moser in [32, Theorem 1],
which will serve as the starting point for all further considerations. As it is somewhat more convenient for
our purposes though, we use the more recent formulation of the same inequality by Chang in [10, Proposition
2.3], which can be extended from C1(G) to W 1,2(G) by a straightforward density argument:

Theorem 2.1. Let G ⊆ R2 be a finitely connected, bounded domain (cf. [10]) with a C2-boundary. Then
there exists a constant CG ≥ |G| such that, for all ϕ ∈ W 1,2(G) with

∫

G

|∇ϕ|2 ≤ 1 and

∫

G

ϕ = 0

and 0 < β ≤ 2π, we have
∫

G

eβϕ
2

≤ CG.

As the above restrictions on ϕ can be somewhat inconvenient, we will now prove a standard corollary of
the Trudinger–Moser inequality eliminating said restrictions at the cost of some corresponding terms on the
right and a slightly different term on the left of the inequality:

Corollary 2.2. For each 0 < β ≤ 2π and ϕ ∈ W 1,2(G), we have

∫

G

eϕ ≤ CG exp

(

1

4β

∫

G

|∇ϕ|2 +
1

|G|

∫

G

ϕ

)

(2.1)

with CG from Theorem 2.1.

Proof. As (2.1) is trivially true for constant functions ϕ with CG = |G|, we can assume that ‖∇ϕ‖L2(Ω) > 0
for the remainder of this proof without loss of generality. Then by using Young’s inequality to see that

ϕ− ϕ ≤ |ϕ− ϕ| ≤ β

(

ϕ− ϕ

‖∇ϕ‖L2(G)

)2

+
1

4β
‖∇ϕ‖2

L2(G)

with ϕ := 1
|G|

∫

G
ϕ, we directly gain from Theorem 2.1 that

∫

G

eϕ−ϕ ≤ CG exp

(

1

4β

∫

G

|∇ϕ|2
)

or further that
∫

G

eϕ ≤ CG exp

(

1

4β

∫

G

|∇ϕ|2 +
1

|G|

∫

G

ϕ

)

for all 0 < β ≤ 2π and ϕ ∈ W 1,2(G).

As integrals of the form
∫

G
eϕ will naturally play a significant role in the following arguments, let us briefly

note that the above corollary ensures that said integrals are always finite and positive if ϕ ∈ W 1,2(G), which
makes them reasonably straightforward to handle.
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2.2 A variational approach to minimizing CG

Understanding the relationship of the constants CG and β in Corollary 2.2 will be the linchpin to our proof
of Theorem 1.1. While there have been considerable efforts to achieve the above inequality for optimal,
meaning large, values of β in many different contexts as laid out in the introduction, we will be more
interested in how small we can make CG ≥ |G| at the cost of only allowing for smaller values of β, which is
not as widely studied.

Therefore, what we are now essentially looking at is a minimization problem, which we will handle using
variational methods. Concerning which functional to minimize, we let ourselves be guided by a similar
approach in [20, Theorem 18.2.1] to minimizing the constant CG on the sphere S2 (cf. [14] for an overview
about proof techniques on S2). Thus for each β ∈ (0, 2π], we will analyze the following functional:

Jβ(ϕ) :=
1

4β

∫

G

|∇ϕ|2 +
1

|G|

∫

G

ϕ− ln

(

1

|G|

∫

G

eϕ
)

for all ϕ ∈ W 1,2(G). (2.2)

As Jβ ≥ 0 immediately implies that (2.1) holds with CG = |G|, which is the smallest possible value for CG
in said inequality, it will be our aim for the remainder of this section to show that minimizers ϕβ for Jβ
exist and that, for sufficiently small β, they have the property Jβ(ϕβ) = 0.

To do this, let us now first consider a basic lower boundedness and coerciveness property of Jβ directly
following from Corollary 2.2:

Lemma 2.3. There exists a constant C ≥ 0 such that

Jβ(ϕ) ≥
1

8β

∫

G

|∇ϕ|2 − C ≥ −C

for all ϕ ∈ W 1,2(G) and β ∈ (0, π].

Proof. Let β ∈ (0, π] and γ := 2β ∈ (β, 2π]. Then we know from Corollary 2.2 that

− ln

(

1

|G|

∫

G

eϕ
)

≥ −
1

4γ

∫

G

|∇ϕ|2 −
1

|G|

∫

G

ϕ− ln

(

CG
|G|

)

.

for all ϕ ∈ W 1,2(G) after some minor rearranging. If we now apply this to Jβ , we see that

Jβ(ϕ) ≥

(

1

4β
−

1

4γ

)
∫

G

|∇ϕ|2 − ln

(

CG
|G|

)

=
1

8β

∫

G

|∇ϕ|2 − ln

(

CG
|G|

)

for all ϕ ∈ W 1,2(G), which completes the proof.

This property will now enable us to find a minimizer ϕβ for each Jβ by first allowing us to construct a
minimizing sequence for each functional and then arguing that said sequences converge in certain topologies
to some limit function in W 1,2(G). We then only need to further show that said convergence properties lead
to sufficient estimates to ensure that the limit object is in fact an actual minimizer.

Moreover by utilizing the now established minimizer property, we will additionally show that each ϕβ solves a
certain weak elliptic Neumann boundary value problem as a first step in our efforts to show that Jβ(ϕβ) = 0.

Lemma 2.4. For each β ∈ (0, π], there exists a function ϕβ ∈ W 1,2(G) with

∫

G

ϕβ = 0

8



and
1

2β

∫

G

∇ϕβ · ∇ψ = −
1

|G|

∫

G

ψ +

∫

G
ψeϕβ

∫

G
eϕβ

(2.3)

for all ψ ∈ W 1,2(G), which is a minimizer of Jβ, meaning that

inf
ϕ∈W 1,2(G)

Jβ(ϕ) = Jβ(ϕβ).

Proof. We fix β ∈ (0, π]. We know from Lemma 2.3 that infϕ∈W 1,2(G) Jβ(ϕ) ≥ −C for some C > 0 and we
can therefore choose a (minimizing) sequence (ϕk)k∈N ⊆ W 1,2(G) such that

Jβ(ϕk) → inf
ϕ∈W 1,2(G)

Jβ(ϕ)

as k → ∞. Without loss of generality, we can further assume that

∫

G

ϕk = 0 for all k ∈ N

because it is easily seen that Jβ is invariant under the addition of constants to its argument. Because the
sequence (Jβ(ϕk))k∈N converges, it is bounded and thus Lemma 2.3 implies that the sequence

(
∫

G

|∇ϕk|2
)

k∈N

is bounded as well. As we know that
∫

G
ϕk = 0 for all k ∈ N, the Poincaré inequality (cf. [6, p. 312]) implies

that therefore the sequence (ϕk)k∈N is bounded in W 1,2(G) as well. Without loss of generality (by choosing
fitting subsequences), this allows us to assume that there exists a function ϕβ ∈ W 1,2(G) with

{

ϕk ⇀ ϕβ in W 1,2(G)

ϕk → ϕβ in L1(G) and L2(G)
(2.4)

as k → ∞ by standard compactness arguments. The above L1(G) convergence then ensures that
∫

G
ϕβ = 0.

Further due to the mean value theorem, we can now observe that

∣

∣

∣

∣

∫

G

eϕk −

∫

G

eϕβ

∣

∣

∣

∣

≤

∫

G

|eϕk − eϕβ | ≤

∫

G

|ϕk − ϕβ |e|ϕk|+|ϕβ | ≤ ‖ϕk − ϕβ‖L2(Ω)

(
∫

G

e2|ϕk|+2|ϕβ |

)
1
2

for all k ∈ N. By the L2(G) convergence from (2.4) and using the fact that
∫

G
e2|ϕk|+2|ϕβ| is uniformly

bounded due to Corollary 2.2 and the W 1,2(G) bound for the sequence already established prior, this
directly implies that

∫

G

eϕk →

∫

G

eϕβ

as k → ∞.

Using this convergence property combined with (2.4), we then see that

inf
ϕ∈W 1,2(G)

Jβ(ϕ) = lim
k→∞

Jβ(ϕk) =
1

4β
lim inf
k→∞

∫

G

|∇ϕk|2 +
1

|G|
lim
k→∞

∫

G

ϕk − ln

(

1

|G|
lim
k→∞

∫

G

eϕk

)

≥ Jβ(ϕβ)

and therefore that
Jβ(ϕβ) = inf

ϕ∈W 1,2(G)
Jβ(ϕ).

Thus, ϕβ is a minimizer of Jβ.
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It now only remains to show that ϕβ is also a weak solution of the Neumann problem corresponding to (2.3).
To this end, let now ψ ∈ W 1,2(G) be fixed, but arbitrary. We then consider the function

f : (−1, 1) → R, t 7→ Jβ(ϕβ + tψ),

which has a global minimum in 0 by our observations about Jβ . Then

f(t) =
1

4β

∫

G

|∇ϕβ |2 + t
1

2β

∫

G

∇ϕβ · ∇ψ + t2
1

4β

∫

G

|∇ψ|2 +
1

|G|

∫

G

ϕβ + t
1

|G|

∫

G

ψ − ln

(

1

|G|

∫

G

eϕβ+tψ

)

.

One easily sees that f is differentiable as it is mostly a polynomial in t and the remaining terms are amenable
to results about the differentiation of parameter integrals (Note that Corollary 2.2 can be used to establish
the necessary integrability properties). The minimality property of f in 0 therefore implies that

0 = f ′(0) =
1

2β

∫

G

∇ϕβ · ∇ψ +
1

|G|

∫

G

ψ −

∫

G
ψeϕβ

∫

G
eϕβ

,

which gives us (2.3) and thus completes the proof.

Having now constructed the minimizers ϕβ , the key to showing that for sufficiently small β we have Jβ ≥
Jβ(ϕβ) = 0 is understanding the weak elliptic Neumann problem







− 1
2β∆ϕβ = − 1

|G| + e
ϕβ

∫

G
e

ϕβ
on G,

∇ϕβ · ν = 0 on ∂G.

In this regard, the two most crucial insights about the above system as well as the minimizers are the follow-
ing: First, the minimizers are bounded in W 1,2(G) independent of β as a consequence of their minimization
property, which by the Trudinger–Moser inequality as well as elliptic regularity properties of the system
further results in an L∞(G) bound for the minimizers, which is β-independent as well. Second by reducing
the value of β, we can make the Laplacian in the above system arbitrarily strong when compared to the
source terms on the right, which manifests as the following property: When only considering solutions that
are normalized to

∫

G
ϕβ = 0 and are bounded in L∞(G) by some constant C > 0 independent of β, we

can increase the strength of the Laplacian to such a degree that at some point the only member of the
aforementioned solution class is ϕβ ≡ 0.

Combined, this means that, for sufficiently small β, the minimizers ϕβ must be everywhere equal to zero as
well. But this directly implies Jβ(ϕβ) = Jβ(0) = 0.

We will now make these ideas precise to prove the following lemma.

Lemma 2.5. There exists β0 ∈ (0, π] such that

inf
ϕ∈W 1,2(G)

Jβ(ϕ) = 0

for all β ∈ (0, β0].

Proof. For each β ∈ (0, π], let ϕβ be the minimizer of Jβ found in Lemma 2.4. First note that there exists
a constant K1 > 0 such that

0 = Jβ(0) ≥ inf
ϕ∈W 1,2(G)

Jβ(ϕ) = Jβ(ϕβ) ≥
1

8β

∫

G

|∇ϕβ |2 −K1

and therefore
∫

G

|∇ϕβ |2 ≤ 8βK1 ≤ 8πK1

10



for all β ∈ (0, π] by Lemma 2.3. We now further observe that

∫

G

eϕβ =
|G|

|G|

∫

G

eϕβ ≥ |G| exp

(

1

|G|

∫

G

ϕβ

)

= |G| (2.5)

because of Jensen’s inequality and the fact that
∫

G
ϕβ = 0. Together, these two inequalities then give us

that
∥

∥

∥

∥

eϕβ

∫

G
eϕβ

∥

∥

∥

∥

2

L2(G)

≤
1

|G|2

∫

G

e2ϕβ ≤
CG
|G|2

exp

(

1

2π

∫

G

|∇ϕβ |2
)

≤
CG
|G|2

e4K1 =: K2 (2.6)

for all β ∈ (0, π] by way of Corollary 2.2. We further know that the functions ϕβ solve a weak Neumann
problem in the sense seen in (2.3), which gives us that

∫

G

∇ϕβ · ∇ψ = 2β

[

−
1

|G|

∫

G

ψ +

∫

G
ψeϕβ

∫

G
eϕβ

]

for all ψ ∈ W 1,2(G) and β ∈ (0, π]. This and the fact that
∫

G
ϕβ = 0 makes ϕβ accessible to standard elliptic

regularity theory as e.g. found in Lemma 2 on page 217 of Reference [31]. Using said regularity results in
combination with (2.6), we then gain a constant K3 > 0 such that

‖ϕβ‖W 2,2(G) ≤K3

∥

∥

∥

∥

2β

[

−
1

|G|
+

eϕβ

∫

G
eϕβ

]∥

∥

∥

∥

L2(Ω)

≤2K3β

[

1
√

|G|
+

∥

∥

∥

∥

eϕβ

∫

G
eϕβ

∥

∥

∥

∥

L2(Ω)

]

≤2K3π

[

1
√

|G|
+
√

K2

]

=: K4 for all β ∈ (0, π].

We can now further use the two-dimensional Sobolev inequality to find a constant K5 > 0 with

‖ϕβ‖L∞(Ω) ≤ K5‖ϕβ‖W 2,2(G) ≤ K4K5 =: K6

for all β ∈ (0, π], meaning that the functions ϕβ are in fact uniformly bounded in W 2,2(G) and L∞(G).

We now set ψ = ϕβ in (2.3) to see that

1

2β

∫

G

|∇ϕβ |2 = −
1

|G|

∫

G

ϕβ +

∫

G
ϕβe

ϕβ

∫

G
eϕβ

for all β ∈ (0, π]. (2.7)

As a first consequence of (2.7) and the fact that
∫

G
ϕβ = 0, we gain that

∫

G

ϕβe
ϕβ ≥ 0

and therefore that
∫

G
ϕβe

ϕβ

∫

G
eϕβ

≤

∫

G
ϕβe

ϕβ

|G|

because of (2.5) for all β ∈ (0, π]. If we then apply this to (2.7), we gain that

1

2β

∫

G

|∇ϕβ |2 ≤
1

|G|

(
∫

G

ϕβ(eϕβ − 1)

)

≤
1

|G|

(
∫

G

|ϕβ ||eϕβ − e0|

)

≤
1

|G|

∫

G

|ϕβ |2e|ϕβ| ≤
eK6

|G|

∫

G

|ϕβ |2 ≤
eK6C2

p

|G|

∫

G

|∇ϕβ |2 for all β ∈ (0, π]
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by the mean value theorem and the Poincaré inequality with constant Cp > 0. If β is now smaller than or
equal to

β0 := min

(

|G|

4eK6C2
p

, π

)

,

we gain
∫

G

|∇ϕβ |2 = 0

from the previous inequality, which implies that ϕβ = 0 as
∫

Ω ϕβ = 0. Therefore

inf
ϕ∈W 1,2(G)

Jβ(ϕ) = Jβ(ϕβ) = Jβ(0) = 0

for all β ∈ (0, β0], which completes the proof.

This new insight now allows us to significantly improve upon Corollary 2.2 (along one specific axis) by just
rearranging some terms in the functional Jβ defined in (2.2) to gain the following:

Corollary 2.6. For each 0 < β ≤ β0 and ϕ ∈ W 1,2(G), we have

∫

G

eϕ ≤ |G| exp

(

1

4β

∫

G

|∇ϕ|2 +
1

|G|

∫

G

ϕ

)

(2.8)

with β0 from Lemma 2.5.

2.3 Proving our new functional inequalities

After this brief excursion into the calculus of variations and the theory of elliptic problems, we will now
refocus on proving Theorem 1.1 using our optimal Corollary 2.6 and similar methods as those seen in [24]
and [53]:

Proof of Theorem 1.1. Let ϕ ∈ W 1,2(G), ψ ∈ Lp(G) with p > 1, let ψ be positive and let m :=
∫

G
ψ > 0.

Observe now for any a > 0 that

ln

(
∫

G

eaϕ
)

= ln

(
∫

G

eaϕ
m

ψ

ψ

m

)

≥

∫

G

(

ln(eaϕ) + ln

(

m

ψ

))

ψ

m
=

a

m

∫

G

ϕψ −
1

m

∫

G

ψ ln

(

ψ

m

)

by Jensen’s inequality. Note that our choices of function spaces for ϕ and ψ ensure that all the integrals are
well defined. If we now combine this with Corollary 2.6 (applied to aϕ) and multiply by m

a
, we get that

∫

G

ϕψ ≤
1

a

∫

G

ψ ln

(

ψ

m

)

+
m

a
ln

(

|G| exp

(

a2

4β0

∫

Ω

|∇ϕ|2 +
a

|G|

∫

Ω

ϕ

))

=
1

a

∫

G

ψ ln

(

ψ

m

)

+
am

4β0

∫

G

|∇ϕ|2 +
m

|G|

∫

G

ϕ+
m

a
ln(|G|)

=
1

a

∫

G

ψ ln

(

ψ

ψ

)

+
a

4β0

{
∫

G

ψ

}
∫

G

|∇ϕ|2 +
m

|G|

∫

G

ϕ

or further that
∫

G

ϕ(ψ − ψ) ≤
1

a

∫

G

ψ ln

(

ψ

ψ

)

+
a

4β0

{
∫

G

ψ

}
∫

G

|∇ϕ|2

after some rearranging with ψ := 1
|G|

∫

G
ψ, which is (1.1) exactly.

For ψ ∈ Lp(G) with p > 1, ψ positive with ln(ψ) ∈ W 1,2(G), we now set

ϕ := ln

(

ψ

ψ

)

and a := 2

12



in the previous inequality to get that

∫

G

ψ ln

(

ψ

ψ

)

− ψ

∫

G

ln

(

ψ

ψ

)

≤
1

2

∫

G

ψ ln

(

ψ

ψ

)

+
1

2β0

{
∫

G

ψ

}
∫

G

|∇ ln(ψ)|2.

Because by Jensen’s inequality we have

∫

G

ln

(

ψ

ψ

)

≤ |G| ln

(

1
|G|

∫

G
ψ

ψ

)

= |G| ln(1) = 0,

this directly implies the inequality (1.2).

3 Eventual smoothness of solutions to a chemotaxis-Navier–Stokes

system with rotational flux components

Having proven some essential and powerful tools to deal with the lack of easily accessible a priori information
(due to the non-scalar sensitivity S and full Navier–Stokes fluid model), we will now begin the journey toward
the second result of this paper, namely the derivation of eventual smoothness properties for the solutions
constructed in Theorem A.

3.1 Generalized solution concept and approximate solutions

As our first step, let us now briefly recall some key points from [24] concerning these solutions. First, we want
to clarify what is actually meant when talking about generalized mass-preserving solutions in Theorem A:

Definition 3.1. Let Ω ⊆ R2 be a bounded, convex domain with a smooth boundary and f , S and φ be
parameter functions that conform to (1.8)–(1.11). Further let (n0, c0, u0) be some initial data with the
properties outlined in (1.7).

We then call a triple of functions

n ∈ L∞((0,∞);L1(Ω)),

c ∈ L∞
loc(Ω × [0,∞)) ∩ L2

loc([0,∞);W 1,2(Ω)) and (3.1)

u ∈ L∞
loc([0,∞); (L2(Ω))2) ∩ L2

loc([0,∞); (W 1,2
0 (Ω))2)

with n ≥ 0, c ≥ 0,∇ · u = 0 a.e. in Ω × (0,∞),
∫

Ω

n(·, t) =

∫

Ω

n0 for a.e. t > 0 (3.2)

and
ln(n+ 1) ∈ L2

loc([0,∞);W 1,2(Ω)) (3.3)

a global mass-preserving generalized solution of (1.4)–(1.6) if the inequality

−

∫ ∞

0

∫

Ω

ln(n+ 1)ϕt −

∫

Ω

ln(n0 + 1)ϕ(·, 0) ≥

∫ ∞

0

∫

Ω

ln(n+ 1)∆ϕ+

∫ ∞

0

∫

Ω

|∇ ln(n+ 1)|2ϕ

−

∫ ∞

0

∫

Ω

n

n+ 1
∇ ln(n+ 1) · (S(x, n, c)∇c)ϕ

+

∫ ∞

0

∫

Ω

n

n+ 1
(S(x, n, c)∇c) · ∇ϕ

+

∫ ∞

0

∫

Ω

ln(n+ 1)(u · ∇ϕ) (3.4)
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holds for all nonnegative ϕ ∈ C∞
0 (Ω × [0,∞)) with ∇ϕ · ν = 0 on ∂Ω × [0,∞), if further

∫ ∞

0

∫

Ω

cϕt +

∫

Ω

c0ϕ(0, ·) =

∫ ∞

0

∫

Ω

∇c · ∇ϕ+

∫ ∞

0

∫

Ω

nf(c)ϕ−

∫ ∞

0

∫

Ω

c(u · ∇ϕ) (3.5)

holds for all ϕ ∈ L∞(Ω × (0,∞)) ∩ L2((0,∞);W 1,2(Ω)) having compact support in Ω × [0,∞) with ϕt ∈
L2(Ω × (0,∞)), and if finally

−

∫ ∞

0

∫

Ω

u · ϕt −

∫

Ω

u0 · ϕ(·, 0) = −

∫ ∞

0

∫

Ω

∇u · ∇ϕ+

∫ ∞

0

∫

Ω

(u⊗ u) · ∇ϕ+

∫ ∞

0

∫

Ω

n∇φ · ϕ (3.6)

holds for all ϕ ∈ C∞
0 (Ω × [0,∞);R2) with ∇ · ϕ = 0 on Ω × [0,∞).

Second, let us review one important detail about the construction of the generalized solutions (n, c, u) in
[24], namely the fact that they are the (almost everywhere) pointwise limits of some approximate solutions

((nε, cε, uε, Pε))ε∈(0,1)

with

nε, cε ∈ C0(Ω × [0,∞)) ∩ C2,1(Ω × (0,∞)),

uε ∈ C0(Ω × [0,∞);R2) ∩ C2,1(Ω × (0,∞);R2)

Pε ∈ C1,0(Ω × (0,∞))

and cε ≥ 0, nε > 0 along a suitable sequence (εj)j∈N ⊆ (0, 1) with εj ց 0 as j → ∞. The approximate
solutions (nε, cε, uε, Pε) solve the following regularized version of (1.4) with (1.5) and (1.6):







































nεt + uε · ∇nε = ∆nε − ∇ · (nεSε(x, nε, cε)∇cε), x ∈ Ω, t > 0,

cεt + uε · ∇cε = ∆cε − nεf(cε), x ∈ Ω, t > 0,

uεt + (uε · ∇)uε = ∆uε + ∇Pε + nε∇φ, x ∈ Ω, t > 0,

∇ · uε = 0, x ∈ Ω, t > 0,

∇nε · ν = ∇cε · ν = 0, uε = 0, x ∈ ∂Ω, t > 0,

nε(x, 0) = n0(x), cε(x, 0) = c0(x), uε(x, 0) = u0(x), x ∈ Ω

. (3.7)

The key difference of the above system in comparison to the original is that the sensitivity S is approximated
by functions Sε while the rest of the system mostly stays the same. The Sε are constructed in such a way
that they are zero for large nε, which makes global existence arguments for the approximate solutions
straightforward, and in such a way that they vanish near the boundary, which simplifies the more complex
no-flux boundary conditions to standard Neumann boundary conditions. They are further made to retain
property (1.10) of S with the same S0 and converge pointwise to S on Ω × [0,∞) × [0,∞) as ε ց 0. For the
full details of the construction, see [24, Section 2].

Having now established the necessary context, let us fix a few things for the remainder of this paper. The
set Ω ⊆ R2 is always a bounded, convex domain with a smooth boundary and f , S and φ are always the
parameter functions mentioned in (1.4) and are assumed to conform to (1.8)–(1.11). We further fix some
initial data (n0, c0, u0) with the properties outlined in (1.7). Given all this, we can then fix a corresponding
solution (n, c, u) as constructed in Theorem A and the family ((nε, cε, uε, Pε))ε∈(0,1) of approximate solutions
and sequence (εj)j∈N used in said construction.

3.2 Some improved initial observations adapted from the existence theory

As our first step in analyzing the approximate solutions fixed above, we revisit some of their properties
from [24], albeit after some slight modifications and with sometimes significant improvements. The first
such properties are laid out in the following lemma, which is taken almost verbatim from [24, Lemma 3.1]
and provides us with some initial, important, though sometimes rather weak, a priori information about the
families (nε)ε∈(0,1) and (cε)ε∈(0,1):
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Lemma 3.2. The mass conservation equality

∫

Ω

nε(·, t) =

∫

Ω

n0 (3.8)

holds for all t > 0, ε ∈ (0, 1) and, for each p ∈ [1,∞], the inequality

‖cε(·, t)‖Lp(Ω) ≤ ‖cε(·, s)‖Lp(Ω) (3.9)

holds for all t ≥ s ≥ 0 and ε ∈ (0, 1). We further have that

∫ ∞

t

∫

Ω

|∇cε|
2 ≤

1

2

∫

Ω

c2
ε(·, t) (3.10)

for all t > 0, ε ∈ (0, 1) and there exists C > 0 such that

∫ ∞

0

∫

Ω

|∇nε|
2

n2
ε

≤ C (3.11)

for all ε ∈ (0, 1).

Proof. Similar to the methods seen in [24, Lemma 3.1] and [51, Lemma 2.3], these inequalities follow
immediately from testing the first equation in (3.7) with 1 and 1/nε and from testing the second equation
in (3.7) with cpε for p ∈ [1,∞). The case p = ∞ in (3.9) then follows by taking the limit p → ∞.

As (in a sense) weaker versions of the functional inequalities (1.1) and (1.2) already played a significant role
in deriving some of the a priori estimates used for the existence theory in [24], we will now use our improved
inequalities to derive similar but stronger versions of some of the integrability properties already used in
said existence theory. Namely, we manage to extend some local time integrability properties used in [24] to
global time integrability properties due to the elimination of a problematic additive mass term in both of the
functional inequalities from [24, Lemma 3.2] at the cost of β0 becoming potentially very small. This makes
the results much more useful for long time behavior considerations as these types of integrability properties
are in a sense already a weak indication for the stabilization of our solutions as t → ∞.

Our first target for this will be a straightforward improvement of [24, Lemma 3.3] by using (1.2):

Corollary 3.3. There exists C > 0 such that

∫ ∞

0

∫

Ω

nε ln

(

nε
n0

)

≤ C

for all ε ∈ (0, 1) with n0 := 1
|Ω|

∫

Ω n0.

Proof. Combining the inequalities (3.8) and (3.11) from Lemma 3.2 with the functional inequality (1.2) from
Theorem 1.1 directly yields this.

Again by using our key new functional inequalities from Theorem 1.1, we can now improve the argument
used in [24, Lemma 3.4] to gain the following lemma:

Lemma 3.4. There exists C > 0 such that
∫ ∞

0

∫

Ω

|uε|
2 ≤ C,

∫ ∞

0

∫

Ω

|∇uε|
2 ≤ C

for all ε ∈ (0, 1).
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Proof. We first test the third equation in (3.7) with uε to gain that

1

2

d

dt

∫

Ω

|uε|
2 = −

∫

Ω

|∇uε|
2 +

∫

Ω

nε∇φ · uε

= −

∫

Ω

|∇uε|
2 +

∫

Ω

(nε − n0)(∇φ · uε)

with n0 := 1
|Ω|

∫

Ω
n0, which we can then improve via our functional inequality (1.1) from Theorem 1.1 to

1

2

d

dt

∫

Ω

|uε|
2 ≤ −

∫

Ω

|∇uε|
2 +

1

a

∫

Ω

nε ln

(

nε
n0

)

+
a

4β0

{
∫

Ω

n0

}
∫

Ω

|∇(∇φ · uε)|
2 (3.12)

for any a > 0 and all t > 0 as well as ε ∈ (0, 1). We now further note that

∫

Ω

|∇(∇φ · uε)|
2 ≤ 2

∫

Ω

|∇φ|2|∇uε|
2 + 2

∫

Ω

|D2φ|2|uε|
2

≤ 2‖∇φ‖2
L∞(Ω)

∫

Ω

|∇uε|
2 + 2‖D2φ‖2

L∞(Ω)

∫

Ω

|uε|
2 ≤ K1

∫

Ω

|∇uε|
2

with K1 := 2‖∇φ‖2
L∞(Ω) + 2‖D2φ‖2

L∞(Ω)C
2
p for all t > 0 and ε ∈ (0, 1) due to the Poincaré inequality. Here,

D2φ is the Hessian of φ and Cp is the Poincaré constant for Ω. If we now choose

a :=
2β0

K1

{
∫

Ω

n0

}−1

in the inequality (3.12), we gain that

1

2

d

dt

∫

Ω

|uε|
2 ≤ −

1

2

∫

Ω

|∇uε|
2 +

K1

2β0

{
∫

Ω

n0

}
∫

Ω

nε ln

(

nε
n0

)

for all t > 0 and ε ∈ (0, 1).

After time integration and some rearranging, we then further see that

∫ ∞

0

∫

Ω

|∇uε|
2 ≤

∫

Ω

|u0|2 +
K1

β0

{
∫

Ω

n0

}
∫ ∞

0

∫

Ω

nε ln

(

nε
n0

)

for all ε ∈ (0, 1).

By the integrability property laid out in Corollary 3.3, there then moreover exists a constant K2 > 0 such
that

∫ ∞

0

∫

Ω

|∇uε|
2 ≤

∫

Ω

|u0|2 +
K1K2

β0

{
∫

Ω

n0

}

for all ε ∈ (0, 1).

This together with one last application of the Poincaré inequality completes the proof.

3.3 Eventual smallness of the family (cε)ε∈(0,1) in Lp(Ω) for all p ∈ [1, ∞)

As the second equation in (3.7) is in many ways the easiest to handle, it is not surprising that the first
fairly strong result of this section is in fact concerned with the family (cε)ε∈(0,1). Namely, we will now
prove that the Lp(Ω)-norms of said family are not only monotonically decreasing for p ∈ [1,∞) as seen in
Lemma 3.2, but that they in fact tend to zero for t → ∞ in an ε-independent fashion. Similar to our prior
results in Corollary 3.3 and Lemma 3.4, this is again heavily based on our new functional inequalities from
Theorem 1.1.

Lemma 3.5. For each p ∈ [1,∞) and δ > 0, there exists a time t0 = t0(δ, p) > 0 such that

‖cε(·, t)‖Lp(Ω) ≤ δ

for all t ≥ t0 and ε ∈ (0, 1).
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Proof. As our first step, we integrate the second equation in (3.7) to gain that

d

dt

∫

Ω

cε = −

∫

Ω

nεf(cε) for all t > 0 and ε ∈ (0, 1),

which implies that
∫ ∞

0

∫

Ω

nεf(cε) ≤

∫

Ω

c0 for all ε ∈ (0, 1) (3.13)

by time integration. We now rewrite
∫

Ω
f(cε) as follows:

∫

Ω

f(cε) =
1

n0

[
∫

Ω

(n0 − nε)f(cε) +

∫

Ω

nεf(cε)

]

for all t > 0 and ε ∈ (0, 1) with n0 :=
1

|Ω|

∫

Ω

n0.

This then allows us to apply functional inequality (1.1) from Theorem 1.1 (setting a = 2) to further see that

∫

Ω

f(cε) ≤
1

n0

[

1

2

∫

Ω

nε ln

(

nε
n0

)

+
1

2β0

{
∫

Ω

n0

}
∫

Ω

|∇f(cε)|
2 +

∫

Ω

nεf(cε)

]

≤
1

n0

[

1

2

∫

Ω

nε ln

(

nε
n0

)

+
K2

1

2β0

{
∫

Ω

n0

}
∫

Ω

|∇cε|
2 +

∫

Ω

nεf(cε)

]

for all ε ∈ (0, 1)

with β0 as in Theorem 1.1 and K1 := ‖f ′‖L∞([0,‖c0‖L∞(Ω)]). Considering the integrability properties in
Corollary 3.3, Lemma 3.2 and (3.13), there must therefore exist a constant K2 > 0 such that

∫ ∞

0

∫

Ω

f(cε) ≤ K2 for all ε ∈ (0, 1). (3.14)

We now fix δ > 0 and then let ξ := δ
2|Ω| . Because f is positive outside of zero and continuous, there must

exist a constant K3 > 0 such that

f(y) ≥ K3 for all y ∈ [ξ, ‖c0‖L∞(Ω)].

Because (3.14) implies that

1

t0

∫ t0

0

∫

Ω

f(cε) ≤
K3

‖c0‖L∞(Ω)

δ

2
for all ε ∈ (0, 1)

with

t0 :=
K2‖c0‖L∞(Ω)

K3

2

δ
> 0,

we can, for each ε ∈ (0, 1), find at least one tε ∈ (0, t0) such that

∫

Ω

f(cε(·, tε)) ≤
K3

‖c0‖L∞(Ω)

δ

2
.

Using this, we then gain that

∫

Ω

cε(·, tε) =

∫

{cε(·,tε)≤ξ}

cε(·, tε) +

∫

{cε(·,tε)>ξ}

cε(·, tε)

≤ |Ω|ξ +
‖c0‖L∞(Ω)

K3

∫

Ω

f(cε(·, tε))

≤
δ

2
+
δ

2
= δ for all ε ∈ (0, 1)
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and therefore
∫

Ω

cε(·, t) ≤ δ for all ε ∈ (0, 1) and t ≥ t0

because of the monotonicity properties for the family (cε)ε∈(0,1) seen in Lemma 3.2 and the fact that tε < t0
for all ε ∈ (0, 1). This is exactly our desired result for p = 1 and, because Lemma 3.2 further gives us a
global uniform L∞ bound for the family (cε)ε∈(0,1), our desired result follows for p > 1 by interpolation.

By combining the above lemma with (3.10) from Lemma 3.2, we then immediately gain an important
corollary about the gradients of the family (cε)ε∈(0,1).

Corollary 3.6. For each δ > 0, there exists a time t0 = t0(δ) > 0 such that

∫ ∞

t0

∫

Ω

|∇cε|
2 ≤ δ

for all ε ∈ (0, 1).

Proof. Because of Lemma 3.5, there exists t0 > 0 such that

∫

Ω

c2
ε(·, t0) ≤ 2δ for all ε ∈ (0, 1).

The inequality (3.10) from Lemma 3.2 then immediately implies our desired result.

3.4 Eventual smallness of a key functional and its associated norms

Having now leveraged the functional inequalities in Theorem 1.1 to overcome some critical gaps in a priori
information, our next step will be to further improve upon our (sometimes fairly weak) stabilization results
in the previous sections.

As a first step toward this goal, we will show that, if the functional Fε seen in (3.15) is small at some time
t0 > 0, it in fact stays at least somewhat small from there on out. While the functional itself is already
composed of some key integrals, the argument for this also gives us that time-space integrals over some
higher-order derivatives of our solution components become small when considered only from t0 onward.
This approach is inspired by similar methods seen in [53].

Lemma 3.7. There exist constants δ0 > 0, C ≥ 1 such that the following holds for all δ ∈ (0, δ0):
Let ε ∈ (0, 1). If there exists t0 > 0 such that the functional

Fε(t) :=

∫

Ω

nε ln

(

nε
n0

)

+
1

2

∫

Ω

|∇cε|
2 +

1

2C

∫

Ω

|uε|
2 for all t > 0, where n0 :=

1

|Ω|

∫

Ω

n0, (3.15)

has the property

Fε(t0) ≤
δ

8C
(3.16)

and further the inequality
∫ ∞

t0

∫

Ω

|∇cε|
2 ≤

δ

8C2
(3.17)

holds, then
Fε(t) ≤ δ (3.18)

for all t ≥ t0 and
∫ ∞

t0

∫

Ω

|∇nε|
2

nε
≤ δ,

∫ ∞

t0

∫

Ω

|∆cε|
2 ≤ δ,

∫ ∞

t0

∫

Ω

|∇uε|
2 ≤ δ. (3.19)
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Proof. Before we present the actual core of this proof, let us first fix some necessary constants to streamline
later arguments and make sure that there are no hidden interdependencies:

Let first Cp > 0 be the constant used in the following well-known Poincaré inequalities on Ω (cf. [6, p. 290]):

‖ϕ‖L2(Ω) ≤ Cp‖∇ϕ‖L2(Ω) for all ϕ ∈ C1(Ω) with ϕ = 0 on ∂Ω (3.20)

and
‖∇ϕ‖L2(Ω) ≤ Cp‖∆ϕ‖L2(Ω) for all ϕ ∈ C2(Ω) with ∇ϕ · ν = 0 on ∂Ω (3.21)

Let now Cs > 0 be the constant in the following Sobolev-type inequality (cf. [6, p. 313]):

∫

Ω

|ϕ− ϕ|2 ≤ Cs

{
∫

Ω

|∇ϕ|

}2

for all ϕ ∈ C1(Ω) with ϕ :=
1

|Ω|

∫

Ω

ϕ (3.22)

Finally, let Cgni > 0 be such that the inequality

∫

Ω

|∇ϕ|4 ≤ Cgni

{
∫

Ω

|∇ϕ|2
}
∫

Ω

|∆ϕ|2 for all ϕ ∈ C2(Ω) with ∇ϕ · ν = 0 on ∂Ω, (3.23)

which can be derived from the Gagliardo–Nirenberg inequality (cf. [34]), elliptic regularity theory (cf. [18,
Theorem 19.1]), the Poincaré inequality (cf. [6, p. 312]) and (3.21), holds.

Let us further fix the basic constants

K1 := S0(‖c0‖L∞(Ω)), K2 := ‖f‖C1([0,‖c0‖L∞(Ω)]), K3 := ‖∇φ‖L∞(Ω), K4 := 2K2
1 + 2K2

2 +K2,

which only depend on the parameters of the system (1.4) and the initial data c0. Then let

C := max

(

2K2
3C

2
pCsm0,K4

m0

|Ω|
, 1

)

, K5 := Csm0K
2
4 + C and δ0 :=

1

4K5Cgni

with m0 :=
∫

Ω
n0. For the actual core of this proof, we now fix ε ∈ (0, 1), δ ∈ (0, δ0) and t0 > 0 such that

(3.16) and (3.17) hold with C and δ0 as defined above. We then test each of the first three equations in
(3.7) with certain appropriate test functions:

We test the first equation with ln(nε) and use Young’s inequality to see that

d

dt

∫

Ω

nε ln

(

nε
n0

)

= −

∫

Ω

|∇nε|
2

nε
+

∫

Ω

∇nε · Sε(x, nε, cε)∇cε

≤ −
7

8

∫

Ω

|∇nε|
2

nε
+ 2K2

1

∫

Ω

|∇cε|
2nε (3.24)

for all t > 0. We then test the second equation with −∆cε to see that

1

2

d

dt

∫

Ω

|∇cε|
2

= −

∫

Ω

|∆cε|
2 +

∫

Ω

(uε · ∇cε)∆cε +

∫

Ω

nεf(cε)∆cε

= −

∫

Ω

|∆cε|
2 −

∫

Ω

(∇uε∇cε) · ∇cε −
1

2

∫

Ω

uε · ∇|∇cε|
2 −

∫

Ω

f(cε)∇nε · ∇cε −

∫

Ω

nεf
′(cε)|∇cε|

2

≤ −

∫

Ω

|∆cε|
2 +

1

4C

∫

Ω

|∇uε|
2 + C

∫

Ω

|∇cε|
4 +

1

8

∫

Ω

|∇nε|
2

nε
+ (2K2

2 +K2)

∫

Ω

|∇cε|
2nε (3.25)

for all t > 0 by again using Young’s inequality and the fact that
∫

Ω

uε · ∇|∇cε|
2 = −

∫

Ω

(∇ · uε)|∇cε|
2 = 0
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because ∇ · uε ≡ 0. Similar to the proof of Lemma 3.4, we test the third equation with uε to see that

1

2

d

dt

∫

Ω

|uε|
2 = −

∫

Ω

|∇uε|
2 +

∫

Ω

(nε − n0)(∇φ · uε)

≤ −

∫

Ω

|∇uε|
2 +

K2
3C

2
p

2

∫

Ω

(nε − n0)2 +
1

2C2
p

∫

Ω

|uε|
2

≤ −
1

2

∫

Ω

|∇uε|
2 +

K2
3C

2
pCs

2

{
∫

Ω

|∇nε|

}2

≤ −
1

2

∫

Ω

|∇uε|
2 +

K2
3C

2
pCs

2

{
∫

Ω

nε

}
∫

Ω

|∇nε|
2

nε

≤ −
1

2

∫

Ω

|∇uε|
2 +

C

4

∫

Ω

|∇nε|
2

nε
(3.26)

for all t > 0 by using Young’s inequality, the Hölder inequality, (3.20) and (3.22).

Inequality (3.24) and (3.25) then combine to give us

d

dt

∫

Ω

nε ln

(

nε
n0

)

+
1

2

d

dt

∫

Ω

|∇cε|
2

≤ −
3

4

∫

Ω

|∇nε|
2

nε
−

∫

Ω

|∆cε|
2 +

1

4C

∫

Ω

|∇uε|
2 + C

∫

Ω

|∇cε|
4 +K4

∫

Ω

|∇cε|
2nε

for all t > 0. The most critical term here is
∫

Ω |∇cε|
2nε, which we therefore further estimate in a similar

fashion to the arguments seen in (3.26) as

∫

Ω

|∇cε|
2nε =

∫

Ω

|∇cε|
2(nε − n0) +

m0

|Ω|

∫

Ω

|∇cε|
2

≤ Csm0K4

∫

Ω

|∇cε|
4 +

1

4Csm0K4

∫

Ω

(nε − n0)2 +
m0

|Ω|

∫

Ω

|∇cε|
2

≤ Csm0K4

∫

Ω

|∇cε|
4 +

1

4K4

∫

Ω

|∇nε|
2

nε
+
m0

|Ω|

∫

Ω

|∇cε|
2 for all t > 0,

to gain that

d

dt

∫

Ω

nε ln

(

nε
n0

)

+
1

2

d

dt

∫

Ω

|∇cε|
2

≤ −
1

2

∫

Ω

|∇nε|
2

nε
−

∫

Ω

|∆cε|
2 +

1

4C

∫

Ω

|∇uε|
2 +K5

∫

Ω

|∇cε|
4 + Gε(t)

with Gε(t) := K4
m0

|Ω|

∫

Ω
|∇cε(·, t)|

2 for all t > 0. This combined with (3.26) then finally gives us

d

dt

∫

Ω

nε ln

(

nε
n0

)

+
1

2

d

dt

∫

Ω

|∇cε|
2 +

1

2C

d

dt

∫

Ω

|uε|
2

≤ −
1

4

∫

Ω

|∇nε|
2

nε
−

∫

Ω

|∆cε|
2 −

1

4C

∫

Ω

|∇uε|
2 +K5

∫

Ω

|∇cε|
4 + Gε(t),

which can be further rewritten as

F ′
ε(t) +

1

4

∫

Ω

|∇nε|
2

nε
+

∫

Ω

|∆cε|
2 +

1

4C

∫

Ω

|∇uε|
2 ≤ K5

∫

Ω

|∇cε|
4 + Gε(t)
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for all t > 0. Because we further know that
∫

Ω

|∇cε|
4 ≤ Cgni

{
∫

Ω

|∇cε|
2

}
∫

Ω

|∆cε|
2 ≤ 2CgniFε(t)

∫

Ω

|∆cε|
2

due to (3.23) and the fact that Jensen’s inequality ensures that
∫

Ω nε ln(nε

n0
) ≥ 0, we finally gain that

F ′
ε(t) +

1

4

∫

Ω

|∇nε|
2

nε
+ (1 − 2K5CgniFε(t))

∫

Ω

|∆cε|
2 +

1

4C

∫

Ω

|∇uε|
2 ≤ Gε(t)

for all t > 0. We then let
Sε := {T > t0 | Fε(t) ≤ δ for all t ∈ (t0, T ) } ,

which is non-empty because of the continuity of Fε, (3.16) and the fact that C ≥ 1. For all T ∈ Sε and
t ∈ (t0, T ), we know that

F ′
ε(t) +

1

4

∫

Ω

|∇nε|
2

nε
+

1

2

∫

Ω

|∆cε|
2 +

1

4C

∫

Ω

|∇uε|
2 ≤ Gε(t), (3.27)

because

(1 − 2K5CgniFε(t)) ≥ (1 − 2K5Cgniδ) ≥ (1 − 2K5Cgniδ0) =
1

2
.

If we now integrate in (3.27) from t0 to t, we gain that

Fε(t) +
1

4

∫ t

t0

∫

Ω

|∇nε|
2

nε
+

1

2

∫ t

t0

∫

Ω

|∆cε|
2 +

1

4C

∫ t

t0

∫

Ω

|∇uε|
2

≤ Fε(t0) +

∫ ∞

t0

Gε(s) ds ≤
δ

8C
+K4

m0

|Ω|

∫ ∞

t0

∫

Ω

|∇cε|
2 ≤

δ

8C
+

δ

8C

m0K4

C|Ω|
≤

δ

4C
≤
δ

4
(3.28)

for all T ∈ Sε and t ∈ (t0, T ) because of (3.16) and (3.17) and the fact that C ≥ 1 and m0K4

|Ω|C ≤ 1 by

definition of C. Therefore, Sε = [t0,∞) due to the continuity of Sε and thus (3.28) holds on the entire
interval [t0,∞).

This then directly implies (3.18) and (3.19) and consequently completes the proof.

We can now use the above insight in combination with the properties derived in Corollary 3.3, Lemma 3.4
and Corollary 3.6 to show that the smallness conditions for the functional Fε and gradient of cε are in fact
achievable for every δ > 0 at some ε-independent time t0 and that therefore the functional and thus its
individual components become small in a uniform fashion. As an added bonus, we naturally also gain some
uniform higher order smallness information for some of the dissipative terms, which will prove useful later
on.

Lemma 3.8. For each δ > 0, there exists t0 = t0(δ) > 0 such that

∫

Ω

nε(·, t) ln

(

nε(·, t)

n0

)

≤ δ,

∫

Ω

|∇cε(·, t)|
2 ≤ δ,

∫

Ω

|uε(·, t)|
2 ≤ δ

for all t > t0, ε ∈ (0, 1) with n0 := 1
|Ω|

∫

Ω
n0 and

∫ ∞

t0

∫

Ω

|∇nε|
2

nε
≤ δ,

∫ ∞

t0

∫

Ω

|∆cε|
2 ≤ δ,

∫ ∞

t0

∫

Ω

|∇uε|
2 ≤ δ

for all ε ∈ (0, 1).

21



Proof. Let δ0 > 0, C > 0 and the functional Fε be as in Lemma 3.7. Without loss of generality, we assume
δ < δ0. Because of Corollary 3.6, we find t1 > 0 such that

∫ ∞

t1

∫

Ω

|∇cε|
2 ≤

δ

8C2
for all ε ∈ (0, 1).

Because of Corollary 3.3, Lemma 3.2, and Lemma 3.4, we further know that there exists a constant K1 > 0
such that

1

t− t1

∫ t

t1

Fε(s) ds ≤
1

t− t1

[
∫ ∞

0

∫

Ω

nε ln

(

nε
n0

)

+
1

2

∫ ∞

0

∫

Ω

|∇cε|
2 +

1

2C

∫ ∞

0

∫

Ω

|uε|
2

]

≤
K1

t− t1

for all ε ∈ (0, 1) and t > t1. This implies that, for t0 := 8CK1

δ
+ t1 and all ε ∈ (0, 1), we have

1

t0 − t1

∫ t0

t1

Fε(s) ds ≤
δ

8C
.

Therefore for each ε ∈ (0, 1), there must exist tε ∈ (t1, t0) such that

Fε(tε) ≤
δ

8C
.

This directly implies our desired result from tε and therefore from t0 onward for all ε ∈ (0, 1) by application
of Lemma 3.7.

3.5 Eventual boundedness of ‖nε‖L∞(Ω), ‖∇cε‖Lp(Ω), ‖Aβuε‖Lp(Ω) for p ∈ [1, ∞)
and β ∈ (1

2
, 1) via bootstrap arguments

The eventual smallness and integrability results of the previous section now give us a critical foothold to
establish even better uniform a priori bounds for all three solutions components of our approximate solutions
from some large time t0 > 0 onward. The methods used for this will be a combination of testing procedures
and semigroup methods used in a fairly standard bootstrap process.

Our first step of this section will therefore be to improve our thus far very weak bounds for the family
(nε)ε∈(0,1) to Lp(Ω) bounds for arbitrary but finite p. This is done mostly by testing the first equation in
(3.7) with np−1

ε and using the results of the previous section to argue that from some time t0 > 0 onward
the following is true: In any time interval of length 1, there exists at least one time, at which nε is bounded
in Lp(Ω), and, from that time on, the growth of

∫

Ω
npε(·, t) is at most exponential, whereby the bound and

all the growth parameters are independent of the choice of interval. Taken together, these two facts directly
imply our desired result.

This approach as well as the one used in the lemma immediately following it are again inspired by similar
methods seen in [53].

Lemma 3.9. There exists t0 > 0 such that, for each p ∈ (1,∞), there is C(p) > 0 with

‖nε(·, t)‖Lp(Ω) ≤ C(p)

for all t > t0 and ε ∈ (0, 1).

Proof. Due to Lemma 3.8, there exists t0 > 1 such that

∫ ∞

t0−1

∫

Ω

|∇nε|
2

nε
≤ 1,

∫ ∞

t0−1

∫

Ω

|∆cε|
2 ≤ 1 (3.29)

and
‖∇cε(·, t)‖L2(Ω) ≤ 1 for all t > t0 − 1 (3.30)
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for all ε ∈ (0, 1).

We fix p ∈ (1,∞) and t1 > t0. Because

∫ t1

t1−1

∫

Ω

|∇nε|
2

nε
≤ 1 for all ε ∈ (0, 1),

there must, for each ε ∈ (0, 1), exist tε ∈ (t1 − 1, t1) such that

∫

Ω

|∇nε(·, tε)|
2

nε(·, tε)
≤ 1.

Because of the Gagliardo–Nirenberg inequality, this implies

‖nε(·, tε)‖Lp(Ω) = ‖n
1
2
ε (·, tε)‖

2
L2p(Ω) ≤ K1

[

‖∇n
1
2
ε (·, tε)‖

α
L2(Ω)‖n

1
2
ε (·, tε)‖

1−α
L2(Ω) + ‖n

1
2
ε (·, tε)‖L2(Ω)

]2

≤ 2K1

[

(
∫

Ω

|∇nε(·, tε)|
2

nε(·, tε)

)α(∫

Ω

n0

)1−α

+

∫

Ω

n0

]

≤ 2K1

[

(
∫

Ω

n0

)1−α

+

∫

Ω

n0

]

=: K2 (3.31)

with some K1 > 0 and α := p−1
p

∈ (0, 1) for all ε ∈ (0, 1). As our next step, a standard testing procedure
yields that

1

p

d

dt

∫

Ω

npε = −(p− 1)

∫

Ω

|∇nε|
2np−2

ε + (p− 1)

∫

Ω

np−1
ε ∇nε · Sε(·, nε, cε)∇cε

≤ −
p− 1

2

∫

Ω

|∇nε|
2np−2
ε +K3

∫

Ω

|∇cε|
2npε

≤ −
2(p− 1)

p2

∫

Ω

|∇n
p
2
ε |2 +K3‖∇cε‖

2
L4(Ω)‖n

p
2
ε ‖2

L4(Ω) for all t > 0 and ε ∈ (0, 1)

with K3 := p−1
2 S2

0(‖c0‖L∞(Ω)). According to the Gagliardo–Nirenberg inequality (cf. [34]), well-known
elliptic regularity theory (cf. [18, Theorem 19.1]), the Poincaré inequality (cf. [6]) and (3.30), there exists a
constant K4 > 0 with

‖n
p
2
ε ‖2

L4(Ω) ≤ K4‖∇n
p
2
ε ‖L2(Ω)‖n

p
2
ε ‖L2(Ω) +K4‖n

p
2
ε ‖2

L2(Ω) for all t > 0 and ε ∈ (0, 1)

and
‖∇cε‖

2
L4(Ω) ≤ K4‖∆cε‖L2(Ω)‖∇cε‖L2(Ω) ≤ K4‖∆cε‖L2(Ω) for all t > t0 − 1 and ε ∈ (0, 1)

implying that

1

p

d

dt

∫

Ω

npε ≤ −
2(p− 1)

p2

∫

Ω

|∇n
p

2
ε |2 +K3K

2
4 ‖∆cε‖L2(Ω)

(

‖∇n
p

2
ε ‖L2(Ω)‖n

p

2
ε ‖L2(Ω) + ‖n

p

2
ε ‖2

L2(Ω)

)

≤ −
(p− 1)

p2

∫

Ω

|∇n
p
2
ε |2 +K5

∫

Ω

|∆cε|
2

∫

Ω

npε +

∫

Ω

npε

≤ K5

∫

Ω

|∆cε|
2

∫

Ω

npε +

∫

Ω

npε for all t > t0 − 1 and ε ∈ (0, 1)

with K5 := ( p2

4(p−1) + 1
4 )K2

3K
4
4 . This differential inequality combined with (3.29) and (3.31), then gives us

that
∫

Ω

npε ≤ Kp
2 exp

(

pK5

∫ t

tε

∫

Ω

|∆cε|
2 + p(t− tε)

)

≤ Kp
2 exp (pK5 + p) =: K6 for all t ∈ (tε, tε + 1)
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because tε > t1 − 1 > t0 − 1 by a standard comparison argument for all ε ∈ (0, 1). As further t1 ∈ (tε, tε+ 1)
due to tε ∈ (t1 − 1, t1), this implies

∫

Ω

npε(·, t1) ≤ K6.

Because t1 > t0 was arbitrary and K6 is independent of t1, this completes the proof.

Given that we have now established quite a strong set of bounds for the family (nε)ε∈(0,1), which will make
the nε∇φ term in the third equation of (3.7) much more manageable, we will now turn our attention to said
equation.

For this, let us briefly introduce some definitions and results used in the theory of fluid equations, which
were already alluded to when talking about initial data regularity in the introduction (cf. (1.7)) and will
now become an important tool. We define Lpσ(Ω) as the space of all solenoidal functions in (Lp(Ω))2, or
more precisely

Lpσ(Ω) :=
{

f ∈ (Lp(Ω))2 | ∇ · f = 0
}

for all p ∈ (1,∞) with ∇· interpreted as a distributional derivative. As proven in e.g. [19], there then exists
a unique, continuous projection

Pp : (Lp(Ω))2 → Lpσ(Ω)

called the Helmholtz projection for all p ∈ (1,∞). In fact, P2 is an orthogonal projection (cf. [37, II.2.5]).

Using this, we then define the Stokes operator on Lpσ(Ω) as

Ap := −Pp∆

with D(Ap) := W 2,p
0,σ (Ω) := (W 2,p

0 (Ω))2 ∩ Lpσ(Ω) (cf. [21], [37]) for all p ∈ (1,∞). In [21] and [22], it is
then shown that, for all p ∈ (1,∞), Ap is sectorial (in fact its spectrum is contained in (0,∞)), that −Ap
generates a bounded analytic semigroup (e−tAp)t≥0 of class C0 on D(Ap) and that the fractional powers Aαp
of Ap exist for all α ∈ (0, 1). Due to the regularity theory for the stationary Stokes equation (cf. e.g. [19,
Lemma IV.6.1]), the Stokes operator further has the following property: For each p ∈ (1,∞), there exists
C(p) > 0 such that

‖ϕ‖W 2,p(Ω) ≤ C(p)‖Apϕ‖Lp(Ω) for all ϕ ∈ D(Ap). (3.32)

Notably, this means that the norm ‖Ap · ‖Lp(Ω) is equivalent to the standard Sobolev norm ‖ · ‖W 2,p(Ω) on
D(Ap) for all p ∈ (1,∞). As such, we will from hereon out consider ‖Ap ·‖Lp(Ω) to be the default norm of the
space D(Ap). In a similar vein when talking about the domains of the fractional powers D(Aαp ), p ∈ (1,∞),
α ∈ (0, 1), we will from now on always assume these spaces to be equipped with the corresponding norm
‖Aαp · ‖Lp(Ω). Framed in this way, the spaces D(Aαp ) then have rather favorable continuous embedding
properties into certain Sobolev and Hölder spaces due to standard semigroup theory (cf. [22] or [25, p. 39])
and the regularity property (3.32), which will be useful on multiple occasions.

By revisiting the construction of the Helmholtz projection in [19], which rests on essentially solving a certain
elliptic Neumann problem, we see that for sufficiently regular functions (e.g. C2) all Helmholtz projections
and Stokes operators introduced above are in fact identical and as such we will often just write P and A for
the projection and operator, respectively, where appropriate.

Let us now return to our actual objective, namely the derivation of an L2(Ω) bound for the gradients of
the family (uε)ε∈(0,1). Structurally this proof is very similar to the one above in that we again establish
boundedness for the gradients at one time in every time interval of length 1 (from some time t0 > 0 onward)
and then derive an additional growth restriction in said interval, whereby both times all parameters are
again independent of the choice of interval.

Lemma 3.10. There exist t0 > 0 and C > 0 such that
∫

Ω

|∇uε(·, t)|
2 ≤ C

for all t > t0 and ε ∈ (0, 1).
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Proof. We first fix t0 > 1 and K1 > 0 such that

‖nε(·, t)‖L2(Ω) ≤ K1, ‖uε(·, t)‖L2(Ω) ≤ 1 for all t > t0 − 1 (3.33)

and
∫ ∞

t0−1

∫

Ω

|∇uε|
2 ≤ 1 (3.34)

for all ε ∈ (0, 1) according to Lemma 3.9 and Lemma 3.8.

Let t1 > t0 be fixed, but arbitrary. Then for each ε ∈ (0, 1), there exists tε ∈ (t1 − 1, t1) such that

∫

Ω

|∇uε(·, tε)|
2 ≤ 1 (3.35)

due to (3.34). We may now further fix K2 > 0 such that

‖uε‖
2
L∞(Ω) ≤ K2‖Auε‖L2(Ω)‖uε‖L2(Ω) ≤ K2‖Auε‖L2(Ω) for all t > t0 − 1 and ε ∈ (0, 1) (3.36)

due to (3.33), the Gagliardo–Nirenberg inequality and the regularity property in (3.32). We then apply the
Helmholtz projection to the third equation in (3.7) and test with Auε to see that

1

2

d

dt

∫

Ω

|∇uε|
2 =

1

2

d

dt

∫

Ω

|A
1
2uε|

2 = −

∫

Ω

|Auε|
2 −

∫

Ω

Auε · P [(uε · ∇)uε] +

∫

Ω

Auε · P [nε∇φ]

≤ −
1

2

∫

Ω

|Auε|
2 +

∫

Ω

|P [(uε · ∇)uε]|
2

+

∫

Ω

|P [nε∇φ]|
2

≤ −
1

2

∫

Ω

|Auε|
2 +

∫

Ω

|(uε · ∇)uε|
2

+

∫

Ω

|nε∇φ|
2

≤ −
1

2

∫

Ω

|Auε|
2 + ‖uε‖

2
L∞(Ω)‖∇uε‖

2
L2(Ω) +K2

1 ‖∇φ‖2
L∞(Ω)

≤ −
1

2

∫

Ω

|Auε|
2 +K2‖Auε‖L2(Ω)‖∇uε‖

2
L2(Ω) +K2

1 ‖∇φ‖2
L∞(Ω)

≤
K2

2

2

(
∫

Ω

|∇uε|
2

)2

+K2
1 ‖∇φ‖2

L∞(Ω)

for all t > t0 − 1 and ε ∈ (0, 1) by using (3.36), Young’s inequality and some fundamental properties of the
fractional powers of the Stokes operator (cf. [25], [37, Lemma III.2.2.1]). This further implies that

d

dt

∫

Ω

|∇uε|
2 ≤ K3

(
∫

Ω

|∇uε|
2

)2

+K4 for all t > t0 − 1 and ε ∈ (0, 1)

with K3 := K2
2 , K4 := 2K2

1‖∇φ‖2
L∞(Ω). This differential inequality combined with (3.35) and (3.34) then

gives us that

∫

Ω

|∇uε(·, t)|
2 ≤

(
∫

Ω

|∇uε(·, tε)|
2

)

exp

(

K3

∫ t

tε

∫

Ω

|∇uε|
2

)

+K4

∫ t

tε

exp

(

K3

∫ t

s

∫

Ω

|∇uε|
2

)

ds

≤ (1 + K4)eK3 =: K5 for all t ∈ (tε, tε + 1) and ε ∈ (0, 1)

because tε > t1 − 1 > t0 − 1 by standard comparison argument. As further t1 ∈ (tε, tε + 1) due to the fact
that tε ∈ (t1 − 1, t1), this implies

∫

Ω

|∇uε(·, t1)|2 ≤ K5.

Given that t1 > t0 was arbitrary and K5 is independent of t1, this completes the proof.
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As already seen in the proof above, deriving an L2(Ω) bound for the gradients of the family (uε)ε∈(0,1) is

equivalent to deriving a bound for ‖A
1
2uε(·, t)‖L2(Ω), which is fairly easy to check by using fundamental

properties of the fractional powers of the Stokes operator (cf. [25], [37, Lemma III.2.2.1]). As our next step
then, we now want to expand on this by proving stronger bounds of the form ‖Aβuε(·, t)‖Lp(Ω) ≤ C because

the embedding properties of D(A
1
2
2 ) are not quite sufficient for our later arguments, namely the derivation of

certain Hölder-type bounds. This is done mostly by using the above results in combination with semigroup
methods and well-known smoothing properties of the Stokes semigroup (cf. [23], [25, p. 26]).

Lemma 3.11. There exists t0 > 0 such that, for each β ∈ (1
2 , 1) and p ∈ (2,∞), there is C(β, p) > 0 with

‖Aβuε(·, t)‖Lp(Ω) ≤ C(β, p)

for all t > t0 and ε ∈ (0, 1).

Proof. We fix β ∈ (1
2 , 1) and p ∈ (2,∞). We then fix a time t0 > 1 independently of p and a constant

K1 > 0 such that

‖uε(·, t)‖L2(Ω) ≤ 1, ‖nε(·, t)‖Lp(Ω) ≤ K1, ‖∇uε(·, t)‖L2(Ω) ≤ K1 for all t > t0 − 1 and ε ∈ (0, 1)

according to Lemma 3.8, Lemma 3.9 and Lemma 3.10. Lastly, we fix q ∈ (2, p) such that

β +
1

q
−

1

p
< 1. (3.37)

The Sobolev embedding theorem (cf. [13, Theorem 2.72]) implies that there further exists K2 > 0 such that

‖uε(·, t)‖
L

q(p+q)
p−q (Ω)

≤ K2, ‖uε(·, t)‖Lp(Ω) ≤ K2 for all t > t0 − 1 and ε ∈ (0, 1)

due to us working in two dimensions and due to the previously established bounds.

Let now t1 > t0 be fixed, but arbitrary. Then relying on the smoothing and continuity properties of the
Stokes semigroup (e−tA)t≥0 and the Helmholtz projection Pp (cf. [19], [23, p. 201], [25, p. 26]), we estimate
each uε using the variation-of-constant representation of the third equation in (3.7) on (t1 − 1, t1) after
projecting with P as follows:

‖Aβuε(·, t)‖Lp(Ω)

=

∥

∥

∥

∥

Aβe−(t−(t1−1))Auε(·, t1 − 1) −

∫ t

t1−1

Aβe−(t−s)AP [(uε(·, s) · ∇)uε(·, s)] ds

+

∫ t

t1−1

Aβe−(t−s)AP [nε(·, s)∇φ] ds

∥

∥

∥

∥

Lp(Ω)

≤ K3(t− (t1 − 1))−β‖uε(·, t1 − 1)‖Lp(Ω) +K3

∫ t

t1−1

(t− s)−β− 1
q

+ 1
p ‖P [(uε(·, s) · ∇)uε(·, s)]‖Lq(Ω) ds

+K3

∫ t

t1−1

(t− s)−β ‖P [nε(·, s)∇φ]‖Lp(Ω) ds

≤ K5(t− (t1 − 1))−β +K5 +K3K4

∫ t

t1−1

(t− s)−β− 1
q

+ 1
p ‖uε(·, s)‖

L
q(p+q)

p−q (Ω)
‖∇uε(·, s)‖

L
p+q

2 (Ω)
ds

≤ K5(t− (t1 − 1))−β +K5 +K2K3K4

∫ t

t1−1

(t− s)−β− 1
q

+ 1
p ‖∇uε(·, s)‖

L
p+q

2 (Ω)
ds (3.38)

with some K3,K4 > 0 and K5 := max(K2K3,
K1K3K4‖∇φ‖L∞(Ω)

1−β ) for all t ∈ (t1 − 1, t1] and ε ∈ (0, 1).
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Interpolation using the Hölder inequality combined with the fact that D(Aβp ) embeds continuously into

W 1,p(Ω) (cf. [25, p. 39] or [22]) because β > 1
2 then gives us K6 > 0 such that

‖∇uε(·, t)‖
L

p+q
2 (Ω)

≤ ‖∇uε(·, t)‖
1−α
L2(Ω)‖∇uε(·, t)‖

α
Lp(Ω) ≤ K1−α

1 K6‖Aβuε(·, t)‖
α
Lp(Ω)

for all t > t0 − 1 and ε ∈ (0, 1) with α := (1
2 − 2

p+q )(1
2 − 1

p
)−1 ∈ (0, 1). In (3.38), this then results in

‖Aβuε(·, t)‖Lp(Ω) ≤ K5(t− (t1 − 1))−β +K5 +K7

∫ t

t1−1

(t− s)−β− 1
q

+ 1
p ‖Aβuε(·, s)‖

α
Lp(Ω) ds (3.39)

for all t ∈ (t1 − 1, t1] and ε ∈ (0, 1) with K7 := K1−α
1 K2K3K4K6.

Let now
Mε := sup

s∈(t1−1,t1]

(s− (t1 − 1))β‖Aβuε(·, s)‖Lp(Ω) < ∞.

for all t ∈ (t1 − 1, t1] and ε ∈ (0, 1). With this definition, we can conclude from (3.39) that

(t− (t1 −1))β‖Aβuε(·, t)‖Lp(Ω) ≤ 2K5 +K7M
α
ε (t− (t1 −1))β

∫ t

t1−1

(t−s)−β− 1
q

+ 1
p (s− (t1 −1))−αβ ds (3.40)

for all t ∈ (t1 − 1, t1] and ε ∈ (0, 1). As both of the exponents in the remaining integral are greater than −1
due to our choice of q, a straightforward estimation yields K8 > 0 such that

∫ t

t1−1

(t− s)−β− 1
q

+ 1
p (s− (t1 − 1))−αβ ds ≤ K8(t− (t1 − 1))1−β− 1

q
+ 1

p
−αβ

and thus

(t− (t1 − 1))β
∫ t

t1−1

(t− s)−β− 1
q

+ 1
p (s− (t1 − 1))−αβ ds ≤ K8

for all t ∈ (t1 − 1, t1] and ε ∈ (0, 1) again due to our choice of q. If we apply this to (3.40), we find that

Mε ≤ 2K5 +K7K8M
α
ε ≤ 2K5 + (1 − α)(K7K8)

1
1−α + αMε

due to Young’s inequality and therefore that

Mε ≤
2K5

1 − α
+ (K7K8)

1
1−α =: K9

for all ε ∈ (0, 1). This further gives us that

‖Aβuε(·, t1)‖Lp(Ω) ≤ Mε ≤ K9 for all ε ∈ (0, 1)

and thus completes the proof as t1 > t0 was arbitrary.

Given the regularity properties of the fractional powers of the Stokes operator, we gain the following corollary,
which translates the above abstract bounds into more familiar settings.

Corollary 3.12. There exists t0 > 0 such that, for each α ∈ (0, 1), there is C(α) > 0 such that

‖uε(·, t)‖L∞(Ω) ≤ ‖uε(·, t)‖W 1,∞(Ω) ≤ ‖uε(·, t)‖C1+α(Ω) ≤ C(α)

for all t > t0 and ε ∈ (0, 1).
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Proof. We first choose p ∈ (2,∞) and β ∈ (1
2 , 1) such that

1 + α < 2β −
2

p
,

which is always possible.

Lemma 3.11 then gives us t0 > 0 and K1 > 0 such that

‖Aβuε(·, t)‖Lp(Ω) ≤ K1

for all t > t0. Note that the t0 given to us by the lemma is in fact independent of β and p. By well-known
continuous embedding property of D(Aβp ) into C1+α(Ω) seen for example in [22] or [25, p. 39], this already
implies our desired result.

As our next step, we will now use semigroup methods to prove some additional bounds for the families
(nε)ε∈(0,1) and (cε)ε∈(0,1) in a fairly standard and therefore brief fashion:

Lemma 3.13. There exists t0 > 0 such that, for each p ∈ (1,∞], there is C(p) > 0 with

‖∇cε(·, t)‖Lp(Ω) ≤ C(p)

for all t > t0 and ε ∈ (0, 1).

Proof. We use the variation-of-constant representation combined with semigroup smoothness estimates from
[44, Lemma 1.3] to estimate the family (cε)ε∈(0,1) as follows:

‖∇cε(·, t)‖Lp(Ω)

≤

∥

∥

∥

∥

∇e∆cε(·, t− 1) −

∫ t

t−1

∇e(t−s)∆(uε · ∇cε) ds−

∫ t

t−1

∇e(t−s)∆f(cε)nε ds

∥

∥

∥

∥

Lp(Ω)

≤K1‖c0‖Lp(Ω) +K1

∫ t

t−1

(1 + (t− s)−1+ 1
p )
{

‖uε‖L∞(Ω)‖∇cε‖L2(Ω) + ‖f‖L∞([0,‖c0‖L∞(Ω)])‖nε‖L2(Ω)

}

ds

with some constant K1 > 0 for all t > 1. This already implies our desired result for all finite p and sufficiently
large t0 > 0 because of Corollary 3.12, Lemma 3.8 and Lemma 3.9. For the case p = ∞, we use a similar
approach as before to derive

‖∇cε(·, t)‖L∞(Ω)

≤K2‖c0‖L∞(Ω) +K2

∫ t

t−1

(1 + (t− s)− 3
4 )
{

‖uε‖L∞(Ω)‖∇cε‖L4(Ω) + ‖f‖L∞([0,‖c0‖L∞(Ω)])‖nε‖L4(Ω)

}

ds

with some constant K2 > 0 for all t > 1. Using this very result for p = 4 as proven above and the same
lemmas as before then completes the proof.

Lemma 3.14. There exists t0 > 0 and C > 0 such that

‖nε(·, t)‖L∞(Ω) ≤ C

for all t > t0 and ε ∈ (0, 1).
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Proof. Using the variation-of-constants representation applied to the family (nε)ε∈(0,1) and combining it
with semigroup smoothness estimates from [44, Lemma 1.3] yields that

‖nε(·, t)‖L∞(Ω)

=

∥

∥

∥

∥

e∆nε(·, t− 1) −

∫ t

t−1

e(t−s)∆(uε · ∇nε) ds−

∫ t

t−1

e(t−s)∆∇ · (nεSε(·, nε, cε)∇cε) ds

∥

∥

∥

∥

L∞(Ω)

=

∥

∥

∥

∥

e∆nε(·, t− 1) −

∫ t

t−1

e(t−s)∆∇ · (uεnε) ds−

∫ t

t−1

e(t−s)∆∇ · (nεSε(·, nε, cε)∇cε) ds

∥

∥

∥

∥

L∞(Ω)

≤K1‖nε(·, t− 1)‖Lp(Ω)+

K1

∫ t

t−1

(1 + (t− s)− 3
4 )
{

‖uε‖L∞(Ω)‖nε‖L4(Ω) + S0(‖c0‖L∞(Ω))‖nε‖L8(Ω)‖∇cε‖L8(Ω)

}

ds

with some constant K1 > 0 for all t > 1 because ∇ ·uε = 0. Combining this with Corollary 3.12, Lemma 3.9
and Lemma 3.13 then gives us the desired bound by similar arguments as in the previous lemma.

One immediate consequence of this lemma is an additional global space time integrability property for the
gradients of nε. This property will prove useful when later arguing that n is in fact a weak solution of its
associated differential equation as a step in the process of proving its more classical solution properties.

Lemma 3.15. There exists t0 > 0 and C > 0 such that
∫ ∞

t0

∫

Ω

|∇nε|
2 ≤ C

for all ε ∈ (0, 1).

Proof. Due to Lemma 3.14, there exist t0 > 0 and K1 > 0 such that

‖nε(·, t)‖L∞(Ω) ≤ K1 for all t ≥ t0 and ε ∈ (0, 1). (3.41)

Testing the first equation in (3.7) with nε in a similar fashion as in the proof of Lemma 3.9 and applying
Young’s inequality immediately yields

1

2

d

dt

∫

Ω

n2
ε ≤ −

1

2

∫

Ω

|∇nε|
2 +

S2
0(‖c0‖L∞(Ω))

2

∫

Ω

|∇cε|
2n2
ε ≤ −

1

2

∫

Ω

|∇nε|
2 +K2

∫

Ω

|∇cε|
2

with K2 := 1
2K

2
1S

2
0(‖c0‖L∞(Ω)) for all t > t0 and ε ∈ (0, 1). Time integration combined with Lemma 3.2

and (3.41) then directly gives us our desired result.

3.6 Establishing baseline parabolic Hölder bounds for nε, cε and uε

As our next step in the journey towards a proof of Theorem 1.3, we will now transition from only establishing
uniform space bounds for the solution components of our approximate solutions to full parabolic Hölder-
type bounds. Establishing such bounds will then allow us to use the well-known Arzelà–Ascoli compact
embedding theorem to argue that, at least from some large time onward, the generalized solutions constructed
in Theorem A were in fact of a similarly high level of regularity.

We will start by establishing a Cα([t, t + 1];C1+α(Ω))-type bound for the family (uε)ε∈(0,1) as uε plays a
role in all three equations of (3.7) due to the convection terms. While the step from the bounds already
established in the previous sections to uniform Hölder bounds is often taken care of by employing well-known
and ready-made parabolic regularity theory, we are not aware of such a result that fits the third equation
in (3.7) and gives us the type of bound desired here.

Similar to the methods seen in e.g. [18] and [41, Lemma 3.4], we will therefore use a different approach that
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is based on the regularity properties of the fractional powers of the Stokes operator and the variation-of-
constants representation of the family (uε)ε∈(0,1), not unlike what we did in the proof of Lemma 3.11. The
key difference to similar previous efforts in this paper is that we apply these methods to difference terms of
the form uε(·, t2) − uε(·, t1) instead of uε itself.

We begin by proving an analogue to Lemma 3.11 for such difference terms.

Lemma 3.16. There exists t0 > 0 such that, for each β ∈ (0, 1), p ∈ (2,∞), there is a constant C(β, p) > 0
such that

‖Aβ [uε(·, t2) − uε(·, t1) ] ‖Lp(Ω) ≤ C(β, p)(t2 − t1)
1−β

2

for all t2 > t1 > t0 with t2 − t1 < 1 and ε ∈ (0, 1).

Proof. We fix β ∈ (0, 1) and p ∈ (2,∞). We then further fix t0 > 0 independently of β and p and K1 > 0
such that

‖nε(·, t)‖Lp(Ω) ≤ K1, ‖uε(·, t)‖L∞(Ω) ≤ K1, ‖∇uε(·, t)‖L∞(Ω) ≤ K1, ‖A
β+1

2 uε(·, t)‖Lp(Ω) ≤ K1

for all t ≥ t0 and ε ∈ (0, 1) according to Lemma 3.9, Corollary 3.12 and Lemma 3.11. This then implies for

Fε(x, t) := P [ −(uε(x, t) · ∇)uε(x, t) + ∇φ(x) · nε(x, t) ] for all (x, t) ∈ Ω × [0,∞)

that

‖Fε(·, t)‖Lp(Ω) ≤ K2 ‖−(uε(·, t) · ∇)uε(·, t) + ∇φ · nε(·, t) ‖Lp(Ω)

≤ K2|Ω|
1
p ‖uε(·, t)‖L∞(Ω)‖∇uε(·, t)‖L∞(Ω) +K2‖∇φ‖L∞(Ω)‖nε(·, t)‖Lp(Ω)

≤ |Ω|
1
pK2

1K2 +K1K2‖∇φ‖L∞(Ω) =: K3

for all t > t0 and ε ∈ (0, 1) with some constant K2 > 0 due to the continuity of the Helmholtz projection
Pp.

Let now t2 > t1 > t0 be such that t2 − t1 < 1. Using the variation-of-constants representation of uε with
respect to the semigroup (e−tA)t≥0, we then observe that

∥

∥Aβ [uε(·, t2) − uε(·, t1) ]
∥

∥

Lp(Ω)

≤
∥

∥

∥
Aβe−(t2−t0)Au(·, t0) −Aβe−(t1−t0)Au(·, t0)

∥

∥

∥

Lp(Ω)

+

∥

∥

∥

∥

∫ t2

t0

Aβe−(t2−s)AFε(·, s) ds−

∫ t1

t0

Aβe−(t1−s)AFε(·, s) ds

∥

∥

∥

∥

Lp(Ω)

=: D1 +D2 for all ε ∈ (0, 1).

Using well-known smoothing properties of the Stokes semigroup (cf. [25, Theorem 1.4.3]) combined with the
defining fact that

d
dte

−tAϕ = −Ae−tAϕ for all t > 0 and ϕ ∈ C2(Ω) with u = 0 on ∂Ω and ∇ · u = 0 on Ω

and the fundamental theorem of calculus, we now estimate D1 as follows:

D1 =

∥

∥

∥

∥

Aβ
∫ t2

t1

Ae−(s−t0)Au(·, t0) ds

∥

∥

∥

∥

Lp(Ω)

=

∥

∥

∥

∥

∫ t2

t1

A
β+1

2 e−(s−t0)AA
β+1

2 u(·, t0) ds

∥

∥

∥

∥

Lp(Ω)

≤ K4

∫ t2

t1

(s− t0)− β+1
2 ‖A

β+1
2 u(·, t0)‖Lp(Ω) ds ≤ K1K4

∫ t2

t1

(s− t0)− β+1
2 ds

=
2K1K4

1 − β
((t2 − t0)

1−β
2 − (t1 − t0)

1−β
2 ) ≤ K5(t2 − t1)

1−β
2 for all ε ∈ (0, 1) (3.42)
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with K4 > 0 being the smoothing constant from [25, Theorem 1.4.3] and K5 := 2K1K4

1−β .

By a similar argument, we gain for D2 that

D2 ≤ K6

∫ t2

t1

(t2 − s)−β‖Fε(·, s)‖Lp(Ω) ds+

∥

∥

∥

∥

∫ t1

t0

Aβ
[

e−(t2−s)A − e−(t1−s)A
]

Fε(·, s) ds

∥

∥

∥

∥

Lp(Ω)

≤
K3K6

1 − β
(t2 − t1)1−β +

∥

∥

∥

∥

∫ t1

t0

Aβ
∫ t2

t1

Ae−(σ−s)AFε(·, s) dσ ds

∥

∥

∥

∥

Lp(Ω)

≤
K3K6

1 − β
(t2 − t1)1−β +K3K6

∫ t1

t0

∫ t2

t1

(σ − s)−1−β dσ ds

=
K3K6

1 − β
(t2 − t1)1−β −

K3K6

β

∫ t1

t0

(t2 − s)−β − (t1 − s)−β ds

=
K3K6

1 − β
(t2 − t1)1−β +

K3K6

β(1 − β)

[

(t2 − t1)1−β − (t2 − t0)1−β − (t1 − t1)1−β + (t1 − t0)1−β
]

≤ K7(t2 − t1)1−β (3.43)

for all ε ∈ (0, 1) with K6 > 0 being the smoothing constant from [25, Theorem 1.4.3] and K7 := K3K6
1+β

β(1−β) .

Note here that the last step was made possible by the fact that (t2 − t0)1−β ≥ (t1 − t0)1−β .

Because t2 − t1 < 1, we further know that

(t2 − t1)1−β = (t2 − t1)
1−β

2 (t2 − t1)
1−β

2 ≤ (t2 − t1)
1−β

2 .

Therefore the two estimates (3.42) and (3.43) complete the proof.

By again using similar methods to the proof of Corollary 3.12 as well as using said corollary itself, we can
now derive our desired parabolic Hölder bound for the third solution component uε.

Corollary 3.17. There exists t0 > 0 such that, for each α ∈ (0, 1
5 ), there is a constant C(α) > 0 with

‖uε‖Cα([t,t+1];C1+α(Ω)) ≤ C(α)

for all t > t0 and ε ∈ (0, 1).

Proof. Let β := 1 − 2α ∈ (3
5 , 1) and p ∈ (2,∞) be such that

1 + α < 2β −
2

p
,

which is always possible because 1 +α < 6
5 < 2β. Then Corollary 3.12 and Lemma 3.16 give us a parameter

independent time t0 > 0 and constant K1 > 0 such that

‖uε(·, t1)‖
C1+α(Ω) ≤ K1 (3.44)

and
‖Aβ [uε(·, t2) − uε(·, t1) ] ‖Lp(Ω) ≤ K1(t2 − t1)α

for all ε ∈ (0, 1) and t2 > t1 > t0 with t2 − t1 < 1, which by the continuous embedding of D(Aβp ) into

C1+α(Ω) (cf. [25, p. 39] or [22]) implies that

‖uε(·, t2) − uε(·, t1)‖
C1+α(Ω) ≤ K1K2(t2 − t1)α (3.45)

for all ε ∈ (0, 1) with some K2 > 0. Combining (3.44) and (3.45) then implies the desired result.
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To now prove similar, albeit slightly weaker, parabolic Hölder bounds for the first two solution components
of our approximate solutions, we will employ the ready-made parabolic regularity theory of [36] to the first
two equations in (3.7) to get a similar uniform Hölder bound.

Lemma 3.18. There exists t0 > 0, α ∈ (0, 1) and C > 0 such that

‖nε‖Cα, α
2 (Ω×[t,t+1])

+ ‖cε‖Cα, α
2 (Ω×[t,t+1])

≤ C

for all t > t0 and ε ∈ (0, 1).

Proof. As preparations for the proof, let us now fix t0 > 0 and K1 > 0 such that

‖nε‖L∞(Ω×[t0−1,∞)) ≤ K1, ‖∇cε‖L∞(Ω×[t0−1,∞)) ≤ K1,

‖cε‖L∞(Ω×[t0−1,∞)) ≤ K1, ‖uε‖L∞(Ω×[t0−1,∞)) ≤ K1

(3.46)

due to Lemma 3.14, Lemma 3.13, Lemma 3.2 and Corollary 3.12.

Let us now check that our approximate solutions conform to the prerequisites used for Theorem 1.3 in [36].
Framed in the notation of the reference, the first two equations in (3.7) considered in isolation translate to

a(x, t, y, z) := z − nε(x, t)Sε(x, nε, cε)∇cε(x, t) − uε(x, t)nε(x, t), b(x, t, y, z) := 0,

a(x, t, y, z) := z − uε(x, t)cε(x, t), b(x, t, y, z) := −nε(x, t)f(cε(x, t))
(3.47)

for (x, t, y, z) ∈ Ω× [t0 −1,∞)×R×R2, respectively. We can then choose the parameters in the reference to
be mostly constants, which only depend on K1 due to (3.46) and (3.47), or to be trivial. We further choose
p := 2, rˆ:= ∞, qˆ:= 2, κ1 := 1

2 . The remaining conditions to use Theorem 1.3 from [36] are then easy to
check and we can therefore apply it to the first and second equation in (3.7) to gain α ∈ (0, 1),K2 > 0 such
that

‖nε‖Cα, α
2 (Ω×[t,t+1])

+ ‖cε‖Cα, α
2 (Ω×[t,t+1])

≤ K2

for all t > t0 and ε ∈ (0, 1). As Theorem 1.3 makes it explicit, how K2 and α depend on the chosen
parameters, it is easy to verify that both constants are in fact independent of t. This completes the
proof.

3.7 Deriving C2+α,1+ α

2 -type parabolic Hölder regularity properties for the gen-
eralized solutions (n, c, u)

We now transition from proving properties of the approximate solutions to the generalized solutions (n, c, u)
themselves. This is done mostly to mitigate problems stemming from the approximated sensitivity term Sε
when applying higher order parabolic regularity theory to the approximate solutions.

Our first step then is to translate the uniform parabolic Hölder regularity properties of the approximate
solutions to our generalized solution (n, c, u) by using the well-known Arzelà–Ascoli theorem.

Lemma 3.19. There exist t0 > 0, α ∈ (0, 1) and C > 0 such that

‖n‖
C

α, α
2 (Ω×[t,t+1])

+ ‖c‖
C

α, α
2 (Ω×[t,t+1])

+ ‖u‖
Cα([t,t+1];C1+α(Ω)) ≤ C

for all t > t0.

Proof. As we already know that (n, c, u) are the (almost everywhere) pointwise limits of the approximate
solutions (nε, cε, uε) along a sequence (εj)j∈N, the compact embedding properties of the Hölder spaces

Cβ,
β
2 (Ω × [t, t + 1]), Cβ([t, t + 1];C1+β(Ω)) into similar spaces with slightly smaller parameters combined

with Corollary 3.17 and Lemma 3.18 directly yield our desired result.
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While the weak solution properties described in Definition 3.1 for the second and third equation are fairly
standard and therefore very accessible to ready-made regularity theory, the integral inequalities used for
the first solution component n in said definition are not compatible with such standard regularity results.
Therefore, our second step in this section is arguing that n fulfills a similar weak solution property to the
other two solution components from some time t0 > 0 onward due to the strong a priori bounds derived in
the previous sections.

Lemma 3.20. There exists t0 > 0 such that n is a weak solution of the first equation in (1.4) on [t0,∞)
with Neumann boundary conditions in the sense that n ∈ C0(Ω × [t0,∞)) ∩ L2

loc([t0,∞);W 1,2(Ω)) and
∫ ∞

t0

∫

Ω

nϕt +

∫

Ω

n(·, t0)ϕ(·, t0) =

∫ ∞

t0

∫

Ω

∇n · ∇ϕ−

∫ ∞

t0

∫

Ω

nS(·, n, c)∇c · ∇ϕ−

∫ ∞

t0

∫

Ω

n(u · ∇ϕ) (3.48)

holds for all ϕ ∈ C∞
0 (Ω × [t0,∞)).

Proof. We begin by fixing t0 > 0 and K > 0 such that

‖nε‖L∞(Ω×[t0,∞)) ≤ K, ‖nε‖L2
loc

([t0,∞);W 1,2(Ω)) ≤ K,

‖cε‖L2
loc

([t0,∞);W 1,2(Ω)) ≤ K, ‖uε‖L∞(Ω×[t0,∞)) ≤ K
(3.49)

due to Lemma 3.14, Lemma 3.15, Lemma 3.2 and Corollary 3.12. Among other things, this then allows us
to assume without loss of generality (by potentially choosing a subsequence) that

∇nε ⇀ ∇n and ∇cε ⇀ ∇c in L2
loc(Ω × [t0,∞)) as ε = εj ց 0. (3.50)

This combined with Lemma 3.19 then immediately gives us that n ∈ C0(Ω×[t0,∞))∩L2
loc([t0,∞);W 1,2(Ω)).

It is further easy to see that the approximate solutions satisfy
∫ ∞

t0

∫

Ω

nεϕt +

∫

Ω

nε(·, t0)ϕ(·, t0)

=

∫ ∞

t0

∫

Ω

∇nε · ∇ϕ−

∫ ∞

t0

∫

Ω

nεSε(·, nε, cε)∇cε · ∇ϕ−

∫ ∞

t0

∫

Ω

nε(uε · ∇ϕ) (3.51)

for all ϕ ∈ C∞
0 (Ω×[t0,∞)). We therefore now only need to show that all of the above integral terms converge

along the sequence (εj)j∈N to the corresponding terms in (3.48). For the first two and the last term in (3.51),
convergence is immediately assured by the dominated convergence theorem in combination with some of
the bounds from (3.49). The convergence of the third term in (3.51) follows directly from (3.50). For the
remaining fourth term in (3.51), consider first that (3.49) combined with the (almost everywhere) pointwise
convergence of the approximate solutions implies that nεSε(x, nε, cε)∇ϕ → nS(x, n, c)∇ϕ in L2(Ω× [t0,∞))
as ε = εj ց 0 due to the dominated convergence theorem and the fact that the approximate sensitivities Sε
converge to S in a pointwise fashion as ε ց 0. This then combined with the weak convergence properties
from (3.50) ensures the convergence of the last remaining term and therefore completes the proof.

Given that now n, c, and u each fulfill a quite standard weak solution property for their corresponding
equations and are already of fairly high regularity (cf. Lemma 3.19), the last step before the final proof
of this paper is to use the well-known regularity theory from [28] and [30] (for the first two equations) as
well as [37] and [38] (for the third equation) combined with a standard cut-off argument to remove the
influence of initial data regularity to argue that all three solution components were already bounded in some
C2+α,1+ α

2 (Ω × [t, t+ 1]) spaces. As this argument is essentially identical to the one employed in [8, Lemma
5.7], we will not unnecessarily reiterate the relevant arguments here, but refer the reader to the literature
for the final step up in terms of regularity.

Lemma 3.21. There exist t0 > 0, α ∈ (0, 1) and C > 0 such that

‖n‖
C

2+α,1+ α
2 (Ω×[t,t+1])

+ ‖c‖
C

2+α,1+ α
2 (Ω×[t,t+1])

+ ‖u‖
C

2+α,1+ α
2 (Ω×[t,t+1])

≤ C

for all t > t0.

Proof. This can be directly seen via a straightforward adaptation of [8, Lemma 5.7].
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3.8 Proof of Theorem 1.3

Having now essentially established all our desired regularity properties for the generalized solutions in the
previous lemma, we now focus on proving the long time stabilization properties for n, c and u in C2(Ω)
outlined in Theorem 1.3 as the penultimate proof of this paper.

Lemma 3.22. The generalized solution (n, c, u) has the long time stabilization property (1.12).

Proof. Lemma 3.21 directly gives us α ∈ (0, 1), t0 > 0 and K1 > 0 such that

‖n‖
C

2+α,1+ α
2 (Ω×[t,t+1])

+ ‖c‖
C

2+α,1+ α
2 (Ω×[t,t+1])

+ ‖u‖
C

2+α,1+ α
2 (Ω×[t,t+1])

≤ K1

for all t > t0.

Let us further fix K2 > 0 such that

‖ϕ− ϕ‖L1(Ω) ≤ K2

√

∫

Ω

ϕ ·

√

∫

Ω

ϕ ln

(

ϕ

ϕ

)

for all nonnegative ϕ ∈ C0(Ω) with ϕ :=
1

|Ω|

∫

Ω

ϕ

according to a Cziszár–Kullback or Pinsker-type inequality (cf. [12]). Let now δ > 0. By Lemma 3.8 and
the inequality above, there therefore exists tδ > t0 such that

‖nε(·, t) − n0‖L1(Ω) ≤ K2

√

∫

Ω

n0 ·

√

∫

Ω

nε(·, t) ln

(

nε(·, t)

n0

)

<
δ

2
(3.52)

for all t > tδ and ε ∈ (0, 1). Further for each t > tδ > t0, there exists an ε(t) ∈ (0, 1) such that

‖n(·, t) − nε(t)(·, t)‖L1(Ω) <
δ

2

because of, for example, the (almost everywhere) pointwise convergence of the approximate solutions to
the generalized solutions combined with the dominated convergence theorem (using a constant majorant as
established by Lemma 3.14). Combining the above two inequalities then results in

‖n(·, t) − n0‖L1(Ω) ≤ ‖n(·, t) − nε(t)(·, t)‖L1(Ω) + ‖nε(t)(·, t) − n0‖L1(Ω) < δ

for all t > tδ and therefore n(·, t) → n0 in L1(Ω) as t → ∞.

As the start of a proof by contradiction, we assume now that n(·, t) does not converge to n0 in C2(Ω) as
t → ∞. Then there must exist a constant K3 > 0 and a sequence (tk)k∈N with tk → ∞ as k → ∞ such that

‖n(·, tk) − n0‖
C2(Ω) > K3 for all k ∈ N. (3.53)

As the family
(n(·, tk))k∈N

is furthermore uniformly bounded in C2+α(Ω) by K1, an application of the Arzelà–Ascoli theorem yields
that the sequence (tk)k∈N has a subsequence, along which n(·, tk) converges to some limit value in C2(Ω).
As we already know that n(·, tk) converges to n0 in L1(Ω) as k → ∞ by prior arguments, the above C2(Ω)
limit must be n0 as well. This is a contraction to (3.53) and therefore we have proven that n(·, t) → n0 as
t → ∞ in C2(Ω).

As we have proven similar uniform convergence properties to (3.52) for cε(·, t) and uε(·, t) in Lemma 3.5 and
Lemma 3.8, the above argument can basically be reused verbatim to prove the remaining two convergence
properties in (1.12). This completes the proof.

This now allows us to tackle the last argument of this paper, namely the proof of Theorem 1.3.

Proof of Theorem 1.3. A combination of Lemma 3.21 and Lemma 3.22 now grants us all desired properties
for (n, c, u) from some time t0 > 0 onward as it is well-known that weak solutions of the kind characterized
in Definition 3.1 and Lemma 3.20 with regularity properties as provided by Lemma 3.21 are in fact classical
already and an associated pressure function P for the fluid equation can be constructed (cf. [28], [37]).
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