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Information compression at the turbulent-phase transition in cold atom gases
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The statistical properties of physical systems in thermal equilibrium are blatantly different from
their far-from-equilibrium counterparts. In the latter, fluctuations often dominate the dynamics and
might cluster in ordered patterns in the form of dissipative coherent structures. Here, we study the
transition of a cold atomic cloud, driven close to a sharp electronic resonance, from a stable to a
turbulent phase. From the atomic density distribution — measured using a spatially-resolved pump-
probe technique — we have computed the Shannon entropy on two different basis sets. Information
compression, corresponding to a minimum in the Shannon entropy, has been observed at criticality,
where the system fluctuations organize into high-order (low-entropy) patterns. Being independent
of the representation used, this feature is a property shared by a vast class of physical systems

undergoing phase transitions.

Introduction—The macroscopic properties of any
physical system in equilibrium can be completely de-
scribed in terms of free-energy landscapes, independently
of the system microscopic details [1, 2]. Far from ther-
modynamic equilibrium, however, the same results do
not apply [3-5] and even how to rigorously define ther-
modynamic potentials has been controversial for many
years and it is still a matter of debate [2, 6]. In far
from-equilibrium conditions, spatiotemporal dynamics
are dominated by fluctuations, which get amplified and
often lead to the formation of coherent dissipative struc-
tures [7, 8]. Some of these phenomena, where order spon-
taneously emerge from stochastic fluctuations, can be de-
scribed with a formalism analogous to the one used for
equilibrium phase transitions, a striking example being
the analogy of a laser threshold region and a second order
phase transition [5, 9]. Moreover, when phase transitions
involve loss of global symmetry, the main statistical prop-
erties can often be captured by a single order parameter,
as in the case of stable-to-turbulence transitions [10, 11].
In general, however, despite the existence of several the-
oretical models, when it comes to phase transitions of
non-equilibrium systems evidences of universality are still
very poor [4].

In recent years, a possible extension of the meth-
ods used in thermodynamic equilibrium to far-from-
equilibrium scenarios has been proposed by resorting to
information theory [2, 3, 6, 12]. The description of phys-
ical quantities in such terms requires a much more lim-
ited set of assumptions and finds applications in different
fields, such as astrophysics [13]. Information (Shannon)
entropy is a key quantity in the information-theory anal-
ysis of phase transitions, playing the role of its thermody-
namic (Boltzmann) counterpart. In a phase transition,
the state of a system may be described by some generic
field ® = ®(r,¢;0), where § is the stress parameter (of-
ten, but not always, the thermodynamic temperature).
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FIG. 1. Snapshots of a single realization of the atomic cloud
density distribution in the stable phase (6 = —3.5T") and in the
turbulent phase (§ = —1.5T"). The cold atom cloud in the tur-
bulent regime is highly inhomogeneous and is charactered by
strong spatiotemporal dynamics which feature the emergence
of quasi-coherent structures. The images have been retrieved
with the spatially-resolved pump-probe technique described
in [16].

Given a complete and orthogonal basis for the space
of square-integrable functions, the field can be uniquely
identified by the projections onto the basis elements. The
link between the thermodynamic and information theo-
ries is provided by the expansion coefficients: they can be
viewed both as the spectral energy content of the system
(that is spread over several physical modes) and, at the
same time, as the probability distribution which encodes
the information of each mode [6, 14]. A phase transition
can then be viewed as a change in the group symmetries
of the field when the stress parameter attains some criti-
cal value d.. Typically, the transition mechanism can be
described by a single (or few) order parameter v, which
breaks the original symmetry by assuming a non-zero
value [15].

In this Letter, we report the observation of informa-
tion compression at the stable-turbulent phase transition
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FIG. 2. Panel (a): radial component of the 2D average power spectrum in the stable and turbulent regimes and at criticality.
In terms of magnitude, the turbulence phase is characterized by much larger fluctuations, when comparing to the stable phase.
Panel (b): configurational entropy computed from the spatial power spectrum (see Eq. (1)) as a function of the stress parameter
0. In the stable regime, the flatter power spectrum is reflected onto higher values of entropy. At 6 = —2I", the highly compact

spectral distribution is at the origin of the entropy dip.

in a cold atom cloud, occurring when the cooling laser
frequency is set near the electronic resonance [16, 17].
Measures have been performed on a cold rubidium gas
by directly probing various statistically independent re-
alizations of the atomic density distribution (the field ®)
whose statistical properties are controlled by the cooling
laser detuning d, which acts as stress parameter. By vary-
ing ¢, the system goes from a stable-symmetric (uniform)
phase to a turbulent one, where the global symmetry is
lost and quasi-coherent structures emerge. At critical-
ity the system spontaneously organizes, showing both a
long-range local order and formation of oscillating global
patterns. We computed the Shannon entropy on two dif-
ferent basis for the multiple realizations of the atomic
density distribution and, at the critical point, an entropy
minimum—associated with information compression—is
observed. Remarkably, this minimum is independent of
the representation used, which points out the transition
as a state of maximum organization and emerges as a po-
tentially universal property of a large class of phase tran-
sitions. The latter property is verified with the help of a
symmetry-breaking mechanism contained in the Landau-
Ginzburg theory.

Turbulent-phase transition in a cold rubidium gas.—
Experiments have been performed on a magneto-optical
trap (MOT) [18], where around 10° ®*Rb atoms are
cooled and trapped at approximately 200 K [19, 20].
A spatially-resolved pump-probe diagnostic allows to di-
rectly access the atomic density distribution along a thin
section of the atomic cloud. As a result, the collected im-
ages can be safely interpreted as two-dimensional (2D)
atomic density maps [16]. The experiments have been
carried out by keeping the magnetic field approximately
constant (VB = 10 G/cm) and ranging the cooling laser
detuning § from —4I' to —0.751", with ' denoting the
transition linewidth. For each §, 100 measurements have

been performed, effectively probing different system re-
alizations. Each measurement consists of a loading step,
during which the atomic gas is trapped and cooled until it
forms a stationary cloud, followed by the MOT unload-
ing, after which the pump-probe sequence is executed.
When the frequency of the cooling lasers is brought close
to resonance, the cold atom cloud passes through a sharp
transition from a stable, spatially uniform, phase to a
turbulent phase [16]. Fig. 1 shows the density pro-
files of the atomic cloud in both phases. The turbulent
regime is characterized by strong spatiotemporal fluctua-
tions which develop as the cold atom gas is continuously
cooled and trapped in the range ¢ € [—2T", —0.75I"]. The
stable-turbulent transition is marked by an abrupt in-
crease in the power of density fluctuations and by a peak
in the fluctuation correlation length at the transition on-
set 6 = —2I'. The turbulent dynamics originate from a
fluid-dynamic instability, known as photon-bubble insta-
bility [21], which stems from the strong coupling of the
atomic fluid with diffusive radiation. Photon bubbles
leave a clear signature in the atomic fluctuation density
in the form of quasi-coherent structures. As we shall see,
an information-theory approach allows to capture and en-
capsulate the system dynamics in a single quantity—the
Shannon entropy—thus providing an effective description
of the transition of the cold atom system from the stable
to the turbulent phase.

Information entropy.—Information theory [22] pro-
vides the tools to measure the quantity of information
resulting from the observation of an event. The informa-
tion content I; [23] is defined in such a way that unlikely
events carry more information and it is computed as
I; =log(1/pj) = —log(p;), where p; is the probability of
the j—th event, and normalization requires Zj p; = 1.

Shannon entropy S is then defined as the average in-
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The maximum entropy corresponds to a flat dlbtrlbutlon
in which no outcome is favored: each observation pro-
duces, on average, a high amount of information. Hence,
by comparing the value of S of the actual probability
distribution to its maximum value attained for a flat dis-
tribution over the same ensemble, we get a quantitative
measure of information compression. Highly compressed
ensembles are characterized by clustered probability dis-
tributions which result in low entropy values.

In order to interpret critical phenomena, we apply
the same information-theory description to the field
®(r, t; §)—the density maps in our case—by decomposing
it onto its (time-independent) basis elements. Indepen-
dently of the basis choice, the meaning of low entropy val-
ues is the same: a low number of highly probable modes
dominates the system dynamics, meaning that less in-
formation, in terms of contributing momentum modes,
is needed to characterize the system, resulting in field’s
compression in information space.

The Shannon entropy defined from the field expansion
onto Fourier modes is called configurational entropy, first
introduced in Ref. [24] as a measure for localized energy
configurations. Configurational entropy, Sc, is defined in

)/, Plk)
Zf Jog|[ f(k)], (1)

formation content per event: S[{p;}]

terms of the modal fraction f(k

where P(k) = /dr e~ T(D(r)®(0)) is the 2D power

spectrum, ®(r) = ®(r) — (®(r)) is 2D atomic density
fluctuation and k = (kg, k,) the wavevector. Here, the
symbol (.) means averaging over all experimental real-
izations corresponding to the same stress parameter §
[16]. The left panel of Fig. 2 shows the power spectra in
the stable and unstable regimes, as well as at the critical
point, § = 6. ~ —2I.

The configurational entropy is also a measure of a sys-
tem spatial complexity, being able to pinpoint the forma-
tion of coherent structures: low entropy configurations
are associated to the presence of (local) order. As in
Shannon entropy, configurational entropy is maximum
for a flat spectrum: S¢ = log(M), where M is the to-
tal number of modes. Information compression can then
be regarded as a departure from a flat distribution, re-
sulting from the emergence of local structures and being
described by low entropy values.

Besides a Fourier spectral decomposition of the density
fluctuation power, a study performed through a Princi-
pal Component Analysis (PCA) offers a different way to
link information compression to the atomic density dis-
tribution. PCA is a model-free approach which provides
a lower-dimensional representation of a given data set by
writing it as a linear combination of statistically uncorre-
lated normal modes (principal components) [25, 26]. By

carrying out a principal component analysis on the whole
set of atomic density maps, we can portray each individ-
ual frame ®;(x,y) as the sum of an average map and
a linear combination of orthogonal principal component
modes U, (z,y) [27],

M
m=1
U, Uy) = Tr(U Up) = Oyt . (3)
Above, the additional dependence on the stress param-
eter § was omitted. The coefficients A, ; = Tr(U],®;)
are the projections onto the modes and we further define
the mode variances as o2, </\2 ), denoting how much
a given mode U, contrlbutes to representing the ensem-
ble. The number of principal components is given by the
number of degrees of freedom of each realization (here,
it corresponds to the number of pixels in the CCD), and
we order them from the most to the least representative:

M
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The advantage of the analysis in terms of principal com-
ponents is that, out of M ~ 32000 modes, only a few
are of relevance to characterize the system dynamics.
That is expressed by having 0‘72n ~ 0 for m > m, with

m < M [see Fig. 3 (b)], which lowers the dimensionality

of the data set significantly. The first three PCA modes
at three different values of the stress parameter—in the
stable regime (0 = —3I'), at criticality (§ = J.), and in
the turbulent regime (6 = —1I')—are depicted in Fig.
3. Contrary to Fourier modes, which are independent of
the data set, principal components are retrieved directly
from the data set itself: Fourier and PCA modes are
representative of two different classes of basis decompo-
sition, the former being an example of “universal” basis
and, the latter, of “tailored” basis. The PCA decompo-
sition allows to highlight the similarities of the system
dynamics along the whole range of §. Within the same
regime (stable or turbulent), density fluctuations are de-
scribed by analogous sets of principal components. Far in
the stable region, the majority of the fluctuation power,
captured in the first mode, is due to oscillations of the
total number of atoms. Conversely, a limited but larger
set of modes is necessary to characterize the turbulent
regime. This is a feature reminiscent of low-dimensional
chaos [28-31].

In complete analogy with the configurational entropy,
information entropy based on the principal component
decomposition can then be defined from the modal vari-
ances as

Spca = — Y onlog(or,). ()
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FIG. 3. Panel (a): first three PCA modes in the stable regime (first row), at criticality (second row) and in the turbulent

regime (third row); the color map represents density fluctuations. Panel (b): modal variance in the same regimes. Panel (c):
entropy computed from the modal variance as a function of the detuning of the trapping lasers which drive the cold atom cloud.
Low values of entropy descend from a small amount of highly-representative (high variance) modes which describe the system

at a given 4.

It follows that high data compressibility descends from a
small amount of oscillating global patterns whose linear
combination is able to describe the main system dynam-
ics.

Entropy signature at criticality—We shall now focus
our attention on the stress parameter dependence of S¢
and Spca, interpreting the two curves in terms of spa-
tial complexity and of the resulting modal distribution,
i.e. the power spectrum and principal component vari-
ance. In this regard, we should not overpass that the
difference in the total amount of energy stored in density
fluctuations in the stable and in the turbulent regimes is
utterly irrelevant when it comes to entropy computation:
what matters is just how energy is distributed among the
modes. In the right panel of Fig. 2, we observe that, as
0 is brought from the stable to the turbulent region, the
configurational entropy is reduced. In the stable regime,
high entropy values characterize the highly symmetric,
spatially uniform, physical system. The power spectrum
is essentially flat as a consequence of the fact that the
stable regime is dominated by uncorrelated fluctuations
(white noise). Conversely, in the turbulent phase, the
power spectrum is dominated by long wavelength modes,
which, in the real space, witness the formation of ran-
domly distributed large-scale coherent structures. In
other words, local order implies low values of configu-
rational entropy. Concerning Spca, as depicted in panel

(c) of Fig. 3, we observe the opposite dependence on §:
low entropy values characterize the stable regime whereas
high values are associated to the turbulent phase. These
high values stem from the increased spatial complexity of
the atomic cloud in the turbulent regime, where a larger
number of principal components is necessary to represent
the main system dynamics.

Remarkably, however, both Spca and S¢ show a nar-
row dip at the turbulence edge, § = J.. As the sys-
tem moves from one phase to another, it passes through
an intermediate step where it reorganizes: the critical
point is characterized by a divergence in the correlation
length—analogous to critical opalescence [32, 33]—in a
configuration where both local and global order coexist.
This highly structured state requires a low amount of in-
formation to be described, thus leading to a maximum
in information compression. This quantity is not only a
measure of our knowledge of the system, but it is also a
measure of complexity and order of a given spatial con-
figuration, thus bearing information about the system
physical properties.

Furthermore, theoretical and numerical studies have
shown a configurational entropy dip at the onset of con-
tinuous equilibrium phase transitions [14, 34]. Here, the
same feature has been experimentally observed for the
first time for an out-of-equilibrium phase transition, thus
raising Shannon entropy as a good candidate to interpret
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critical phenomena in light of information theory.
The universal character of the phase transition can be
put in evidence within the Ginzburg-Landau framework.

If we define the total fluctuation power 3 = Zk P(k)

as a tentative order parameter, the free energy can be
written as

Flu] = Fo -+ albe — 02 + Lo, (6)

with Fy being the free energy deep in the stable phase,
and a and b some positive constants. Minimization of
Eq. (6) yields the critical behavior ¢ = [(a/b)(§ — 50)]1/2
for § > 0. and ¢ = 0 otherwise. In Fig. 4, we fit
the experimental data to a test function of the form
Y~ |0 — 56\5 , and observe that the critical parameter
scales with the critical exponent 8P ~ 0.372 + 0.003.
The experimental value of the exponent must be com-
pared with that given by the mean-field approximation,
BMF) — 1/2, which deviates from BEP) due to large
fluctuations taking place at the critical point. Exper-
imental measurements of [ in other physical systems
are in good agreement with that extracted from Fig. 4
[35, 36], which suggests that the turbulent phase transi-
tion observed here is well described in terms of the total
power and falls into the universality class of second order
phase transitions.

Conclusions.—Non-equilibrium phase transitions in
driven-dissipative systems are still far from being com-
pletely understood and theories lack of experimental ev-
idences. In this manuscript we have reported the obser-
vation of a maximum in information compression at the
critical point of a non-equilibrium phase transition—this
being the transition of a cold atom cloud from a stable
to a turbulent phase. Information compression at criti-
cality is witnessed by a dip in information entropy which
has been computed in two different ways by projecting
the atomic density fluctuations on two distinct basis sets,

the Fourier modes and the principal components. The
two modal decompositions are associated in a comple-
mentary way to system complexity, one highlighting lo-
cal order and the other the presence of fluctuating global
patterns. Notably, information compression at criticality
is independent of the representation used.

Our work is in keeping with the long-lasting line of
research that aims to unify statistical mechanics with
information theory, and brings a relevant contribution
to the description of far-from-equilibrium physical sys-
tems. The experimental evidences we have provided show
that information entropy, built on either of two different
modal decompositions, is capable to pinpoint the transi-
tion of a cold atom cloud from a stable to an unstable
phase. If shared by a vast class of physical systems, this
feature could raise information entropy to a fundamental
quantity to develop a unifying phase transition theory.
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