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In this brief review, we report some new development in the functional determinant approach
(FDA), an exact numerical method, in the studies of a heavy quantum impurity immersed in Fermi
gases and manipulated with radio-frequency pulses. FDA has been successfully applied to investi-
gate the universal dynamical responses of a heavy impurity in an ultracold ideal Fermi gas in both
the time and frequency domain, which allows the exploration of the renowned Anderson’s orthogo-
nality catastrophe (OC). In such a system, OC is induced by the multiple particle-hole excitations
of the Fermi sea, which is beyond a simple perturbation picture and manifests itself as the absence
of quasiparticles named polarons. More recently, two new directions for studying heavy impurity
with FDA have been developed. One is to extend FDA to a strongly correlated background su-
perfluid background, a Bardeen–Cooper–Schrieffer (BCS) superfluid. In this system, Anderson’s
orthogonality catastrophe is prohibited due to the suppression of multiple particle-hole excitations
by the superfluid gap, which leads to the existence of genuine polaron. The other direction is to
generalize the FDA to the case of multiple RF pulses scheme, which extends the well-established 1D
Ramsey spectroscopy in ultracold atoms into multidimensional, in the same spirit as the well-known
multidimensional nuclear magnetic resonance and optical multidimensional coherent spectroscopy.
Multidimensional Ramsey spectroscopy allows us to investigate correlations between spectral peaks
of an impurity-medium system that is not accessible in the conventional one-dimensional spectrum.

I. INTRODUCTION

An important approach to investigating polaron
physics is to study the heavy impurity limit. Infinitely
heavy impurity interacting with a Fermi sea represents
one of the rare examples of exactly solvable many-body
problems in the nonperturbative regime, which can serve
as a benchmark for various approximations. Historically,
this problem originated from the studies of the x-ray
spectra in metals, where Mahan predicts the so-called
Fermi edge singularities (FES), absorption edges in the
spectra characterized by a power law divergence near the
threshold [1]. The optical transition is determined by
a highly spatial localized core-level hole that can be re-
garded as an impurity with infinite mass immersed in a
Fermi sea of conduction electrons. The corresponding
model Hamiltonian can be solved exactly and is often
called MND Hamiltonian in the condensed matter com-
munity after the work of Mahan [2, 3] and Noziéres-De
Dominicis [4].

FES is the first and one of the most important exam-
ples of nonequilibrium many-body physics. The underly-
ing physics can be interpreted by the concept of Ander-
son’s orthogonality catastrophe (OC) [5], i.e., the many-
particle states with and without impurity become or-
thogonal. FES has also been observed in current-voltage
characteristics of resonant tunneling experiments domi-
nated by localized states [6, 7] and has been proposed
to be investigated in various systems, including quan-
tum wires [8–10], and quantum dots [11]. In particu-
lar, a convenient and numerically exact method, namely
the functional determinant approach (FDA) [12–15], has
been developed to study FES in out-of-equilibrium Fermi
gases [16–18] and open quantum dots [19]. Using FDA
to investigate MND Hamiltonians has also been applied

to study exciton-polarons in monolayer transition metal
dichalcogenides (TMD), where the exciton serves as the
impurity, and the itinerant excess electrons play the role
of the background Fermi sea [20, 21]. However, the pre-
diction can only be considered qualitative here, as the
exciton mass is only about twice the electron mass in
TMDs.

In recent years, ultracold quantum gases have emerged
as an ideal testbed for impurity physics thanks to their
unprecedented controllability. In the context of ultracold
Fermi gases, the FES of an infinitely heavy impurity in
an ideal Fermi gas has been quantitatively re-examined
via the FDA [22, 23] and can be verified via Ramsey-
interference-type experiments [24]. The Ramsey signals
in the time domain are universal, i.e., fully determined
by the impurity-medium scattering length and the Fermi
wave vector of the medium Fermi gases, not only in the
long-time limit (as their counterpart in solid-state sys-
tems) but also for all times. Corresponding spectra in
the frequency domain obtained by Fourier transforma-
tion show FES and provide an insightful understanding of
polaron physics. The exact results of the FDA can serve
as benchmark calculations for various approximation cal-
culations of Fermi polarons, such as Chevy’s ansatz or
equivalently many-body T-matrix [25–36], and other ex-
act methods, such as quantum Monte Carlo methods [37–
40].

However, polaron, strictly speaking, does not exist in
the infinitely heavy impurity limit, where the quasipar-
ticle residue of polaron vanishes due to the presence of
OC [22, 23]. On the other hand, the generalization of the
FDA to finite impurity mass remains elusive. Neverthe-
less, FDA has been proven to be qualitatively accurate
in describing heavy polarons in ultracold Fermi gases at
a finite temperature, where thermal fluctuation is com-
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parable with recoil energy [41, 42]. In addition, one can
choose an impurity with very different polarizability from
the background fermions. As a result, the impurity can
be confined by a deep optical lattice or an optical tweezer
without affecting the itinerant background fermions. In
this case, the infinitely heavy mass limit becomes ex-
act, and FDA calculations can serve as a critical meeting
point for theoretical and experimental efforts to under-
stand the complicated quantum dynamics of interacting
many-particle systems. Inspired by the pioneer works
[22, 23], a heavy impurity in Fermi gases has also been
proposed to investigate spin transportation [43] and pre-
cise measurement of the temperature of noninteracting
Fermi gases [44]. The exact finite-temperature free en-
ergy and Tan contact [45], as well as the exact dynam-
ics of Tan contact of a heavy impurity in ideal Fermi
gases, can be derived as a generalization of FDA [46].
Rabi oscillations of heavy impurities in an ideal Fermi
gas can also be investigated via FDA [47]. Extensions
of the FDA to the investigation of Rydberg impurities
[48, 49] in Fermi [50] and Bose gases [51–53] have also
been developed recently.

Here, we briefly review the formalism of the FDA and
two recent developments. Firstly, FDA has been gener-
alized to the system of a heavy impurity in a Bardeen–
Cooper–Schrieffer (BCS) superfluid, where the strongly
correlated superfluid background is described by a BCS
mean-field wavefunction [54, 55]. In contrast to the ideal
Fermi gas case, the pairing gap in the BCS superfluid
prevents the OC and leads to genuine polaron signals
in the spectrum even at zero temperature. In addition,
at finite temperature, additional features related to the
subgap Yu-Shiba-Rusinov (YSR) bound state ware pre-
dicted in the spectra of a magnetic impurity. Another
recent development is to extend the FDA to multidimen-
sional (MD) spectroscopy. In contrast to conventional
one-dimensional (1D) spectroscopy which depends only
on one variable, such as photon frequency, MD spec-
troscopy unfolds spectral information into several dimen-
sions, revealing correlations between spectral peaks that
the 1D spectrum cannot access.

II. FORMALISM

A. System setup

The basic setup of our system is shown in Fig. 1 (a).
We place a localized fermionic or bosonic impurity (the
big black ball with a black arrow) with two internal pseu-
dospins states | ↑〉 and | ↓〉 , which we will call spins for
short from now on, in the background of ultracold Fermi
gas (the red dots). In real experiments, there is usu-
ally more than one impurity, but the impurity density
is prepared to be very low so that the interaction be-
tween impurities can be regarded as negligible. As men-
tioned before, the localization of impurity can be either
achieved by confinement of a deep optical trap or treated

| ↑ ⟩

| ↓ ⟩

(a) (b)

e−iℋ↑t

e−iℋ↓t

⃗n

π/2

− ̂y

π/2

FIG. 1. (a) A sketch of the system setup for 1D Ramsey
spectroscopy (injection scheme). (b) An interferometry inter-
pretation of 1D Ramsey spectroscopy.

as an approximation to an impurity atom with heavy
mass. Unless specified otherwise, we are interested in
the case where the interaction between the background
Fermi gas and | ↓〉 is negligible, while the interaction
with | ↑〉 is arbitrarily tunable by, e.g., Feshbach reso-
nances. (It is straightforward to generalize to the case
where both | ↑〉 and | ↓〉 interact with the background.)
The spins states can be manipulated by radio-frequency
(RF) pulses, which assume to be able to rotate the spins
infinitely fast. In reality, the RF pulse length is usually
comparable with the characteristic time scale τF = E−1

F
of the background Fermi gases, where EF is the Fermi
energy, and we use unit ~ = 1 throughout this work. For
example, in Ref. [41], the typical pulse length is about
10 µs, approximately 3.4 τF in their system. However,
the optical control of Feshbach resonances in their exper-
iment can be achieved very rapidly in less than 200 ns,
which is about 0.08 τF . As a result, one can switch off
the interaction (for both spin states) in no time and ro-
tate the spin without perturbing the background Fermi
gas, which can be treated as an infinitely fast rotation
theoretically. The interaction is switched back on after
the rotation. In principle, one can rotate the spin in the
Block sphere along an arbitrary axis, characterized by
a unit vector ~n = (nx, ny, nz), for an arbitrary angle θ.
The rotation can be described by a unitary matrix in the
spin basis as

R~n(θ) = exp(−iθ
2
~n · ~σ), (1)

where ~σ = (σx, σy, σz) and σx, σy, and σz are Pauli ma-
trices in the spin basis. A π/2-pulse along the −ŷ-axis

gives R−ŷ(π/2)| ↓〉 = (| ↑〉+ | ↓〉)/
√

2.
The basic 1D Ramsey interferometric can be intuitively

understood by the sketch in Fig. 1 (b). The effectively
infinitely fast rotation allows one to prepare the system
in a superposition state |Ψ(0)〉 = |ψFS〉⊗(| ↑〉+ | ↓〉)/

√
2,

where |ψFS〉 describes the zero-temperature ground state
of the Fermi gas. For a single component Fermi gas, |ψFS〉
corresponds to all fermions occupying the lowest eigenen-
ergy states, i.e., a Fermi sea. Here, we first briefly de-
scribe the general idea using pure and zero-temperature
states. The detailed formalization and the straightfor-
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ward generalization to finite-temperature density matrix
description will be given later.

Since the two spin states interact differently with the
Fermi sea, the associated time evolution operator after
time t are different:

|Ψ(t)〉 =
1√
2

(| ↑〉⊗e−iH↑t|ψFS〉+| ↓〉⊗e−iH↓t|ψFS〉), (2)

where H↑ and H↓ are the Hamiltonian for a Fermi sea
with an interacting and noninteracting impurity, respec-
tively. The so-called many-body overlap function

S(t) ≡ 〈ψFS|eiH↓te−iH↑t|ψFS〉 (3)

can be measured via the interference

ReS(t) = 〈σx〉, ImS(t) = −〈σy〉, (4)

or equivalently S(t) = 〈σ−〉 with σ− = σx − iσy. No-
tice that for non-interacting | ↓〉, H↓|ψFS〉 = EFS|ψFS〉
with EFS being the Fermi sea energy, i.e., the summation
of eigenenergies of occupied states. Consequently, the
overlap function S(t) = eiEFSt〈ψFS|e−iH↑t|ψFS〉 takes the
form of Loschmidt amplitude, the central object within
the theory of dynamical quantum phase transitions [56].

A direct measurement of 〈σx〉 and −〈σy〉 might not be
as convenient as measuring 〈σz〉 = (N↑ −N↓) /(N↑+N↓),
where N↑ and N↓ are the population of spin-up and
spin-down impurities, respectively. (As mentioned above,
there are usually a finite number of independent impuri-
ties in a realistic experiment.) Consequently, a standard
protocol is to perform another rotation after the evolu-
tion time t. From the relationR−ŷ(π/2)−1σzR−ŷ(π/2) =
σx and R−x̂(π/2)−1σzR−x̂(π/2) = −σy, we can see that
〈σx〉 and −〈σy〉 can be obtained by measuring σz after
rotation R−ŷ(π/2) and R−x̂(π/2), respectively.

Since | ↑〉 and | ↓〉 correspond equivalently to the exis-
tence and absence of impurity in the single impurity case,

we can therefore construct the creation operator b̂† and

annihilation operator b̂ for the impurity so that the full
Hamiltonian can be written as

Ĥ = Ĥ↑| ↑〉〈↑ |+ Ĥ↓| ↓〉〈↓ | = Ĥ↑b̂†b̂+ Ĥ↓(1− b̂†b̂). (5)

The retarded Green’s function for the impurity can thus
be written as

GI(t) = −iΘ(t)〈b̂(t)b̂†〉, (6)

where b̂(t) = eiĤtb̂e−iĤt in the Heisenberg picture. Trac-
ing out the spin degree of freedom, we have the rela-
tionship between the retarded Green’s function and the
many-body overlap function as

GI(t) = −iS(t), t > 0. (7)

As a result, the Fourier transformation

A(ω) =
1

π

∫ ∞
0

eiωtS(t)dt =
i

π
GI(ω), (8)
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FIG. 2. 1D Ramsey spectroscopy for (a) (b) attractive inter-
action kF a = −2 and (c) (d) repulsive interaction kF a = 2.

(a) and (c) show the overlap functions S̃(t). (b) and (d) show
the spectral functions ReA(ω). Thick blue curves correspond
to kBT

◦ = 0, thin red solid curves, and purple dashed curves
correspond to kBT

◦ = 0.03EF and kBT
◦ = 0.05EF , respec-

tively.

is related to the retarded Green’s function in the fre-
quency domain GI(ω) =

∫∞
0
eiωtGI(t)dt, where the spec-

tral function ReA(ω) = −ImGI(ω)/π gives the absorp-
tion spectrum in the linear response regime. Through-
out this work, Re and Im denote the real and imaginary
parts of a complex number, respectively.

B. Functional Determinant Approach

In the previous section, we have given a general dis-
cussion of the underlying idea of 1D Ramsey responses
of a heavy impurity and its relation to the absorption
spectrum. Here, we show the detail of how to exactly
solve the time-dependent problem nonperturbatively us-
ing the FDA. As a concrete example, we focus on the
case where the background is a dilute single-component
Fermi gas, which is considered to be noninteracting at
ultracold temperature due to Pauli’s exclusion principle.
As mentioned before, we assume only the background
fermion only interacts with | ↑〉, which is dominated by
the s-wave interaction that can be tuned via, e.g., Fesh-
bach resonances. The corresponding Hamiltonian can be
expressed in the form of Eq. 5, where

Ĥ↑ = Ĥ↓+
∑
k,q

Ṽ (k−q)ĉ†kĉq+ωs, Ĥ↓ =
∑
k

εkĉ
†
kĉk. (9)

Here, ωs denotes the energy differences between the two

spin levels. ĉ†k and ĉk are creation and annihilation op-
erators of the background fermions with momentum k,
respectively. εk = k2/2m is the single-particle kinetic
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energy of the background fermions with mass m. Ṽ (k) is
the Fourier transform of V (r), the interaction potential
between | ↑〉 and the background fermions. The low-
temperature physics is determined by the s-wave energy-
dependent scattering length a(EF ) = − tan η(kF )/kF
at the Fermi energy EF = k2

F /2m, with η(EF ) being
an energy-dependent s-wave scattering phase-shift ob-
tained from a two-body scattering calculation with po-
tential V (r). For the simplicity of notation, we denote
a ≡ a(EF ) hereafter.

For the example given here, we are interested in the
so-called injection scheme where the spin is initially pre-
pared in the noninteracting state | ↓〉. The initial den-
sity matrix of the system can therefore be written as
ρi = ρFS ⊗ | ↓〉〈↓ |, where the thermal density matrix
of the background fermion at a finite temperature T ◦ is
given by

ρFS =
∏
k

[
nkĉ
†
kĉk + (1− nk) ĉkĉ

†
k

]
, (10)

with the occupation of the momentum state

nk =
1

e(εk−µ)/kBT◦ + 1
. (11)

Here, kB is the Boltzman constant, µ ' EF is the chem-
ical potential determined by the number density of the
background Fermi gas. We also define a diagonal matrix
n̂ with the matrix elements nk, which will become useful
later.

For the simple 1D Ramsey spectrum, we apply a π/2
RF pulse at t = 0 that can be described in the spin-basis
as

R̂−ŷ

(π
2

)
≡

(
R

(π/2)
↑↑ 1 R

(π/2)
↑↓ 1

R
(π/2)
↓↑ 1 R

(π/2)
↓↓ 1

)
=

1√
2

(
1 1
−1 1

)
,

(12)
where 1 represents the identity in the fermionic Hilbert
space. For simplicity, we denote R̂ ≡ R̂−ŷ (π/2) here-
after. The total time evolution is determined by the uni-
tary transformation

Û(t) = Û(t)R̂, (13)

where

Û(t) =

(
e−iĤ↑t 0

0 e−iĤ↓t

)
(14)

is the free time evolution operator in the spin basis
representation after the RF pulse. The final state of
the system is thus given by ρf = UρiU†. Recall that
S(t) = 〈σ−〉, we arrive at

S(t) = Tr (σ−ρf ) = Tr
(
eiĤ↓te−iĤ↑tρFS

)
(15)

that reduces to Eq. (3) at zero temperature kBT
◦ = 0.

Since the complexity of the many-body Hamiltonians
increases exponentially with the number of particles in

the system, an exact calculation of S(t) is usually in-
accessible. However, in the case that H↑ and H↓ are
both fermionic, bilinear many-body operators as in Eq.
(9), the overlap function can reduce to a determinant
in single-particle Hilbert space. This approach, namely
FDA, is based on a mathematical trace formula that has
been elegantly proved by Klich [13]. (See Appendix A

for details.) To proceed, we define Ĥ↓ ≡ Γ(h↓) and

Ĥ↑ ≡ Γ(h↑)+ωs. Here, Γ(h) ≡
∑

k,q hkqc
†
kcq is a bilinear

fermionic many-body Hamiltonian in the Fock space, and
hkq represents the matrix elements of the corresponding
operator in the single-particle Hilbert space. Applying
the Levitov’s formula, Eq. (A17), gives S(t) = e−iωstS̃(t)
where

S̃(t) = det[(1− n̂) +R(t)n̂], (16)

and

R(t) = eih↓te−ih↑t. (17)

Correspondingly, the frequency domain spectrum can be
obtained by a Fourier transformation

A(ω) =
1

π

∫ ∞
0

eiωtS(t)dt =
1

π

∫ ∞
0

eiω̃tS̃(t)dt. (18)

Hereafter, unless specified otherwise, we denote ω̃ =
ω − ωs for any frequency variable ω. As one can see,
ωs has a simple effect as shifting the frequency origin of
a 1D spectrum. Numerical calculations are carried out
in a finite system confined in a sphere of radius R. Keep-
ing the density constant, we increase R towards infinity
until numerical results are converged. Other details of
numerical calculations are described in the Appendix.

Figures 2 (a) and (c) show S̃(t) for attractive (kFa =
−2) and repulsive impurity interaction (kFa = +2),
respectively. The zero-temperature (solid blue curves)
asymptotic behavior of the Ramsey response at t → ∞
is given by

S̃(t) 'Ce−i∆Et
(

1

iEF t+ 0+

)α
+ Cbe

−i(∆E−EF+Eb)t

(
1

iEF t+ 0+

)αb
,

(19)

where C and Cb are both numerical constants indepen-
dent with respect to kFa and Cb = 0 for a < 0. Here,

α = η(EF )2/π2 (20)

and

αb = [1 + η(EF )/π]2 (21)

are determined by the s-wave scattering phase shifts
η(EF ) at Fermi energy. Eb is the binding energy of the
shallowest bound state consisting of the impurity and a
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spin-up fermion for a↑ > 0 and ∆ = 0. Furthermore, the
change in energy can be understood as a renormalization
of the Fermi sea by impurity scattering and is given by

∆E =

N∑
ν=1

(Eν − Ẽν), (22)

where Eν and Ẽν are the lowest N eigenenergies of ĥ↓
and ĥ↑, respecitively, and the deeply bound states are

excluded from Ẽν . Here N is the number of particles
fixed by the chemical potential µ.

The corresponding spectral function ReA(ω) is shown

in Fig. 2 (b) and (d). The asymptotic behaviors of S̃(t)
translate into the threshold behaviors of spectra func-
tion at zero temperature. For frequency ω̃ ≈ ∆E, we
have a singularity ReA(ω) ∝ θ(ω̃ − ∆E)|ω̃ − ∆E|α−1.
If the impurity interaction is repulsive, an additional
singularity shows up at ω̃ ≈ ωb = ∆E − EF + Eb as
ReA(ω) ∝ θ(ω̃−ωb)|ω̃−ωb|αb−1. These singularities are
called FES and are closely related to the polaron res-
onances (see Fig. 4 for example): the spectrum only
shows one peak for attractive impurity interaction and
shows two peaks for repulsive interaction. We, therefore,
name the FESs in Fig. 2 (b) and (d) as attractive or
repulsive singularities, denoted by “A” and “R”, respec-
tively. However, different than the polaron peaks that
are Dirac delta functions or Lorentzians, the FESs are
power-law singularities, which is a manifestation of OC:
the quasiparticle resonances are rendered into power-law
singularities by the multiple particle-hole excitations near
the surface of Fermi sea. At a finite temperature, how-
ever, the thermal fluctuation leads to an exponential de-
cay S̃(t) and Lorentzian-shape broadening of singularities
in ReA(ω), which allows FDA calculations to quantita-
tively predict the spectrum of mobile polaron if the ther-
mal fluctuation is comparable to the recoil energy [41].

III. A BCS SUPERFLIUID AS A
BACKGROUND MEDIUM

This section extends the FDA to a strongly corre-
lated superfluid background described by a standard BCS
mean-field wavefunction [54, 55]. The purpose is twofold.
First, we aim to construct an exactly solvable model for
polaron with finite residue. This study shows that our
system is suitable for an exact approach — an extended
FDA. The presence of a pairing gap can efficiently sup-
press multiple particle-hole excitations and prevent An-
derson’s OC. Therefore, our model provides a benchmark
calculation of the polaron spectrum and rigorously ex-
amines all the speculated polaron features. We name our
system “heavy crossover polaron” since the background
Fermi gas can undergo a crossover from a Bose-Einstein
condensation (BEC) to a BCS superfluid. Second, our
prediction can be applied to investigate the background
Fermi superfluid excitations, a long-standing topic in

0

0

0

0

0

0

FIG. 3. A sketch of the occupation and structure of the single-
particle dispersion spectrum of a two-component superfluid
Fermi gas with a positive chemical potential µ > 0 and the
presence of a static impurity (black dot). (a) shows the spec-
trum when the impurity is in the noninteracting state (black
arrow down) at zero temperature. When the impurity is in
the interacting polaron state (black arrow up), the spectrum is
shown in (b) at zero and (c) at finite temperature. Reprinted
with permission from [54].
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FIG. 4. 1D Ramsey spectroscopy of magnetic impurity
(kF a⇓ = 0) in a BCS superfluid at the BCS side (kF aF = −2)
for (a) (b) attractive impurity interaction kF a⇑ = −2 and (c)
(d) repulsive impurity interaction kF a⇑ = 2. (a) and (c) show

the overlap functions S̃(t). (b) and (d) show the spectral func-
tions ReA(ω). Thick blue curves correspond to kBT

◦ = 0,
thin red solid curves, and purple dashed curves correspond
to kBT

◦ = 0.1EF and kBT
◦ = 0.15EF , respectively. A and

R indicate the attractive and repulsive polaron resonances,
respectively. DK and MH denote the dark continuum and
molecule-hole continuum correspondingly. The green dashed,

and purple dash-dotted lines indicate the YSR features E
(−)
RSR

and E
(+)
RSR, respectively.

ultracold atoms. Polarons have already been realized
in BEC and ideal Fermi gas experimentally, where the
physics of these weakly interacting background gas is well
understood. More recently, it has also been shown that
polarons in BEC with a synthetic spin-orbit-coupling
can reveal the nature of the background roton excita-
tions [57]. Investigating polaron physics in a strongly
correlated Fermi superfluid at the BEC-BCS crossover,
namely crossover polaron, has also been proposed in sev-
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eral pioneering works with approximated approaches [58–
62]. Our exact method in the heavy impurity limit allows
us to apply the polaron spectrum to measure the Fermi
superfluid excitation features, such as the pairing gap and
sub-gap Yu-Shiba-Rusinov (YSR) bound states [63–67].

Our system consists of a localized impurity atom and a
two-component Fermi superfluid with equal mass m⇑ =
m⇓ = m. (Here, we use | ⇑〉 and | ⇓〉 to represent the
two internal states of the background fermionic atoms,
in contrast to the | ↑〉 and | ↓〉 for the impurity.) The
interaction between unlike atoms in the two-component
Fermi gas can be tuned by a broad Feshbach resonance
and characterized by the s-wave scattering length aF . At
low temperatures T , these strongly interacting fermions
undergo a crossover from a BEC to a BCS superfluid,
which can be described by the celebrated BCS theory
at a mean-field level. The full Hamiltonian can also be
written in the form of Eq. 5, where Ĥ↑ = Ĥ↓ + ωs + V̂ ,

V̂ =
∑
σ=⇑,⇓

∑
k,q

Ṽσ(k− q)c†kσcqσ, (23)

with Ṽσ(k) being the Fourier transformation of the poten-
tial between impurity and σ-component fermion Vσ(r),
and

Ĥ↓ = ĤBCS ≡ K0 +
∑
k

ψ̂†kh↓(k)ψ̂k, (24)

is the standard BCS Hamiltonian for noninteracting im-

purity. Here, ψ̂†k ≡ (c†k⇑, c−k⇓) is the Nambu spinor rep-

resentation, with c†k⇑ (ck⇓) being the creation (annihila-

tion) operator for a σ-component fermion with momen-
tum k. K0 ≡ −V∆2/g+

∑
k(εk−µ), with V denoting the

system volume and ∆ being the pairing gap parameter.
εk ≡ ~2k2/2m is the single-particle dispersion relation,
and µ is the chemical potential. We assume the popula-
tions of the two components are the same and fixed by
µ. The bare coupling constant g should be renormalized
by the s-wave scattering length aF between the two com-

ponents via g−1 = m/4πaF −
∑Λ

k 1/2εk, where Λ is an
ultraviolet cut–off. h↓(k) can be regarded as a single-

particle Hamiltonian ĥ↓ in momentum space and has a
matrix form:

h↓(k) =

[
ξk ∆
∆ −ξk

]
, (25)

where ξk ≡ εk − µ. For a given scattering length aF and
temperature T ◦, ∆ and µ are determined by a set of the
mean-field number and gap equations [68].

To apply FDA, we need to express H↓ and H↑ in a

bilinear form. It would be convenient to define ψ̂†k =

(c†k⇑, c−k⇓) ≡ (c†k, h
†
k) and rewrite V̂ as

V̂ =
∑
kq

[
Ṽ⇑(k− q)c†kcq − Ṽ⇓(q− k)h†khq

]
+
∑
k

Ṽ⇓(0),

(26)

making the bilinear form apparent. We can also write
the bilinear form of Ĥ↑ explicitly as

Ĥ↑ = K0 + ω0 + ωs +
∑
kq

ψ̂†kh↑(k,q)ψ̂q, (27)

where ω0 =
∑

k Ṽ⇓(0) and

h↑(k,q) = h↓(k)δkq +

[
Ṽ⇑(k− q) 0

0 −Ṽ⇓(q− k)

]
(28)

can be regarded as a single-particle Hamiltonian ĥ↑ in
momentum space and in a matrix form. We can see that,

ĥ↑ and ĥ↓ are the single-particle representative of Ĥ↑ and

Ĥ↓ up to some constants, respectively.
Diagonalizing h↓(k) gives the well-known BCS disper-

sion relation Eν = ±Ek = ±
√
ξ2
k + ∆2, where ν ≡ {±,k}

is a collective index. As sketched in Fig. 3 (a), this
spectrum consists of positive and negative branches sep-
arated by an energy gap. Since we prepare the impu-
rity initially in the noninteracting state, the atoms oc-
cupy the eigenstates of h↓(k) with a Fermi distribution

f(Eν) = 1/
(
e−Eν/kBT + 1

)
. At zero temperature, the

many-body ground state can be regarded as a fully filled
Fermi sea of the lower branch and a completely empty
Fermi sea of the upper branch. When the impurity inter-
action is on, eigenvalues Ẽν of h↑(k) still consists of two

branches separated by the same gap, with each individual
energy level shifted, as shown in Fig. 3 (b). Moreover,
when the impurity scattering is magnetic (a⇑ 6= a⇓), a
sub-gap YSR bound state exists [63–67].

It is worth noting that, in the many-body Hamiltonian
Ĥ↑, we have assumed that the pairing order parameter
∆ remains unchanged by introducing the interaction po-
tential Vσ(r). For a non-magnetic potential (V⇑ = V⇓)
that respects time-reversal symmetry, this is a reasonable
assumption, according to Anderson’s theorem [69]. For a
magnetic potential (V⇑ 6= V⇓), the local pairing gap near
the impurity will be affected, as indicated by the pres-
ence of the YSR bound state. We will follow the typical
non-self-consistent treatment of the magnetic potential in
condensed matter physics [63, 69] and assume a constant
pairing gap as the first approximation for simplicity.

Inserting the bilinear forms of Hamiltonian into the
expression of overlap function in Eq. (15) and applying

FDA gives S(t) = e−iωstS̃(t) where

S̃(t) = e−iω0tdet[1− n̂+ eiĥ↓te−iĥ↑tn̂], (29)

with n̂ is the occupation number operator. The corre-
sponding spectral function in the frequency domain is
given by Eq. (18).

Figure 4 shows numerical results for a magnetic impu-
rity (kFa⇓ = 0) immersed in the background BCS super-
fluid at the BCS side (kFaF = −2). In sharp contrast to
the noninteracting Fermi gases, for cases with a nonzero
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pairing gap, the asymptotic behavior in the long-time
limit shows that |S̃(t→∞)| ∝ t0 approaches a constant.
These asymptotic constants are larger for larger ∆. Fur-
ther details can be obtained by an asymptotic form that
fits our numerical calculations perfectly

S̃(t) ' Dae
−iEat +Dre

−iErt, (30)

where Dr = 0 for a↑ < 0. We obtain Da, Dr, Ea and
Er from fitting and find that Er = ReEr + iImEr is, in
general, complex. In contrast, Ea =

∑
Eν<0(Eν − Ẽν)

(where Ẽν excludes the two-body deeply bound states)
is purely real and can be explained as a renormalization
of the filled Fermi sea.

The long-time asymptotic behavior of S(t) manifests
itself as some characterized lineshape in the spectral func-
tion

A(ω) ∝

{
Zaδ(ω̃ − Ea) ω̃ ≈ Ea
Zr

|ImEr|/π
(ω̃−ReEr)2+(ImEr)2 ω̃ ≈ ReEr

, (31)

i.e., a δ-function around Ea and a Lorentzian around
ReEr. The existence of the δ-function peak unambigu-
ously confirms the existence of a well-defined quasipar-
ticle – the attractive polaron with energy Ea. The
Lorentzian, on the other hand, can be recognized as a re-
pulsive polaron with finite width and hence finite lifetime.
Here, Za = |Da| and Zr = |Dr| are the residues of at-
tractive and repulsive polaron, correspondingly. Numer-
ically, we find that Za ∝ (∆/EF )αa and Zr ∝ (∆/EF )αr

at small ∆. The existence of finite residue of polarons in-
dicates that the pairing gap suppresses multiple particle-
hole excitations and prevents OC, which eventually leads
to the survival of well-defined polarons.

We also find that the attractive polaron separates from
a molecule-hole continuum (denoted as MH in Fig. 4) by
a region of anomalously low spectral weight, namely the
“dark continuum” (denoted as DK in Fig. 4). The exis-
tence of a dark continuum has been previously observed
in spectra of other polaron systems. However, most of
these studies apply various approximations, and only re-
cently, a diagrammatic Monte Carlo study proves the
dark continuum is indeed physical [39]. Here, our FDA
calculation of the heavy crossover polaron spectrum gives
exact proof of the dark continuum. By comparing Fig. 4
and Fig. 2, we expect that the dark continuum vanishes
in the ∆ → 0 limit and the attractive polaron merges
into the molecule-hole continuum, forming a power-law
singularity with the “wing”. Similar behavior also can
be observed for the repulsive polaron, where the asso-
ciated molecule-hole continuum is much less significant
and cannot be visually seen in Fig. 4.

Finite-temperature results are indicated by the
thin red solid (purple dashed) curves for kBT =
0.1EF (0.15EF ) in Fig. 4. Some surprising features show
up, other than the expected thermal broadening. An
enhancement of spectral weight appears sharply at the

energy E
(−)
YSR = Ea − (∆ − EYSR) below the attractive

| ↑ ⟩

| ↓ ⟩

e−iℋ̂↑τ e−iℋ̂↑T e−iℋ̂↑t

e−iℋ̂↓τ e−iℋ̂↓T e−iℋ̂↓t

− ̂y

π/2 π/2 π/2

− ̂y − ̂y

⟨−σ+⟩

FIG. 5. A sketch of EXSY (EXchange SpectroscopY) pulses
scheme.

polaron. This spectral feature corresponds to the decay
process highlighted by the purple arrow in Fig. (c), where
an additional particle initially excited to the upper Fermi
sea by thermal fluctuation is driven to the YSR state. For
the case of kFa↑ > 0, a feature associated with the repul-

sive polaron appears at E
(+)
YSR = Re(Er) − (EYSR + ∆),

as indicated by the green arrow in Fig. 3 (c): an addi-
tional particle decays from the YSR state to the lower
Fermi sea. The polaron spectrum can be applied to
measure the superfluid gap ∆ and EYSR. In particu-
lar, we notice, on the positive side a↑ > 0, if Ea, Re(Er),

E
(−)
YSR and E

(+)
YSR can all be measured accurately, we have

2∆ = Ea+ Re(Er)−E(−)
YSR−E

(+)
YSR that does not depend

on EYSR. Since this formula only relies on the existence
of the gap and a mid-gap state, we anticipate it can be
used to measure ∆ accurately for a Fermi superfluid that
can not be quantitatively described by the BCS theory.

IV. MULTIDIMENSION SPECTROSCOPY

In this section, we present another new extension of
the FDA in the calculation of multidimensional (MD)
Ramsey spectroscopy [70]. Conventional Ramsey spec-
troscopy, such as the ones studied in previous sections,
is called 1D since it shows the signal as a function of
only one variable: the frequency of the single applied RF
pulse or the time between the RF pulse and measure-
ment. Here, we investigate a scenario where multiple RF
pulses manipulate the impurity at several different times.
The observed signal’s dependency on the time intervals
between pulses or the corresponding Fourier transforma-
tion is called MD Ramsey spectroscopy.

Pushing 1D Ramsey spectroscopy to MD shares the
same spirit as the widely successful MD nuclear mag-
netic resonance (NMR) and optical MD coherent spec-
troscopy (MDCS). MD spectroscopy not only improves
the resolution and overcomes spectral congestion but also
carries rich information on the correlations between res-
onance peaks and provides insights into physics that 1D
spectroscopy cannot access. For example, in a 2D NMR
spectroscopy, the peaks on the diagonal map the reso-
nances in 1D spectroscopy; however, only coupled spins
give rise to off-diagonal cross-peaks between correspond-
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FIG. 6. (a1) and (a4) shows the 1D absorption spectrum for attractive interaction kF a = −0.05 and finite temperature
kBT

◦ = 0.03EF . The absorption singularity is denoted as A. (a2), and (a3) shows the contour, and 3D landscape of the
2D spin-echo spectrum Re[Ao(ωτ , ωt)], where the diagonal peak is denoted as AA. (b1)-(b4) are the same as (a1)-(a4),
correspondingly, but for repulsive interaction kF a = 0.5. There are two singularities in (b1), the absorption spectrum, namely
repulsive and attractive singularities, which are denoted as R and A. The corresponding diagonal peaks in (b2) and (b3) are
denoted as AA and RR, while the off-diagonal cross-peaks are denoted as AR and RA. Reprinted with permission from [70]

ing resonances. The cross peaks are thus the signature
of correlations between resonances, which the 1D spec-
trum cannot distinguish. In our system, the correlations
in MD Ramsey spectroscopy are induced by the coupling
between the spin and the background Fermi gas, a gen-
uine many-body environment, and hence called many-
body correlations.

We consider the same system described in Sec. II B,
a localized impurity immersed in a noninteracting Fermi
gas but manipulated by multiple RF pulses. One ex-
ample of a three-pulse scheme is shown in Fig. 5
(a), which is similar to one of the most common 2D
NMR pulse sequences, namely EXSY (EXchange Spec-
troscopY). EXSY essentially measures the four-wave
mixing response of our system. The time evolution is
thus given by the unitary transformation

U(t, T, τ) = U(t)RU(T )RU(τ)R. (32)

We define the MD responses as

S(τ, T, t) = −Tr(σ+ρf ), (33)

where the choice of σ+ and additional −1 prefactor are
for conventions so that S(τ, T = 0, t = 0) is equivalent to
the 1D overlap function S(τ). Notice that we have the
relation R−1R−1σ−RR = −σ+.

The multidimensional response S(τ, T, t) can be writ-
ten as a summation of sixteen contributions

S(τ, T, t) =

16∑
i=1

Si(τ, T, t) ≡
1

4

16∑
i=1

Tr[Ii(τ, T, t)ρFS],

(34)
where Ii(τ, T, t) are named pathways. These pathways
are written as a direct product of six free-evolution op-

erators e−iĤ
′t′ or their complex conjugates, such as Eqs.

(36) and (37). Here, Ĥ′ can be Ĥ↑ or Ĥ↓ and t′ can be
τ , T , or t. The expressions of pathways are recognized
to be similar to the optical paths in an interferometer as
sketched in Fig. (5), where the free evolution-operator
is illustrated by the solid black lines, the dashed lines
in the grey beam splitter correspond to the matrix ele-

ments R
(π/2)
σσ′ of the rotating operator in the spin basis.

The measurement operator σ+ fixes the middle two terms

that depend on t as ...eiĤ↑te−iĤ↓t..., and the remaining
operators each have two possibilities, leading to 2×4 = 16
possible combinations.

A summation of the contributions of all sixteen path-
ways gives the total response S(t, T, τ), and the spectrum
in the frequency domain can be obtained via a double
Fourier transformation

A(ωτ , T, ωt) =
1

π2

∫ ∞
0

∫ ∞
0

dtdτeiωττS(τ, T, t)e−iωtt,

(35)
where ωt and ωτ are interpreted as an absorption and
emission frequency, respectively. On the other hand, the
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dependence of A(ωτ , T, ωt) on the mixing time T can
reveal the many-body coherent and incoherent dynam-
ics [71]. The physical process underlying A(ωτ , T, ωt)
can be interpreted as an inequilibrium dynamical evolu-
tion: the system first gets excited by absorbing a photon
with frequency ωτ , after a period of mixing time T , and
then emits a photon with frequency ωt. We notice that
A(ωτ , T, ωt) =

∑16
i=1Ai(ωτ , T, ωt) can also be expressed

as a summation of sixteen pathways, where the expres-
sion of each pathway is given by Eq. (35), with A and S
replaced by Ai and Si, respectively.

We can take the rotating wave approximation and con-
sider only two dominant pathways (with details given by
[70])

I1(τ, T, t) = eiĤ↓τeiĤ↑T eiĤ↑te−iĤ↓te−iĤ↑T e−iĤ↑τ , (36)

I2(τ, T, t) = eiĤ↓τeiĤ↓T eiĤ↑te−iĤ↓te−iĤ↓T e−iĤ↑τ . (37)

It should be notice that the expression of I1(τ, T, t) and
I2(τ, T, t) are similar to those correspond to the excited
state emision (ESE) and ground state breaching (GSB)
in the rephasing 2D coherent spectra [72].

The contribution of each pathway, Si(τ, T, t), can be
calculated exactly via FDA. To proceed, we define H↓ ≡
Γ(h↓) and H↑ ≡ Γ(h↑) + ωs. Here Γ(h) ≡

∑
k,q hkqc

†
kcq

is a bilinear fermionic many-body Hamiltonian in the
Fock space, and hkq represents the matrix elements of
the corresponding operator in the single-particle Hilbert
space. These matrix elements are explicitly given by
(h↓)kq = εkδkq and (h↑)kq = εkδkq + Ṽ (k − q). With
these definitions, we can rewrite

Si(τ, T, t) =
1

4
S̃i(τ, T, t)e

−iωsfi(t,T,τ), (38)

where e−iωsfi(t,T,τ) gives a simple phase and S̃i(τ, T, t)
is a product of the exponentials of the bilinear fermionic
operator, both of which can be calculated exactly. For
example, we have S1(τ, T, t) = S̃1(τ, T, t)eiωste−iωsτ/4,
where

S̃1(τ, T, t) =Tr[eiΓ(h↓)τeiΓ(h↑)T eiΓ(h↑)t×
e−iΓ(h↓)te−iΓ(h↑)T e−iΓ(h↑)τρFS]

. (39)

Applying Levitov’s formula [13, 54, 55] gives

S̃1(τ, T, t) = det[(1− n̂) +R1(τ, T, t)n̂], (40)

with

R1(τ, T, t) = eih↓τeih↑T eih↑te−ih↓te−ih↑T e−ih↑τ , (41)

and n̂ = nkδkk′ , where nk = 1/(eεk/kBT
◦

+ 1) denotes
the single-particle occupation number operator.

The 2D spectrum Ao(ωτ , ωt) ≡ A(ωτ , T = 0, ωt) in
Figs. 6 (a2) and (a3) shows a double dispersion line-
shape commonly found in 2D NMR around (ω̃τ , ω̃t) ≈

(ω̃A−, ω̃A−), which is called a diagonal peak denoted as
AA. For attractive interaction kFa = −0.5, the attrac-
tive singularity appears at ω̃A− ≈ −0.28EF in the ab-
sorption spectrum. We have numerically verified that the
integration of 2D spectroscopy over emission frequency
ωt gives the 1D absorption spectrum Aa(ωτ ) (not shown
here). Interestingly, we can observe that there is no diag-
onal spectral weight corresponding to the wing. Rather,
the spectral weight on the off-diagonal Ao(ωτ , ωt ≈ ωA−)
and Ao(ωτ ≈ ωA−, ωt) is significant and resembles the
lineshape of the wing. This is a non-trivial manifesta-
tion of OC in the 2D spectroscopy: the inhomogeneous
and homogeneous lineshape does not have the OC char-
acteristic, i.e., a power-law singularity and a broad line-
shape that resembles the wings in the 1D spectroscopy
[22]. Here, the inhomogeneous and homogeneous line-
shape refer to the lineshape near a singularity along the
diagonal or the direction perpendicular to the diagonal.
As we can observe, the widths of the singularity are much
sharper along these two directions, which might help ex-
perimental identification of the singularity, especially at
finite temperatures. The homogeneous and inhomoge-
neous broadenings in MD spectroscopy also have their
own experimental significance, similar to their NMR or
optical counterpart. In a realistic experiment, the ensem-
ble average of the impurity signal can give rise to a fur-
ther inhomogeneous broadening induced by the disorder
of the local environment (such as spatial magnetic field
fluctuation). However, these disorders are usually non-
correlated and would not introduce homogeneous broad-
ening [73–75].

For repulsive interaction kFa = 0.5, there are two sin-
gularities, the attractive and repulsive singularities, in
the 1D absorption spectrum. These singularities appear
at ω̃A+ ≈ −0.98EF and ω̃R+ ≈ 0.28EF in Figs. 6 (b1)
and (b4). As shown in Fig. 6 (b2) and (b3), there are two
diagonal peaks, AA and RR, in the 2D spectroscopy that
mirror the attractive and repulsive singularities. In ad-
dition, there are also two significant cross-peaks denoted
as AR and RA. The physical interpretations of cross
peaks are similar to those observed in 2D NMR, where
strong cross-peaks between the two spin resonances in-
dicate strong coupling between the two spins. In our
system, the correlation between attractive and repulsive
singularities is induced by the coupling between spin and
the background Fermi gas, a many-body environment,
which is named a many-body quantum correlation. The
strong off-diagonal peaks, therefore, indicate a strong
many-body quantum correlation between the attractive
and repulsive singularity induced by the many-body envi-
ronment. As far as we know, this is the first prediction of
many-body correlations between Fermi edge singularities
in cold atom systems. If the impurity has a finite mass or
the background Fermi gas is replaced by a superfluid with
an excitation gap, we expect these cross-peaks would re-
main and represent the correlations between attractive
and repulsive polarons [54, 55]. The method reviewed
here can also be straightforwardly applied to calculate
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the coherent and relaxation dynamics of the system in
terms of the mixing-time T dependence of the MD Ram-
sey spectroscopy [70]. We also remark here that a calcu-
lation of the MD Ramsey spectroscopy for a finite mass
impurity has recently been developed using a Chevy’s
ansatz approximation method [76].
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Appendix A: Klich’s proof of a trace formula

One of the key equations in the functional determinant
approach formalism is a trace formula

Tr
[
eΓ(A1)eΓ(A2)...eΓ(AN )

]
= det

(
1− ξeA1eA2 ...eAN

)−ξ
,

(A1)
where 1 is an identity matrix of the dimension of single-
particle Hilbert space, ξ = 1 for bosons and ξ = −1 for
fermions. Here the many-body Fock space operator

Γ(An) =
∑
ij

〈i|An|j〉a†iaj (A2)

is the second quantized version of a single particle oper-
ator An, and n ∈ {1, 2, ..., N} are integer subscripts. In
contrast, An is defined as an operator on the single par-
ticle Hilbert space, with matrix elements 〈i|An|j〉, where
|i〉 are single-particle basis corresponding to the creation

operator a†i . Here, we included the proof for complete-
ness, mainly following Klich’s elegant proof [13].

First, we prove for a single operator, Tr
[
eΓ(A1)

]
=

det
(
1− ξeA1

)−ξ
. We recall that any matrix A1 can be

written in a basis (corresponding to creation operator b†i )
which it is of the form D+K, where D is a diagonal ma-
trix with elements Dνν ≡ λν known as eigenvalues of the
matrix and K is an upper triangular. Since the upper
trangular K does not contribute to the trace, we have

Tr
[
eΓ(A1)

]
= Tr

[
eΓ(D)

]
= Tr

[
K∏
ν=1

eλνb
†
νbν

]
. (A3)

Notice that the trace is taking over the Fock space basis
|~α〉 ≡ |α1α2...αK〉 with αν being the occupation num-
ber of the single-particle basis |ν〉 corresponding to b†ν .
For fermions, ~α are vectors of zeros and ones and for
bosons vectors with integer coefficients. In such occupa-
tion number representation, the trace can be expressed
as

Tr

[
K∏
ν=1

eλνb
†
νbν

]
=

K∏
ν=1

∑
αν

eλναν , (A4)

where

∑
αν

eλναν = (1−ξeλν )−ξ =

{
1 + eλν , , ξ = −1 Fermion,

1/(1− eλν ), ξ = 1 Boson.

(A5)
The fact that λν are eigenvalues of A1, which implies
(1 − ξeλν )−ξ are eigenvalues of (1 − ξeA1)−ξ, leads to

the products of eigenvalues
∏K
ν=1(1− ξeλν )−ξ = det(1−

ξeA1)−ξ. Consequently, we prove

Tr
[
eΓ(A1)

]
= det

(
1− ξeA1

)−ξ
(A6)

as promised. We remark that this formula does not de-
pend on the single-state basis, and an intuitive way of
understanding this formula can be thinking of Tr

[
eΓ(A1)

]
as the partition function of a system with Hamiltonian
−A1 at temperature kBT

◦ = 1.
We proceed to prove the formula for the product of

two operators

Tr
[
eΓ(A1)eΓ(A2)

]
= det

(
1− ξeA1eA2

)−ξ
. (A7)

One can show that, the Fock space operators Γ(An) in
Eq. (A2) satisfies

[Γ(An),Γ(Am)] = Γ([An, Am]), (A8)

which implies for anN dimensional single particle Hilbert
space Γ is a representation of the usual Lie algebra of ma-
trices gl(N). As a result, the Baker-Campbell-Hausdorf
formula

eA1eA2 = eB (A9)

leads to

eΓ(A1)eΓ(A2) = eΓ(B). (A10)

Therefore, we have Tr
[
eΓ(A1)eΓ(A2)

]
= Tr[eΓ(B)] =

det
(
1− ξeB

)−ξ
= det

(
1− ξeA1A2

)−ξ
as shown in Eq.

(A7). One can also see that this relation can immedi-
ately be generalized in the same way to products of more
then two operators as our trace formula Eq. (A1).

A pedagogical example is the dimension of the Fock
space whose coresponding single particle Hilbert space
has a dimension of N , which is given by

Tr1 = TreΓ(0) = det(1− ξ)−ξ =

{
2N Fermions

∞ Bosons
,

(A11)
as it should be.

In this review, a commonly encounter case is that the
last operator eΓ(AN ) in the trace formula is a fermion
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density matrix in a bilinear form

ρF =
1

Z
exp

(
−
∑
α

λαâ
†
αâα

)
,

≡
∏
α

[
nαâ

†
αâα + (1− nα) âαâ

†
α

]
,

(A12)

where

e−λα =
nα

1− nα
, (A13)

with nα being the distribution of fermions in the sin-
gle particle state corresponding to â†α. The normal-
ized constant is given by Z = Tr exp

(
−
∑
α λαâ

†
αâα

)
=

det[(1− n̂)
−1

], where n̂ is a diagonal matrix with matrix
elements nα.

One familiar example is the non-interacting Fermions
at a the finite temperature, where â†α creates a fermion
in the state with single-particle energy εα and

nα =
1

e(εα−µ)/kBT◦ + 1
, λα =

εα − µ
kBT ◦

. (A14)

Here, µ is the chemical potential, and kB is the Boltz-
mann constant.

In this case, we have

Tr
[
eΓ(A1)eΓ(A2)...eΓ(AN−1)ρF

]
=

1

Z
det[1 + eA1eA2 ...

× eAN−1e−λ]
(A15)

where in the basis of single particle states corresponding
to a†α, e−λ is a diagonal matrix with matrix elements
e−λα , which leads to

e−λ = n̂ (1− n̂)
−1
. (A16)

Inserting the expression of e−λ and Z in terms of distri-
bution matrix n̂ gives

Tr
[
eΓ(A1)eΓ(A2)...eΓ(AN−1)ρF

]
= det[(1− n̂) + R̂n̂],

(A17)
where

R̂ = eA1eA2 ...eAN−1 . (A18)

Another closely related and useful trace formula is

Tr
[
eΓ(A1)eΓ(A2)...eΓ(AN )a†iaj

]
=(1− ξe−W )−1

ji

× det
(
1− ξeW

)−ξ
(A19)

where eW = eA1eA2 ...eAN . Noticing that
Tr
[
eΓ(A1)eΓ(A2)...eΓ(AN )

]
= Tr[eΓ(W )] leads to

Tr
[
eΓ(A1)eΓ(A2)...eΓ(AN )a†iaj

]
=

∂

∂Wij
Tr[eΓ(W )],

(A20)
where Wij ≡ 〈i|W |j〉 are the matrix element of W . Ap-
plying Jacobi’s formula gives

∂det(1− ξeW )−ξ

∂Wij
= det(1−ξeW )−ξTr[(1−ξe−W )−1 ∂W

∂Wij
],

(A21)
where taking the trace on the right-hand-side gives
Tr[(1− ξe−W )−1∂W/∂Wij ] = (1− ξe−W )−1

ji , which evn-

tually leads to Eq. (A19).

Appendix B: Numerical Calculations

Numerical calculations are carried out in a finite sys-
tem confined in a sphere of radius R. Keeping the density
constant, we increase R towards infinity until numerical
results are converged. Typically, we choose kFR = 250π
in a calculation. We focus on the s-wave interaction
channel between | ↑〉 and the background fermions near
a broad Feshbach resonance, which can be well mim-
icked by a spherically symmetric and short-range van-
der-Waals type potential V (r) = −C6 exp(−r6

0/r
6)/r6

[77–79]. Here, C6 determines the van-der-Waals length
lvdW = (2mC6)1/4/2, and we choose lvdWkF = 0.01� 1,
so the short-range details are unimportant. r0 is the
short-range parameter that tunes the scattering length
a. We choose kF r0 ≈ 7 × 10−3, which can support two
bound states on the positive side. We also include about
1100 continuum states in a typical calculation. Cover-
gence with respect to both number of bound states and
continnum states have been tested.
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