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Confining in space the equilibrium fluctuations of statistical systems with long-range correlations
is known to result into effective forces on the boundaries. Here we demonstrate the occurrence
of Casimir-like forces in the non-equilibrium context provided by flocking active matter. In par-
ticular, we consider a system of aligning self-propelled particles in two spatial dimensions, which
are transversally confined by reflecting or partially reflecting walls. We show that in the ordered
flocking phase this confined active wvectorial fluid is characterized by extensive boundary layers, as
opposed to the finite ones usually observed in confined scalar active matter. Moreover, a finite-size,
fluctuation-induced contribution to the pressure on the wall emerges, which decays slowly and alge-
braically upon increasing the distance between the walls. We explain our findings — which display a
certain degree of universality — within a hydrodynamic description of the density and velocity fields.

Introduction.—Flocking, i.e., the collective motion ex-
hibited by certain active matter capable of spontaneously
breaking its rotational symmetry, is a ubiquitous phe-
nomenon, which is observed in a wide variety of living
systems and across various scales [I]. Examples range
from animal groups [2] [3] to bacterial colonies [4H6] and
cellular migrations [7], down to the cooperative behavior
of molecular motors and biopolymers at the subcellular
level [8].

The bulk flocking state, described by the celebrated
Toner-Tu theory (TT) [9, 0], is characterized by a
strongly fluctuating ordered phase with long-range cor-
relations in its slow fields, i.e., density and orientation
[I1]. While our understanding of this bulk behaviour is
now fairly complete, at least when the surrounding fluid
may be safely neglected (the so-called “dry” approxima-
tion [12]), very little is known regarding the collective
behaviour of flocking active matter subject to spatial con-
finement.

This problem is relevant for many experimental real-
izations with active colloids, where confinement by hard
boundaries (e.g., within a ring [13]) is practically un-
avoidable. Moreover, confinement along one spatial di-
rection has also been employed in numerical investiga-
tions of collective motion models [I4, 15] as a way to con-
trol the diffusion of the mean flock orientation in finite
systems without imposing a global symmetry breaking
field [16].

Confinement effects have been so far mostly investi-
gated in scalar active matter (where the density field
is the unique hydrodynamic mode), either in “dry” sys-
tems [I7H25] or active suspensions [26H2§]. Interestingly,
recent work in active nematics [29] and confined ac-
tive Brownian particles [30} BI] revealed non-trivial long-
range effects on the bulk dynamics of the system.

In this study, we focus on confined flocking active mat-
ter and investigate the onset of Casimir-like forces. These

are long-range forces arising from the confinement of a
fluctuating correlated field [32,[33]. They may be of quan-
tum origin, as noted by Casimir [34], who considered the
quantum vacuum fluctuations of the electromagnetic field
confined between two parallel conducting plates, but also
of thermal origin. This is the case, e.g., when one confines
a classical fluctuating field characterized by a diverging
correlation length, such as in a binary liquid mixture ap-
proaching its demixing critical point [35]. In both cases,
the (free) energy of the confined medium depends on the
separation R between the boundaries (as the set of al-
lowed eigenmodes of the fluctuating fields changes) and
a weak, but measurable force emerges on the boundary
walls, which may decay algebraically upon increasing R.
Casimir-like forces of thermal origin may also be found,
inter alia, far from a critical point, in equilibrium sys-
tems such as liquid crystals [36], where long-ranged soft
modes emerge from the spontaneous breaking of a con-
tinuous symmetry.

Statistical systems far from equilibrium may also de-
velop spatially correlated fluctuations, in some cases
of non-thermal nature. These fluctuations, when spa-
tially confined by boundaries or inclusions, may give rise
to short-range effective forces [37], possibly long-range
Casimir-like forces [38H41], and generalizations thereof
[42). For instance, Ref. [40] suggests that long-range
forces may arise upon confining a reaction-diffusion sys-
tems near an absorbing phase transition. Casimir-like
forces have been also investigated numerically in scalar
active matter such as run-and-tumble particles [19], but
these systems lack genuine long-range correlations and
the forces arise from geometrical constraints rather than
from a collective behavior. Here, instead, we predict
truly collective long-ranged forces which arise upon con-
fining flocking active matter between flat and parallel
reflecting boundaries — either elastic or partially inelastic
— along one direction transversal to that of collective mo-



tion. Numerical simulations, supported by analytical ar-
guments, show that non-equilibrium fluctuations induce
unusually strong Casimir-like forces, characterized by a
remarkably slow algebraic decay.

Model and numerical results.—We consider a flocking
system of N particles in d = 2 spatial dimensions con-
fined between two parallel hard walls at distance R. We
assume reflecting boundary conditions at the walls, so
that the symmetry-broken mean velocity of the flock fluc-
tuates around the direction parallel to them, which we re-
fer to as longitudinal (]|). Periodic boundary conditions
are assumed in that direction, of (large) length L.

The overdamped, time-discrete particle dynamics is
provided by the prototypical Vicsek model (VM) [43].
The self-propelled particles are described by their posi-
tion r! and orientation n!=/(cos#!,sinf!) at time ¢, with
i=1,...,N. They tend to align with their local neigh-
bours while moving with constant velocity von!, i.e.,

t+1 _ t t t+1 _ ot t+1
0" = arg an +né;, r;7 =r;+uvn; ", (1)
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where arg(v) is the angle defined by the vector v, S; is the
unit circle centered around the particle i and &! is a zero-
average, delta-correlated noise uniformly drawn from the
interval [—m, 7]. We fix the speed vy =0.5 so that we are
left with two control parameters, i.e., the noise amplitude
7 and the total particle density po=N/(LR).

The reflecting boundaries reverse the perpendicular
component (denoted by the subscript L) of the parti-
cle orientation w.r.t. the walls. Algorithmically, when-
ever the dynamics (1)) renders a particle position, with
transversal component r | , outside the region r, €[0, R],
we apply the collision rule n; ——p8n, and r; —2B—fr,
with either B=0 (left boundary) or B=R (right bound-
ary), with 0 < 8 <1 a collision parameter modelling the
tendency of particles to move away from the wall after
a collision. Since the VM describes the overdamped dy-
namics of self-propelled particles which locally inject and
dissipate energy, the unit norm of the orientation after a
collision is instantaneously restored by the corresponding
increase of its longitudinal component [44].

The mechanical pressure is defined as the force per unit
length exerted by the confined active fluid on the walls.
For generic active fluids it is not a state function and its
exact form depends on the details of the interaction of the
active particles with the wall [45],[46]. In particular, it de-
pends on the mechanisms involved in the reorientation of
the transverse self-propulsion direction, which may also
involve momentum transfer to the surrounding viscous
fluid and/or substrate. These non-universal features are
not captured by the overdamped dynamics of the Vicsek
model. However, assuming that a local mechanical in-
teraction prevents the active particle from crossing the
boundaries, the mechanical pressure can be expressed as

minus the force per unit length that the walls exert on
the particles positional degree of freedom.

Consider, for instance, a wall which confines the par-
ticles in the region with r; < R. At the mesoscopic
scale, assuming traslational invariance along the longi-
tudinal direction and a sharp potential U(r,) in the
transversal direction such that U(ry < R) = 0 and
0,U(r,1) =~ §(r. — R), one obtains the following aver-
age pressure [45] in terms of the local particle density
p(r, t):

Py(R) = < A aLU<u>p<u>du> ~ (R, ()

where Z is an arbitrary bulk point in (0, R) and (-) de-
notes time (or, due to ergodicity, ensemble) average.

Microscopically, this amounts at defining the pres-
sure as the average number of collisions per unit length,
Py = (M(t))/L, with M(t) the instantaneous number of
collisions on the confining wall. In the following, we will
adopt this definition, but we have also verified that an
alternative definition in terms of the nominal momentum
exchanged in the collisions yields the same results (up to
a constant scaling factor) [47].

The detailed phase diagram of the VM has been worked
out in Refs. [48H50]: it displays a homogeneous ordered
phase and a disordered one, separated by a coexistence
region (see also Ref. [51]). Here we consider py = 2.0
and noise amplitude 17=0.21, corresponding to the bulk
homogeneous ordered phase. Fixing the longitudinal size
L =512, we have measured the average mechanical pres-
sure Py in systems of various transverse sizes R. We
first consider perfectly reflecting walls, i.e., 5 = 1. Our
results, reported in Fig. a), show that the pressure in-
creases upon increasing R and that it approaches the
bulk value P,(00) as R — oo. This value characterizes
the mechanical pressure exerted on a reflecting bound-
ary by a semi-infinite system. In equilibrium, it typically
originates from the bulk contribution to the free energy.

Our data, presented in Fig. a), are well fitted by the
three-parameter function

Pb(R) = Pb(OO) — CRia, (3)

with Py(00) and C positive and a ~ 0.5. By varying the
density pg and the noise amplitude 7, we also verified that
this result holds generically in the flocking phase, with
the boundary pressure increasing monotonically with ei-
ther po and n [41].

In the typical Casimir setup in which two infinite re-
flecting walls, separated by a distance R, are immersed
in a much larger flocking active fluid of transverse size
L, > R, the bulk contributions exerted on the two faces
of the walls cancel out and one is left with the net pres-
sure

AF[,(R) = Fb(oo) —ﬁb(R) = CR_a, (4)
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FIG. 1. (a) Time-averaged mechanical pressure exerted by
the polar fluid on the confining walls as a function of their
separation R for n =0.21. The dashed blue line is the best
fit by Eq. . Inset: Rescaled centered finite difference of
P, as a function of R. The dashed red line indicates the
best power-law fit for B> Ro = 80 (see text). (b) Estimates
of the effective exponent &(Ro) when the least squares fit is
restricted in the region R > Ro. The dashed horizontal lines
mark the interval [0.4, 0.6].

due to the interaction between the confining walls. This
shows that two infinite and parallel reflecting walls, sep-
arated by a distance R and immersed in an active polar
fluid in the flocking phase experience an attractive, long-
range Casimir-like pressure.

The Casimir exponent o can be estimated by con-
sidering centered finite difference 0.f(x) of the aver-
age pressure, which approximates the first derivative of
f(z) up to corrections of order f"/(x). Assuming that
Eq. holds, we have RO, Py(R) ~ aCR~, which ren-
ders the estimate a = 0.51(2) by fitting the data with
R > Ry = 80 (see inset of Fig. [I{a)). A closer inspec-
tion, however, reveals a systematic dependence of the
estimated exponent &(Rp) on the smallest value Ry of
R actually included while fitting the data, thus exclud-
ing the smaller transversal separations R < Ry from the
least squares regression algorithm. This behavior, shown
in Fig. [[{b), suggests a finite-size crossover within the
range 0.4 < @(Rp) < 0.6.

We finally consider partially reflecting boundaries.
Simulations with §=0.5 and 0.25 (shown in [47]) exhibit
the same long-range behavior of the mechanical pressure,
confirming a certain degree of universality, at least for
repelling confinements, with particles moving away from
the wall after the collision.

Coarse-grained description.—The flocking fluid can be
described in terms of suitably coarse-grained slow hydro-
dynamic fields, i.e., the density deviations dp=p(r,t)—po
from the mean density py and the transverse velocity
fluctuations v2 (r,t) (the longitudinal component of the
velocity is a fast mode enslaved to the slow ones [10]).
Transverse confinement breaks translational invariance,
thus we expect the averages (6p) and (v?) to be inhomo-
geneous across the transverse direction. In fact, as it was
already noted in Ref. [I5], reflecting boundaries tend to
suppress fluctuations in their vicinity, inducing an excess
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FIG. 2. (a) Average density deviations (black) and transver-
sal velocity fluctuations (red) for R=>512 as a function of the
rescaled transverse coordinate r1 /R. The case of elastic (solid
lines) and partially inelastic (open circles, 8=0.5) boundaries
are compared. Inset: zoom in the boundary layer on the left
of the dashed vertical blue line in the main panel. (b) Den-
sity profiles as functions of the rescaled transverse coordinate
r1 /R, for increasing separation R = 64, 128, 256, 512, and
1024, with S=1. Inset: Magnitude of density deviations Ag
(red symbols, see text) and rescaled zero-crossing do/R of (§p)
(see text) as functions of R. All the panels refer to the case
with po =2.0, n=0.21, and L =1024. The various average
profiles were obtained by a coarse-graining in boxes of unit
linear size and by averaging in time and in the longitudinal
directions.

density [52], such as that shown in Fig. [Ja). For 8#1,
these profiles turn out to coincide with those for f=1,
with the sole exception of the first (non extensive) bin
closest to the wall, see the inset of Fig. a). One can de-
fine the extension dy of this boundary layer as the typical
distance from the wall at which density deviations change
sign. The scaling analysis reported in Fig. (b) shows
that, asymptotically, dy o< R: accordingly, the boundary
layer extends well beyond the microscopic particle-wall
interaction range, being a finite fraction of R. Note, how-
ever, that the amplitude Ay = fol dz |(6p(z,t))| ~1/VR
(where z=r, /R) of the density deviations decays asymp-
totically to zero, so that the bulk TT hydrodynamic be-
havior is recovered for R — oco. The extensivity of dy
suggests that the long-range behavior of the mechanical
pressure has a collective origin and therefore it should be
accessible via the TT theory.

We now turn our attention to the mesoscopic defini-
tion of pressure in Eq. , which implies P, ~ po + (0p).
In order to determine the average density at the con-
fining walls, we consider the TT equations in a slightly
simplified form [53]. This retains all the essential non-
equilibrium terms describing the advection of p(r,t) and
the velocity v(r,t) [54], i.e.,

dip+V - (pv) = D,V?p, (5)
v+ M(v-V)v=(a—pBv)v—-0,Vp+ D, Vv +f,
(6)

where f is a delta-correlated white noise of amplitude A.
In these equations we have also included a nonzero den-
sity diffusion term for p, proportional to D,, which in



the TT equations is generated by renormalization [14].
The (positive) coefficients D,, A; and op are related,
respectively, to diffusion, advection and pressure. The
Ginzburg-Landau terms (i.e., the first two on the r.h.s.
of Eq. @, with a;, 8 > 0 in the ordered phase) determine
the modulus pg = |pg| = v/a(po)/B of the average bulk
velocity pg. Due to confinement, pg aligns with the unit
vector & parallel to the walls. For simplicity, we consider
constant coefficients, only retaining the local density de-
pendence of @ = «a(p) which plays a fundamental role in
the onset of the phase separated regime [55]. We pro-
ceed by spin-wave approximation [56], decomposing the
velocity v into its longitudinal and transversal compo-
nents, v = (po + 6v))&; + v, and expanding in small
velocity deviations from pg. Taking averages and pro-
jecting Eqgs. and @ along the transversal direction
one gets

d1(va) = py Dod (3p), (7)
A
S 0L(vE) = —000(0p) + D1 (vi),  (8)

where we have retained up to quadratic terms in the
transversal velocity [57] and used translational invariance
w.r.t. time and the longitudinal direction, i.e., 0;(:) =
Jy(-) = 0. We also discarded a higher-order contri-
bution (v ép) from Eq. (7). Note that by projecting
Eq. @ along the longitudinal direction we simply obtain
an equation which expresses the enslaving of (dv)) to (dp)
and (v3) [I4]. To zeroth order in the derivatives and to
first order in (dp) it reads

a’(po) (vi)
dvy) =~ op) — , 9
) ~ S iop) - S 9
where o'(p) = da(p)/dp. Substituting Eq. into
Eq. we obtain that (Jp) satisfies the equation

200 "Dy D, 0% (5p) — 2010, (5p) = M0 (v3).  (10)

Neglecting the nonlinear term w = (v ) in Eq. ren-
ders the (linear) equation for the density profile derived
in Ref. [24] for confined scalar active matter, resulting
in non-extensive boundary layers. In the present wvecto-
rial case, instead, bulk correlations lead to an extensive
boundary layer, due to having w # 0 in Eq. . Note
that because of the symmetry of the transverse confine-
ment, the average profiles 6p = (6p) and W are even func-
tions of r; w.r.t. the mid-line of the slab at r, = R/2.
This implies that dp(r,) = daL 5p(qL) cos(2qiry) (and
similarly for w(r,)), where ¢, = 7n/R, n is a positive
integer, and the Fourier transform cﬂ)(q 1) is given by

o A1 w(qL)

W)= DD 2 Y

We can derive the Fourier modes w(qy) of the nonlinear
term w(r ) from the two-point static bulk correlations

in Fourier space. According to TT theory [10], one has

(vr@l?) o~

{QIw for gy < qf; qu/é for g > Qi} )

(12)
where ¢y =d — 1 + 2x + &, while the universal scaling ex-
ponents x <0 and & <1 control, respectively, the change
with length scales of the slow field fluctuations and the
spatial anisotropy between the transverse and the longi-
tudinal directions.

Imposing zero Dirichlet boundary conditions on the
instantaneous coarse-grained field v (r ,t) in order to
model the reflecting walls and integrating out the longi-
tudinal wave-numbers, we have for ¢, > 0 and up to an
unknown constant C' > 0,

W(q1) = —CR ¢ "9, (13)

see Ref. [47] for details. Substituting this expression into
Eq. and summing up over the modes of the density
profile it is possible to determine dp(r) in real space.
While the resulting density profile will be discussed else-
where [58], here we focus on its value at the boundaries
B =0, R. Up to higher-order corrections in 1/R, it turns
out to be given by (see Ref. [47] for details),

5(B) = 3 dnlq1) = 0C [soo 4 S0E20 ]

q1>0

(14)
where = A\ /(201) > 0, ((2) is the Riemann zeta func-
tion and S, > 0 is the bulk contribution to the boundary
density, which determines the pressure in a semi-infinite
system, i.e., for R — oco. The TT universal exponents
are not known exactly [I4], but the best large-scale nu-
merical estimates available in d =2 yield asymptotically
x=-0.31(2) [15]. Inserting Eq. in Eq. yields a
theoretical prediction for Py(R) which correctly captures
the qualitative behavior of the numerical boundary pres-
sure in Eq. (3), approaching the asymptotic bulk value
from below (being ¢(1 + 2x) < 0).

This confirms the attractive nature of the Casimir-like
force in Eq. , with an algebraic decay ~ R?X, i.e., with
a Casimir exponent « predicted to be a = —2x ~ 0.6.
Note, however, that the analytical argument of Ref. [I4]
would give o« = 2/5 under the assumption that certain
nonlinear bulk contributions to TT equations are irrele-
vant. While numerics clearly shows this is not the case
for large R, Ref. [I5] also reports a crossover which makes
the effective value of |x| increase upon increasing the sys-
tem size, possibly due to the late onset of relevant non-
linear contributions. Overall, these considerations are
compatible with the crossover of the Casimir exponent
from ~ 0.4 to ~ 0.6 which we observed in Fig. [T{b) by
excluding from the fit pressure data from smaller system
sizes.

Conclusions.—We have shown that, in the flocking
phase, an active polar fluid confined between two infi-
nite and parallel reflecting walls separated by a distance



R is characterized by an excess number density at the
boundaries. This creates extensive boundary layers, as
opposed to the finite ones usually observed in confined
scalar active matter [24]. This behavior is ultimately in-
duced by the diverging bulk correlation length and by the
coupling between the slow fields of density and velocity,
which characterizes vectorial active matter. In turn, this
leads to the emergence of an attractive long-range force
o R?X on the two walls. We based our analytical dis-
cussion on a slightly simplified version of T'T equations,
but the same conclusion can be drawn from the com-
plete TT theory [58]. In this latter case too, the Casimir
force turns out to be attractive provided one considers
the specific values of the transport coefficients computed
from the direct coarse-graining of microscopic Vicsek-like
models [55],59]. Note that our result also implies that the
bulk exponent x can be measured by the finite-size scal-
ing of the mechanical pressure.

The non-equilibrium Casimir-like force investigated
here is analogous to the critical Casimir forceoc TR~ at
equilibrium in d spatial dimensions, which arises due to
long-ranged correlated fluctuations, but with important
differences. In the latter case, in fact, the algebraic de-
pendence on R is fixed by the finite-size scaling behavior
of the free energy from which the force is derived (see,
e.g., Ref. [32]). In the present case, instead, the long-
ranged force is directly caused by a fluctuation-induced
accumulation of density at the boundaries and turns out
to be controlled by the field scaling exponent x.

Note finally that, being the Vicsek fluid compressible,
the force discussed here bears no relation with the hy-
drodynamic interactions arising in molecular fluids, due
to incompressibility [60].

Here we focused our analysis on the flocking phase.
A detailed study of the effects of confinement in other
regions of the phase diagram, e.g., in the micro-phase
separated band phase [49] 50] is beyond the scope of this
work. However, preliminary results obtained in the dis-
ordered phase [47] indicate the emergence of a repulsive
force between the reflecting walls with a much shorter
range, possibly controlled by the finite correlation length
of fluctuations in the disordered phase. Correspondingly,
the density profile is depleted near the reflecting walls.
This is at odds with what observed in Ref. [19] for con-
fined active Brownian particles (ABPs). Note, however,
that the boundaries considered there are not reflecting
and do not change the persistent directions of the ABPs.

While we considered here the active medium to be con-
fined between parallel walls, it is both conceptually in-
teresting and practically relevant for experiments to con-
sider the case in which a spherical inclusion or tracer is
immersed in the medium, studying how it interacts with
either a flat boundary or other inclusions.
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S.I. ANALYTICAL DETERMINATION OF THE
PRESSURE ON THE BOUNDARIES

In this section we provide the details of the analysis in
Fourier space which allows one to derive the density de-
viation §p(B) at the boundaries B described by Eq. (14)
of the main text from the Fourier modes &)(QL) of the
density profile (dp) given by Eq. (11) therein.

A. Boundary conditions and slow fields expansion

In order to model reflecting walls, we adopt zero
Dirichlet boundary conditions for the instantaneous
transversal velocity field v, (r,t). In the limit of infi-
nite longitudinal extension L — oo, the field v, (r,t) can
be expressed in terms of its Fourier transform ¢, (q,t) as

vy (r,t) = /OO dg Z 01 (q,t)sin (qrry) e, (S.1)

- q1>0

where q = (g),qL), with ¢ € R while ¢, takes discrete
values ¢ = ¢q1(n) = 7n/R, with n a positive integer.
The Fourier modes are given by

1 [ r _
oi(a,t) = R / dr) / dryv) (rv,t)sin (g r) ) e "7,
—0o0 0 (S 2)

An analogous expansion of the delta-correlated noise
term f(r,¢) appearing in the TT equations (see Eq. (6)
of the main text) leads to Fourier space correlations

A

ﬁé‘qL,ql (qy — q))o(t —t')di 5,
(S.3)

which, in turn, constrain Fourier space correlations of the

slow fields [3].

In particular, for equal times,

(fi(a, ) (d, 1)) =

1

(0r(@i(@)) = — {00 (@)*)dg. ¢ 3(ay —gj)- (S4)

The behavior of these correlations of the transversal ve-
locity for small |q| is determined by the bulk TT theory

in the flocking phase!, which predicts

(oL (a)?) ~ {qf”forqu <qi; g forg > qi},

(S.5)
where the exponents ¢ and £ are defined after Eq. (12)
in the main text. In Eq. (S.5) the subscripts || and L
refer to the directions which are, respectively, parallel
and perpendicular to the polarization pg of the flock in
the bulk. We recall that in the confined system, pg is
naturally parallel to the confining walls.

We now consider the average fluctuations of the
transversal velocity. Due to translational invariance
along the longitudinal direction, from Egs. (S.1) and
(S.4), one finds

(A 0w) = = 3 s ) [ day(o(@)P). (S9)

q1>0

Integration over the longitudinal modes g gives

> 5 @, e
dg(|vL(a %clqu q, +02/de q
[ datostar) me [ dna® e [ aaay (o

=2rCq ",

where we used Eq. (S.5) and we introduced v =1 — € =
d — 1+ 2x. Numerical estimates [1] and analytical pre-
dictions [2] in d = 2 give 0 > x > —1/2 and therefore
0 < 7 < 1. Note also that the two integrals on the
r.h.s. of the first line of Eq. (S.7) are weighted by possibly
different unknown multiplicative factors ¢; and ¢y, which
result in an inconsequential positive constant 27C, the
exact value of which is irrelevant in the following. Sub-
stituting this expression into Eq. (S.6), we finally obtain

(v (ry)) = % Z g, [L —cos(2g1r1)].

q1>0

(S.8)

From Eq. (S.8) we readily identify the coefficients of
the Fourier series of (v? (1)), taking into account that

I Repeating the analysis done in Ref [2], it is easy to show that
the simplified form of the TT equations introduced in the main
text have the same linearized structure and nonlinearities of the
complete TT equations. Accordingly, their correlations functions
are characterized by the same scaling behavior.



because of symmetry, it is an even function for spatial
reflection about the mid-line of the slab, located at r; =
R/2 (see also the main text):

(Wi (ry)) =10+ Y tb(qr)cos(2qiry).  (S.9)
q1>0
Accordingly, the coefficients are given by
*—/ dry (v3 (ry)) qu_, (S.10)

q1>0

and

. 2 (%, c _,
w(q¢)=§ OdM@L(H))COS(QQLH) R

(S.11)
for ¢; > 0, which coincides with Eq. (13) of the main
text. Note that the formal divergence of wg is actually
regularized by a microscopic short wavelength cutoff, im-
plicitly present in Toner-Tu theory [3, 4].

The expression of (g, ) in Eq. (S.11) can now be used
in order to calculate — summing up the Fourier modes of
the density profile given by Eq. (11) of the main text —
the value 6p(B) acquired at the boundary by the average
density (dp(r1)). By fixing r, = 0 or, equivalently, r; =
R one has (due to the particle number conservation, the
zero mode of the density vanishes)

=C0N .12
OS5 i mecas, 61
where we defined
D,D
Q:i, I = L (S.13)
20’1 100
and introduced the sum
1 & 1 1
Sp=— S.14
" R; 1+T12¢% (n) q](n)’ (8-14)

5
L

where ¢, (n) is given after Eq. (S.1). The dependence
of Sk on the (large) distance R can be evaluated as ex-
plained in Sec. S.IB and turns out to be

S = S+ S

1
T Rl— W+O(R3fv>’

(S.15)

where ((7) is the Riemann zeta function. Note that 0 <
~v < 1 in the case we are interested in here. Accordingly,
¢(y) < 0 and therefore Si approaches S from below.
In the previous expression

Seo = [21“177 cos (W—;)}il ,

corresponds to the contribution of the integral which
emerges in the limit R — oo from interpreting Sgr as
a Riemann sum. It determines the bulk pressure acting
on the confining walls.

Substituting Eq. (S.15) into Eq. (S.12) leads immedi-
ately to Eq. (14) of the main text.

(S.16)
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FIG. S.1: Contours in the complex plane z € C along which
the integral in Eq. (S.21) is calculated for determining Sg.
The black vertical contour with Re z = p is the one indicated
in Eq. (S.21), which can be deformed continuously into the
equivalent grey contour used in order to determine the ex-
pansion of Sg upon increasing R in Eq. (S.22). The crosses
on the real axis indicate the poles of the integrand, which is
otherwise an analytic function.

B. Calculation of Si

The sum Sg in Eq. (S.14) can be conveniently evalu-
ated by adapting to the present case the general strategy
discussed, e.g., in Ref. [5]. In particular, we first rewrite
Sk as

(S.17)

Sn=+ (f)wiﬂn)

in which we take into account the definition of ¢, (n)
given after Eq. (S.1) and we define

foy = —— 1

n? 1+ (Tnn/R)? (5-18)

Then, we introduce the Mellin transform f(z) of f(n) in
the complex plane z € C, which is given by

Y e oo (Tm/R)F
fe) = [ o s = S

with v < Rez < 2 4 ~. This condition on Re z guaran-
tees that the integral above is convergent and therefore
that f(z) is an analytic function within that strip in the
complex plane. The function f(n) in Eq. (S.17) can now
be expressed in terms of f(s) as

f(n) = / T e

(S.19)

(S.20)
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where y is chosen within the domain of analiticity of f(z),
l.e, v < @ < 2+4~. After this substitution, the remain-
ing sum over the positive integer n renders the Riemann
function ((z) provided that this sum converges, which
additionally requires ;4 = Re z > 1. Accordingly, one can
eventually write

Y pptico R
si=g (2) [ amiti. s
pH—1i00



where 1 < i < 24 7. Note that the integration contour
above consists of a vertical line in the complex plane with
fixed Rez = u, which is represented by the black path
in Fig. S.1. Noting that f(z) o R*77, the expansion of
Sk in decreasing powers of R — suitable for considering
the case of large R we are interested in — can be ob-
tained by shifting the integration contour in Eq. (S.21)
towards smaller values of z, i.e., towards the left. In do-
ing so, one has to account for the poles that the integrand
has on the real axis. They are given by: (i) the pole of
¢(2) located at z = 1, with residue R* = 1; (i) the
poles of f(z) located at v —2m, with m € Z and residues
Ry = (—1)™(I'r/R)*™. These poles are indicated by the
crosses on the real axis in Fig. S.1 and they are actually
the only singularities of the integrand, which is other-
wise an analytic function of z. Accordingly, the integral
in Eq. (S.21) can be equivalently calculated, for example,
along the grey contour depicted in Fig. S.1, in which the
contributions of the horizontal portions of the path actu-
ally cancel each other in pairs. As a result, the integral
along the grey contour is the same as that in Eq. (S.21)
but with p replaced by p', plus the contributions of the
portions of the paths encircling the poles, which — due
the orientation of the path and to Cauchy residue theo-
rem — render the residues at those poles. Accordingly,
one finds

-
su=(2) [fe=1R" +c0)Re+ OR)].
(S.22)
where f(z = 1) o« R'™, Ry = R* = 1, and Ry ~
R~2. Taking into account Eq. (S.19), this expansion
yields Eq. (S.15), upon identifying the first term on the
r.h.s. with the R-independent constant S, in Eq. (S.16)
(see also Egs. (S.18) and (S.19)) and the second term
with the Casimir-like, leading finite-size contribution.

S.II. ADDITIONAL NUMERICAL
SIMULATIONS

In this section we provide additional numerical evi-
dence of the robustness and, to a certain extent, of the
universality of the results presented in the main text.

A. Universality of the pressure scaling

Alternative definition of the mechanical pressure — As
we argued in the main text, the exact expression of the
exchanged momentum at the reflecting boundaries de-
pends on the details of the collisions between the particles
and the confining wall. In the main text we considered
the pressure P,(R) defined only on the basis of the num-
ber of collisions per unit length and unit time.

Here we consider, instead, an alternative definition of

. . . —MOM
the microscopic mechanical pressure P, ~ (R) as the
average momentum Ap exchanged per unit length and

(a) (b)

P,(R) B
0.25 r‘.. e o o . u RO P, (R)
001%* =
02 Efi*fii_l t3
r E j TE‘ %~
.15 L
PbMOM R) 0.001 ;
0o © 0 o ° F _
o,1r' C ROP,"M®)
L | L | L1 L L L
0 500 R 1000 100
(© ()
05 _
P,(R) OP,Rf 5
I T2 17
0.00011* 2
04F p=05 N fi T
eoe © & O b \\\ 1%7 =71
r NS & Y
<* 137
0.3 B=1.0 F ~J !
eo0 © © O . [ Ny
' L | L | I | J»\ N
0 500 R 1000 100 R
—MOM

FIG. S.2: (a) Numerical estimate of P, ~ (R) (black dots)
and Py(R) (blue) for fully reflecting boundaries, i.e., 8 = 1,
with n = 0.21, po = 2.0, vo = 0.5, and L = 1024. (b) Rescaled
centered finite differences of the pressures presented in panel
(a) as a function of R compared to an algebraic decay o« R~
with exponent o = 0.5 (red dashed line). (c) Numerical esti-
mate of ﬁb(R) for various values of the reflection parameter
B = 1.0 (blue), 0.5 (red), 0.25 (green). The remaining pa-
rameters are 7 = 0.24, vo = 0.5, and L = 1024. (d) Corre-
sponding centered finite differences compared to the algebraic
decay ~ R™*~! with a = 0.5 (red dashed line).

unit time. We assume that Ap is entirely exchanged
with the boundary (and not with the surrounding vis-
cous fluid/substrate), so that Ap=28von_ whenever the
particle collides with one of the boundaries. Here f is
the reflection parameter defined in the main text. If,
at a certain time ¢, there are M (t) such collisions with
momentum exchange Ap,, for n=1,..., M(t), the in-
stantaneous mechanical pressure, considering both walls,
can be defined as

M(t)

1
PYOM(t) = o2 > |Apal (S.23)
n=1

We then take a long-time average of this pressure, yield-
= (PMOM (4)),. Figure S.2(a)-(b) shows that
P, M(R) is actually characterized by the same scaling

with the wall distance R as the one exhibited by Py(R)
defined in Eq. (2) of the main text.

Indeed, expressing the boundary pressure P, as a func-
tion of the relevant hydrodynamics fields p, and v and
expanding at the first order around pg and pg [6] yields,
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FIG. S.3: (a) Numerical estimate of P,(R) for various values
of the density po = 2.0 (blue), po = 1.0 (magenta) and po =
0.5 (green). The remaining parameters are 8 = 1.0, n = 0.12,
v = 0.5, and L = 1024. (b) Corresponding centered finite
differences compared to the algebraic decay o« R~ with
a = 0.5 (red dashed line). (c) Time-averaged mechanical
pressure exerted by the polar fluid on the confining walls as a
function of their separation R for n € [0.06, 0.09, 0.12, 0.15,
0.18, 0.21, and 0.24]. (d) Centered finite difference of Py(R)
as a function of R. The dashed red line mark corresponds to
an algebraic decay o R™®"! with o = 0.5. Error bars are
omitted for the sake of clarity.

after averaging,

Py(p,v) = Py(po,po) + (S.24)
+ 0, Py(po,10)(0p) + Ou, Py(po,po)(vL) -

The third term on the r.h.s vanishes at the boundary due
to the presence of reflecting walls, which we model by zero
Dirichlet boundary condition for the transversal velocity
vy. The resulting expression for the pressure depends
only on the density deviations and thus should exhibit
the same scaling as the average mechanical pressure given
by Eq. (2) of the main text.

Partially reflecting boundaries — We also consider the
case in which the active particles have partially reflecting
collisions with the boundaries.

Simulations with 8 = 0.5 and 0.25, reported in
Fig. S.2(c)-(d), show that the exponent « of the algebraic
approach o« R~ of the mechanical pressure P,(R) to the
bulk value Py,(R — o) upon increasing R is not affected
by the value of 8. This confirms a certain degree of uni-
versality for repelling confinements, with post-collision
particles moving away from the wall.

Ezxploration of the flocking phase — Here we investi-
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FIG. S.4: Pressure and fields behavior in the confined dis-
ordered phase, with parameters 8 = 1, n = 0.60, po = 2,
vo = 0.5, and L = 512. (a) Mechanical pressure P(R)
as a function of the transverse separation R. The verti-
cal dashed red line corresponds to the correlation length
¢ in the disordered phase (see text). Inset: exponential
(black dashed line, Py(R) ~ 0.5 + 0.005e~%°7%) and alge-
braic (Pp(R) =~ 0.5 4 0.06 R~ red dashed line) fits of the
function Py(R) for R larger than the correlation length ¢ in
the disordered phase. (b) Average density deviations (black)
and transverse velocity fluctuations (red) as functions of the
rescaled transverse coordinate r; /R (zoom of the near-wall
behavior).

gate the dependence of the mechanical pressure Py(R)
on the two control parameters: the global density pp and
the amplitude of the microscopic noise 7.

In Fig. S.3(a) we show the mechanical pressure Py(R)
as obtained for three different values of the particles den-
sity, i.e., for pg = 2.0, 1.0, and 0.5, keeping the value of
the microscopic noise 7 fixed. We find that the bulk
pressure P(R — 00) increases monotonously with the
global density pg, while the value of the Casimir expo-
nent o does not depend on pg (see Fig. S.3(b)), as long
as the fluid is within the flocking phase [7].

Furthermore, we also verified that the dependence of
the mechanical pressure ﬁb(R) on the value of the mi-
croscopic noise 7, now keeping the value of the global
density po fixed.

The results of these simulations are reported in
Fig. 8.3(c)-(d). The bulk pressure Py(R — oo) is found
to increase monotonously also with the amplitude of the
noise 1 while no significant deviation from the Casimir
exponent o = 0.5 is observed (see Fig.. S.3(d)).

Overall, this confirms the validity of our result for a
quite broad set of parameters within the polar liquid
phase.

B. Pressure in the disordered phase

The long-range nature of the Casimir-like force be-
tween the two (partially) reflecting confining walls is con-
nected to the long-range correlations which characterize
the ordered phase [3]. As a counterexample, we have
also performed numerical simulations in the disordered
gas-like phase where, in the absence of spontaneous sym-



metry breaking, correlations are short-range.

In particular, we have considered the case py = 2.0
and noise strength 1 = 0.60. These values ensure that
the system is in the disordered gas phase [7], avoiding the
region of parameter in which the system is micro-phase
separated, which we do not discuss here. The behavior of
the confined disordered system, presented in Fig. S.4, is
qualitatively different from that obtained in the ordered
phase discussed above and in the main text. In par-
ticular, Fig. S.4(a) features a change of the sign of the
finite-size contribution to the total boundary pressure,
resulting in a net repulsive force between the two bound-
aries. Moreover, this force has a significantly shorter spa-
tial range, as shown by the fast decay of the pressure to
its asymptotic value upon increasing R.

As we have noted, the disordered phase is characterized
by a finite correlation length &, which we have estimated

numerically from the equal-time correlations of the trans-
verse velocity and which is indicated in Fig. S.4(a) as a
dashed red vertical line. Once the transverse separation
R exceeds this finite bulk correlation length &, the de-
cay of the mechanical pressure to its bulk value Pj(oc0)
becomes compatible with a fast exponential decay.

Finally, we also note that the dependence of the density
and of the transverse velocity fields on the distance from
a wall, shown in Figure S.4(b), is much less pronounced
than in the flocking phase, with a comparatively small
boundary layer, characterized by a moderate decrease of
the density and increase of velocity fluctuations near the
boundaries. This behavior is the opposite of what is ob-
served in the flocking phase; at the moment we cannot
offer a theoretical explanation of these preliminary nu-
merical results.
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