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One of the big challenges in exoplanet science is to determine the atmospheric makeup of extrasolar
planets, and to find biosignatures that hint at the existence of biochemical processes on another
world. The biomarkers we are trying to detect are gases in the exoplanet atmosphere like oxygen
or methane, which have deep absorption features in the visible and near-infrared spectrum. Here
we establish the ultimate quantum limit for determining the presence or absence of a spectral
absorption line, for a dim source in the presence of a much brighter stellar source. We characterise
the associated error exponent in both the frameworks of symmetric and asymmetric hypothesis
testing. We found that a structured measurement based on spatial demultiplexing allows us to
decouple the light coming from the planet and achieve the ultimate quantum limits. If the planet
has intensity ε� 1 relative to the star, we show that this approach significantly outperforms direct
spectroscopy yielding an improvement of the error exponent by a factor 1/ε. We find the optimal
measurement, which is a combination of interferometric techniques and spectrum analysis.

I. INTRODUCTION

Humans have long wondered whether other life exists
elsewhere in the universe. Signs of life on a distant planet
can be detected through the presence of molecules in an
exoplanet atmosphere that acts as biomarkers [1, 2]. If
we assume that life uses chemistry for metabolic pro-
cesses, some of the products, e.g. oxygen and organic
compounds, will accumulate in the atmosphere and lead
to non-equilibrium concentrations of these gases. With
several thousand exoplanets detected to date, character-
ising their atmospheres through precision spectroscopy
is crucial for our understanding of these worlds. To esti-
mate our ability to find biosignatures, this detection task
can be best addressed within the theoretical framework
of statistical hypothesis testing [3]. The most basic set-
ting involves a binary decision in which the goal is to
distinguish between two hypotheses, H0 (the null) and
H1 (the alternative). There are two ways one can make
an error. “False positive” (also called type-I error), oc-
curring with probability α, is when we accept H1 when
the null hypothesis holds. Vice versa, “false negative”
(also called type-I error), occurring with probability β,
is the error of accepting the null hypothesis when H1 is
true.

For a large enough sample, we can study how α and β
behave as a function of the sample size n. In the symmet-
ric setting, we are interested in the average probability
of error π0α+ π1β (where π0, π1 are the prior probabili-
ties), which is asymptotically bounded by the (quantum)
Chernoff bound [4, 5] and decays exponentially with in-
creasing n. On the other hand, the costs associated with
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the two types of errors can be vastly different. As po-
tentially habitable exoplanets are rare, the experimenter
may aim at minimising the probability of a false negative
(missing the biogas signature), yet, they may be willing
to accept false positives as long as the probabilities are
below a certain threshold. In this asymmetric hypoth-
esis testing setting, the (quantum) Stein lemma [6, 7]
provides a bound on β as a function of n and α.

The presence of biosignature gases in the exoplanet
atmosphere can be inferred from absorption lines in the
planet’s spectrum [1, 2]. Two main complementary tech-
niques are used to perform atmospheric observation [8, 9]:
transit spectroscopy and direct imaging. The majority of
atmospheric observations have been accomplished by the
transit method: when an exoplanet passes in front of its
star in the course of its orbit, some of the starlight passes
through the planet’s atmosphere, and the observed spec-
trum contains absorption features imprinted on the stel-
lar spectrum. When the planet is not eclipsing part of
the stellar surface from our vantage point, we only ob-
serve the star’s spectrum. Measuring the difference of the
stellar spectrum with and without the planet’s signature
imprinted on it enables us to characterise the absorp-
tion spectrum of the planet’s atmosphere [10]. However,
since the absorption of the planet’s atmosphere only af-
fects a tiny portion of the starlight, determined by the
relative area of the projection of the planet’s atmosphere
compared to the stellar surface, detecting such absorp-
tion features presents a severe challenge to transit spec-
troscopy [8].

Spectroscopy by direct imaging – where the star-planet
system is (at least partially) spatially resolved – is a pow-
erful complement to the transit method. However, due to
diffraction effects of the telescope optics, and turbulence
in the Earth’s atmosphere for ground-based observations,
the image of a point-like object (star) is not a point, but
will have a finite size characterised by the point-spread
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FIG. 1. (a) The spectrum of the star and planet under H0:
no absorption line is present. (b) Under H1, an absorption
line is present in the exoplanet’s atmosphere.

function (PSF). Because of the small angular separation
between planets and their host stars, their PSFs may
overlap in the focal plane of the imaging system. In par-
ticular, the weak light received from the planet is typi-
cally buried in the wings of the star’s PSF. The use of
coronagraphs allows astronomers to block out the light
of the star, and create an area around the centre of the
star’s image where the exoplanet can be detected above
the background produced by the starlight. However, be-
cause of the extreme contrast ratio between planet and
star (ranging from 10−3 to 10−10 for hot Jupiter to Earth-
like analogues [11]), this presents the greatest challenge
in direct imaging. It is noteworthy that, for exoplanets
close enough to us, the planet itself is not necessarily dim
compared to other astronomical objects, and if the stellar
and planetary light could be separated perfectly, spec-
troscopy of the planet could be readily performed [12].

In this paper, we describe how to use techniques from
quantum imaging to boost the sensitivity of exoplanet
atmospheric spectroscopy. We use tools from quantum
information theory to quantify the ultimate limits, as
expressed by the quantum Chernoff bound and the quan-
tum Stein lemma. Then, we show how the star and
planet’s full spatiospectral information can be extracted
using a relatively simple, linear optical measurement,
consisting of SPAtial DE-multiplexing (SPADE) followed
by spectroscopy. It has been shown that SPADE can
enhance the estimation of the separation between two
point-like incoherent sources [13–15, 38] and the discrim-
ination between sources with different shapes and fea-
tures [16–21], including in particular the problem of de-
tecting exoplanets [22]. Here we use SPADE to first de-
couple the light coming from the planet from that of the
star, and then proceed with a spectral analysis. We show
that this approach is optimal in the sense that it satu-
rates the ultimate quantum limits to spectroscopy.

II. SUMMARY OF THE RESULTS AND
STRUCTURE OF THE PAPER

In this work, we quantify the ultimate quantum limit
for detecting the presence of a spectral absorption line.
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FIG. 2. Two most common physical implementations of
exoplanet spectroscopy: (a) the transit method spectroscopy
under H1: exoplanet passes in front of their star, and an
absorption line is imprinted onto the exoplanet’s atmosphere.
The relative intensity of the planet to the star is ε/(1−ε)� 1,
and the absorption coefficient of the planet’s atmosphere of
the wavelengths of interest is η. (c) The star-planet system is
spatially separated, and the relative intensity is ε/(1−ε)� 1.
The absorption coefficient of the planet’s atmosphere is η. In
general the values of ε and η can be different for the transit
and spatially separated cases [37], because the stellar light
goes through different thicknesses of the exoplanet’s atmo-
sphere.

The metrics of interest are the error exponents of the
(quantum) Chernoff bound and the (quantum) Stein
lemma. These quantities are summarised in Table I,
where we show the scaling in terms of the relative in-
tensity ε of the planet (ε � 1), and in the parameter
|κ|2 (|κ|2 . 1) which quantifies the overlap of the PSFs.
The main results of our work are: 1) we show that the
transit method and direct imaging have error exponents
that scale as ε2, whereas the optimal quantum method
scales as ε; 2) we find the linear-optical measurement
that saturates these error bounds, and 3) given a star-
planet system, we allow the experimenter to calculate the
achievable error bounds as a function of the number of
photons received, taking into account finite-size effects.

The structure of the paper is as follows. In Sec. III
we introduce the theoretical framework for determining
the error probabilities in the hypothesis test. In Sec. IV
we introduce the model of diffraction-limited telescope.
In Sec. VI, we present our results on spectroscopy via
(a) the transit method, (b) via direct imaging; we com-
pare these to the ultimate quantum limit and show that
a quadratic improvement is obtained by using the opti-
mal measurement. The hypothesis testing is affected by
having a finite-size n. For the asymmetric test we char-
acterise how the false-negative probability β behaves in
this case in Sec. VI E; this will be particularly applicable
to the scenarios where we are limited by the number of
photons received.
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Transit method Direct imaging Quantum limit SPADE

Error exponent O(ε2) |κ|−8O(ε2)
(
1− |κ|2

)
O(ε)

(
1− |κ|2

)
O(ε)

TABLE I. Summary of the results. The parameters of interest are: ε is the relative intensity of the planet and |κ|2 is the
overlap of the PSFs of the star and planet. We use Gaussian PSF as an example, and in this case, κ is real-valued. In general
we expect the same scaling with ε and |κ|2 for other PSF model.

III. THEORETICAL TOOLBOX

Taking into account the quantum nature of light, the
two hypotheses are associated with a pair of quantum
states ρ0 (for the null hypothesis) and ρ1 (for the alter-
native hypothesis). Such states are used to represent the
signal coming from the star-planet system. In our analy-
sis, we consider the regime of highly attenuated signals,
where at most one photon is detected within a detection
window. The experimenter collects and measures a num-
ber n of identical signals from the star-planet system,
which in turn are described by the tensor product state
ρ⊗nj . The goal is to determine whether j = 0 or j = 1.
Below we formally describe this problem in two alterna-
tive ways, namely symmetric and asymmetric hypothesis
testing, and derive bounds on the probability of error.

A. Symmetric hypothesis testing

In the symmetric setting, given the priors π0, π1, with
π0 +π1 = 1, the goal is to find the measurement strategy
that minimises the average error probability Pe,n = π0α+
π1β. The Helstrom bound is a lower bound on the error
probability [23, 24],

Pe,n ≥
1

2

(
1− ‖π1ρ

⊗n
1 − π0ρ

⊗n
0 ‖

)
. (1)

The bound is tight, and can be saturated for any value
of n with the so-called Helstrom measurement, which is
the projection into the positive and negative parts of the
difference π1ρ

⊗n
1 − π0ρ

⊗n
0 . The Helstrom bound may be

difficult to compute for arbitrary values of n. However,
for large n, we expect that the probability of error de-
creases exponentially with n, with error exponent

ξ = − lim
n→∞

1

n
logPe,n . (2)

The quantum Chernoff bound gives an upper bound on
the asymptotic error exponent [5, 25]

ξ ≤ ξQCB := − log min
0≤t≤1

Tr
(
ρt0ρ

1−t
1

)
(3)

Note that this bound is universal, in the sense that it de-
pends only on the states ρ0 and ρ1. It already implicitly
accounts for the optimisation over all possible measure-
ments allowed by the principles of quantum mechanics.

However, the quantum Chernoff bound does not give the
explicit form of the optimal measurement. In general,
the optimal measurement may be highly non-local.

Consider instead a local measurement M, applied to
each instance of the unknown state ρj , which yields as an
outcome a random variable x with associated probability
distribution pMj (x). Once a measurement is performed,
the statistical test is entirely classical. In this case, the
classical Chernoff bound gives us an upper bound on
the error exponent associated to this particular measure-
ment [4]. For example, if the outcome x is a continuous
variable we have

ξMCCB(M) = − log min
0≤t≤1

∫
dx
[
pM0 (x)

]t [
pM1 (x)

]1−t
.

(4)

For a generic measurement ξCCB(M) ≤ ξQCE, with
equality holding only if the measurement is optimal.

B. Asymmetric hypothesis testing

In the asymmetric setting [26–28] we require the type-I
error to be less than 1/2, and look for the optimal mea-
surement that minimises the type-II error. Also in this
case, we expect that β decays exponentially with increas-
ing number of copies n, with asymptotic error exponent

ϑ = − lim
n→∞

1

n
log β . (5)

The quantum Stein lemma allows us to compute a uni-
versal upper bound on this exponent [26, 27],

ϑ ≤ ϑQRE := D(ρ0‖ρ1) , (6)

where

D(ρ0‖ρ1) = Tr[ρ0(log ρ0 − log ρ1)] (7)

is the quantum relative entropy [29]. Note that the rel-
ative entropy is the expectation value of the logarith-
mic likelihood ratio log ρ0 − log ρ1. As for the quantum
Chernoff bound this holds for all measurements. It is
also tight, as there exists an optimal measurement that
asymptotically saturates it.

Consider now a local measurement M, which outputs
x with probability pMj (x) when applied to the state ρj .
The probability of error still decays exponentially with
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n, but with an asymptotic exponent that is bounded by
the classical relative entropy is [30]

ϑMCRE := Dc(p
M
0 ‖pM1 ) =

∫
dx pM0 (x) log

pM0 (x)

pM1 (x)
. (8)

In general, Dc(p
M
0 ‖pM1 ) ≤ D(ρ0‖ρ1) for anyM. If equal-

ity holds, the measurement is asymptotically optimal, as
the error exponent matches the quantum relative entropy.

IV. DIFFRACTION-LIMITED TELESCOPE

Consider a diffraction-limited telescope used to create
an image of the star-planet system in the far field and
in the paraxial regime. The telescope is characterised
by its PSF. The star and the planet lay in the object
plane, and the telescope creates a focused image on the
image plane [31]. To provide a quantum description of
the optical field, we ignore polarisation and work with
a scalar field defined on the image plane, where light is
collected and measured. We denote ax,ω, a†x,ω as the
Bosonic canonical operators that annihilate and create a
photon at point x on the image plane with frequency ω.
The image of a quasi-monochromatic, point-like object,
located at point y on the object plane, is associated with
the following canonical operators on the image plane:

ay,ω =

∫
dxψ(x− y/M)∗ ax,ω , (9)

a†y,ω =

∫
dxψ(x− y/M) a†x,ω , (10)

where ψ is the PSF, ∗ denotes complex conjugation, and
M is the magnification factor. To simplify the notation,
in the following we set M = 1 without loss of generality
[38].

This work focuses on the regime of highly attenuated
signals, where the probability of receiving more than one
photon from the star is negligible. Furthermore, both the
star and the planet are assumed to be point-like emitters.
In this scenario, if the telescope is centred on the star,
a single, monochromatic photon arriving on the image
plane is described by the state

|ψ0,ω〉 =

∫
dxψ(x) a†x,ω|0〉 , (11)

where |0〉 is the vacuum. The planet, which on the object
plane is separated from the star by a transverse distance
s, yields on the image plane the single-photon state

|ψs,ω〉 =

∫
dxψ(x− s) a†x,ω|0〉 . (12)

Note that these two states have a non-zero overlap,

κ = 〈ψ0,ω|ψs,ω〉 =

∫
dxψ(x)∗ψ(x− s) 6= 0 . (13)

This is due to diffraction through the finite aperture of
the telescope. For example, for a Gaussian PSF,

ψ(x) =
1

(2πσ2)1/4
e−x

2/4σ2

, (14)

the parameter κ is real with |κ|2 = e−s
2/4σ2

. Note that
the quantity σ plays the role of the Rayleigh length [31].
The two states on the image plane become well separated
when s � σ. Otherwise, in the sub-Rayleigh regime,
when s . σ, the two states have substantial overlap and
are hard to discriminate. This in turn limits the effec-
tiveness of direct imaging methods for spectroscopy.

For non-monochromatic incoherent sources, we need to
sum over contributions from different frequencies. There-
fore, including the spectral degrees of freedom, the states
of the photon coming from the planet and star are

ρstar =

∫
dω Sstar(ω) |ψ0,ω〉〈ψ0,ω| , (15)

ρplanet =

∫
dω Splanet(ω) |ψs,ω〉〈ψs,ω| , (16)

where Sstar, Splanet are the spectral densities of the two
sources. To facilitate computations on these states, it is
convenient to separate the spectral and spatial degrees of
freedom by introducing a tensor product structure. We
define

|xω〉 = |x〉 ⊗ |ω〉 := a†x,ω|0〉 , (17)

which is the state of a photon associated with a partic-
ular position x on the image plane and a well-defined
frequency ω. With this notation, the above states read

ρstar =

∫
dω Sstar(ω) |ω〉〈ω| ⊗ |ψ0〉〈ψ0| , (18)

ρplanet =

∫
dω Splanet(ω) |ω〉〈ω| ⊗ |ψs〉〈ψs| , (19)

where

|ψ0〉 =

∫
dxψ(x) |x〉 , |ψs〉 =

∫
dxψ(x− s) |x〉 . (20)

V. THE MODEL

In the previous section, we have introduced the main
theoretical tools that we will use to estimate the error
probability and compare different measurement strate-
gies. Now we are ready to introduce an explicit model
for the states ρ0 and ρ1 corresponding to the null and al-
ternative hypotheses. We assume that the presence of the
exoplanet is known, and the goal is to detect a molecular
absorption line in the planet’s atmosphere. In a typical
stellar spectroscopy experiment, the experimenter would
measure the spectrum of the star alone, and contrast it
against the spectrum of the star-planet system. Since
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the stellar source is typically bright and stable [37], the
stellar spectrum can be well-characterised.

Since we only wish to examine the difference between
the star and the planet’s spectra, for simplicity, under
H0, we can model a photon coming from the star as hav-
ing a flat spectrum: in any case, we can account for any
variation via renormalisation [32–34]. Under the same
hypothesis, there is no absorption line, and a photon
coming from the planet’s atmosphere has the same spec-
trum. The state of a photon coming from the star is
written as

ρstar =
1

W

∫ W

0

dω |ω〉 〈ω| ⊗ |ψ0〉 〈ψ0| (21)

=: γ0 ⊗ |ψ0〉 〈ψ0| , (22)

where γ0 only depends on the frequency degree of free-
dom. Under H0, the photon coming from the planet
has the same spectrum, therefore it is represented by the
state

ρplanet
0 =

1

W

∫ W

0

dω |ω〉 〈ω| ⊗ |ψs〉 〈ψs| (23)

=: γ0 ⊗ |ψs〉 〈ψs| . (24)

The spectral distributions associated with hypothesis H0

are schematically shown in Fig. 1(a).

Under H1, a photon coming from the planet shows an
absorption line centred at ω0 of width ∆ < W . Real-
istically, the absorption profile is Gaussian due to the
Doppler shift of the gaseous molecules, but the only pa-
rameter of importance is the total area under integration.
Therefore, for mathematical simplicity we will model the
profile to be rectangular; the width of the band is known
as the “equivalent width” [35, 36]. Thus, the density
matrix of a photon coming from the planet is

ρplanet
1 =

1

W − η∆

[ ∫ ω0−∆/2

0

dω + (1− η)

∫ ω0+∆/2

ω0−∆/2

dω

+

∫ W

ω0+∆/2

dω

]
|ω〉 〈ω| ⊗ |ψs〉 〈ψs| (25)

=: γ1 ⊗ |ψs〉 〈ψs| , (26)

where η is the absorption coefficient and the operator γ1

depends only on frequency. The spectral distributions
for H1 are shown in Fig. 1(b).

We are now in the position of writing the quantum
states associated with the two hypotheses. For the null
hypothesis (H0), that there is no absorption line, we have

ρ0 = (1− ε)ρstar + ερplanet
0 , (27)

whereas for the alternative hypothesis (H1), that there
is an absorption line,

ρ1 = (1− ε)ρstar + ερplanet
1 , (28)

with ρstar, ρplanet
0 and ρplanet

1 as in Eqs. (21)-(25), and ε is
the relative intensity of the light coming from the planet.

VI. RESULTS

A. Transit spectroscopy

First, we will examine transit spectroscopy, which is
the most widely used method in astronomy [37]. The
method refers to the setting where the planet passes in
front of the star, as schematically depicted in Fig. 2(a).
In our model, this corresponds to the case where s = 0
(i.e. κ = 1), which implies

ρ0 = γ0 ⊗ |ψ0〉 〈ψ0| , ρ1 = γ1 ⊗ |ψ0〉 〈ψ0| . (29)

Therefore, the spatial degrees of freedom are factored
out, and information is only carried by frequency. Note
that the state γ0 and γ1 commute as they are both diag-
onal in the frequency basis. This implies that the quan-
tum Chernoff bound coincides with the classical Chernoff
bound obtained by a projective measurement in the fre-
quency basis. For the same reason, the quantum relative
entropy equals the classical relative entropy correspond-
ing to such a measurement. In other words, spectroscopy
by the transit method is already optimal when the PSF
of the planet completely overlaps with that of the star.

For a Gaussian PSF, we can compute an explicit ex-
pression for the Chernoff exponent. For ε � 1. We
obtain (see Appendix A 1)

ξQCB = ξtransit
CCB =

ε2η2(W −∆)∆

8(W − η∆)2
+O(ε3) . (30)

Similarly, for asymmetric hypothesis testing the error ex-
ponents read

ϑQRE = ϑtransit
CRE =

ε2η2(W −∆)∆

2(W − η∆)2
+O(ε3) . (31)

We note that all the exponents scale quadratically in
ε. This formally expresses the challenges of using tran-
sit spectroscopy: because the light of the dim planet is
mixed in with the star’s, the two spectra are difficult
to distinguish. We also note that at the leading order
the exponents for symmetric and asymmetric hypothesis
tests are identical up to a constant.

B. Classical limits to direct imaging

In the previous section, we have considered the case
of complete overlap between the star and planet’s PSFs.
We now consider the case of partial overlap. First, we
establish a classical benchmark for direct imaging applied
to this setup. Partial overlap means s > 0 (κ < 1) and is
schematically shown in Fig. 2 (b).
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Direct imaging (DI) consists of measuring the inten-
sity of the field as focused on the image plane, i.e., pixel-
by-pixel photon detection. This approach is readily ex-
tended to spectroscopy if a spectral analysis is performed
on each pixel. We can calculate the probability distribu-
tion of detecting a photon of frequency ω at position x
on the image screen. For Hj , j ∈ {0, 1},

pDI
j (xω) = 〈xω|ρj |xω〉

= (1− ε) 〈xω| ρstar |xω〉+ ε 〈xω| ρplanet
j |xω〉 .

(32)

To estimate the error probabilities we compute the
Chernoff error exponent

ξDI
CCB = − log min

0≤t≤1

∫∫
dx dω

[
pDI

0 (xω)
]t [

pDI
1 (xω)

]1−t
,

(33)

and the classical relative entropy

ϑDI
CRE =

∫∫
dx dω pDI

0 (xω) log
pDI

0 (xω)

pDI
1 (xω)

. (34)

These error exponents can be computed explicitly, for
example for a Gaussian PSF. For a dim planet (ε � 1)
very close to the star (s . σ). In this limit, the error
exponents read

ξDI
CCB =

ε2η2|κ|−8(W −∆)∆

8(W − η∆)2
+O(ε3) , (35)

ϑDI
CRE =

ε2η2|κ|−8(W −∆)∆

2(W − η∆)2
+O(ε3) . (36)

These expressions for the error exponents generalise those
of Eq. (30)-(31) to the region where s > 0 (i.e. κ < 1),
and show the same quadratic scaling in ε. As expected,
by increasing the separation s, the images of the star and
the planet become more distinguishable, as well as their
spectra. Note that the above expansions hold for values
of s/σ up to ≈ 1.3, corresponding to κ ≈ 0.8. The two
error exponents are shown in Fig. 3, where the yellow,
dot-dashed lines plot them vs the overlap parameter κ ∈
[0, 1].

C. Quantum limits of spectroscopy

The most interesting setting is when the star and
planet create, due to diffraction, partially overlapping
images on the image plane. As previous work on sub-
Rayleigh resolution suggests [13, 20, 22], direct imaging
may not be the optimal method to discriminate the ab-
sorption line, especially when the planet and the star’s
PSFs partially overlap. In this section, we use the no-
tion of quantum Chernoff bound and quantum relative
entropy to compute the best possible error exponents al-
lowed by quantum mechanics, corresponding to the ap-
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FIG. 3. Top figure: error exponents for symmetric hypoth-
esis testing, plotted vs the overlap |κ|2. Green solid line: the
ultimate quantum limit, expressed by the quantum Chernoff
exponent (QCE) (calculated numerically). Yellow dotted-
dashed line: the classical Chernoff exponent (CCE) for di-
rect imaging (DI) for a Gaussian PSF, calculated numerically
from Eq. (33). The red circles indicate the classical Cher-
noff exponent for a nearly optimal SPADE-assisted spectral
measurement in Eq. (42)-(43). Bottom figure: error ex-
ponents for asymmetric hypothesis testing. Green solid line:
the ultimate quantum limit, expressed by the quantum rela-
tive entropy (QRE). Yellow dotted-dashed line: the classical
relative entropy (CRE) of direct imaging for a Gaussian PSF,
calculated numerically from Eq. (34). The red circles show
the classical relative entropy for the nearly optimal SPADE-
assisted spectral measurement in Eq. (42)-(43). The parame-
ters of the model are ε = 0.01, W = 1 , ∆ = 0.2W , η = 0.5.

plication of a globally optimal measurement.
As noted above the spatial wave functions |ψ0〉 and |ψs〉

are in general not orthogonal. They have a substantial
overlap if their separation s is comparable or smaller than
the Rayleigh length. To calculate the error exponents,
it is convenient to write the states ρ0, ρ1 using a basis
set that spans the Hilbert space of the spatial degree of
freedom. One convenient choice is to orthogonalise the
vectors |ψ0〉, |ψs〉 into

|e1〉 = |ψ0〉 , |e2〉 =
|ψs〉 − κ |ψ0〉√

1− |κ|2
, (37)

where the spatial overlap κ = 〈ψ0|ψs〉 is the same as for
monochromatic light in Eq. (13). Combining the spatial
and spectral degrees of freedom, the density matrices as-
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sociated with the two hypotheses are

ρ0 = σ0 ⊗ [(1− ε(1− |κ|2)] |e1〉 〈e1|+ ε(1− |κ|2) |e2〉 〈e2|

+ εκ
√

1− |κ|2 (|e1〉 〈e2|+ h.c.)] , (38)

and

ρ1 =
[
(1− ε)σ0 + ε|κ|2σ1

]
⊗ |e1〉 〈e1|

+ ε(1− |κ|2)σ1 ⊗ |e2〉 〈e2|

+ εκ
√

1− |κ|2 σ1 ⊗ (|e1〉 〈e2|+ h.c.) . (39)

Starting from this representation, we can compute the
quantum relative entropy. In the limit that ε � 1, we
obtain

ϑQRE =
ε(1− |κ|2)Ω

W
+O(ε2) , (40)

with

Ω = W log

(
W − η∆

W

)
−∆ log(1− η) , (41)

and the second-order term is given in Appendix A 2. Due
to the optimisation in t, the quantum Chernoff exponent
for this case is difficult to compute analytically but is
straightforward to calculate numerically. Both error ex-
ponents are shown in Fig. 3, see the solid, blue lines. The
two quantities share a similar behaviour as a function of
|κ|2.

The above expression for ϑQRE is valid for all values of
κ. Notably, the leading term in Eq. (40) scales linearly in
ε. This term is multiplied by the factor (1− |κ|2), which
is non-zero as long as the overlap between the two PSFs
is incomplete. In particular, when |κ|2 = 1 (i.e. s = 0)
the sources’ PSFs completely overlap and this leading
term vanishes. In fact, in this limit, we recover the error
exponent for the transit method. On the other hand,
we see that direct imaging (yellow dot-dashed lines in
Fig. 3) rapidly becomes sub-optimal as soon as |κ|2 < 1
(i.e. s > 0), and clearly shows a different scaling with κ.
Only in the limit of well-separated sources when κ = 0
(i.e. s� σ) direct imaging becomes optimal again.

D. Achieving the ultimate quantum limits with
SPADE

We have seen that direct imaging is optimal when the
sources’ PSFs are well separated. In this section, we
derive a nearly optimal measurement for all values of the
overlap parameter κ. We obtain analytical expressions
for the error exponents for this particular measurement.
Such a measurement is defined by a continuous family of
POVM elements,

M1(ω) = |e1〉 〈e1| ⊗ |ω〉 〈ω| , (42)

M2(ω) = (11− |e1〉 〈e1|)⊗ |ω〉 〈ω| . (43)

…

Spectrum analyzer

FIG. 4. A multimode waveguide can be used as Hermite-
Gaussian mode sorter [13, 14]. Light entering the device can
be described as a combination of Hermite-Gaussian modes,
each input mode is demultiplexed and sent to a separate
mode, which is coupled into a spectrum analyser. The star
is aligned with the centre of the waveguide. At the output,
the light is put into spectrum analysers where its frequency
is measured.

Physically, these measurement operators correspond to
inputting the light into a spatial demultiplexer capable
of separating the modes |e1〉 and |e2〉, followed by spectral
analysis. That is, the spectrum of the fundamental mode
|e1〉 is contrasted against the spectrum of the higher or-
der modes. We refer to this measurement strategy as
SPADE-assisted spectroscopy. In particular, if the PSF
is Gaussian, an optimal set of modes for demultiplexing
is the Hermite-Gaussian basis (or Laguerre-Gaussian).
Projection of the electric field on this basis allows us to
maximally separate the light of the star from that of the
planet. These devices are already known to be optimal
for other problems in quantum imaging [13–15, 38–40],
and can be realised with an interferometric setup [38],
a hologram [41], or a multimode wave guide [13]. A
schematic of the waveguide implementation is shown in
Fig. 4. Recall that a state of a single photon in the
Hermite-Gaussian mode of order q is

|φq〉 =

∫
dxφq(x) a†(x) , q = 0, 1, ...

φq(x) =
1

2πσ2

1√
2qq!

Hq

(
x√
2σ

)
e−

x2

4σ2 , (44)

and Hq is the Hermite polynomial.
SPADE devices have recently been built and demon-

strated [42, 43], with access to more than 200 modes
achieved with relatively simple experimental complex-
ity [43]. However, in contrast to performing source sep-
aration estimation [13], which in principle requires us
to individually address a large number of higher order
modes, here we only need to split the light coupled into
the fundamental mode. It is essential to align the opti-
cal imaging system with the centre of the star, therefore
we have |φ0〉 = |ψ0〉, and M1(ω) = |φ0〉 〈φ0| ⊗ |ω〉 〈ω|.
If the two sources are close enough, compared with the
Rayleigh length σ, the Hermite-Gaussian modes of de-
gree larger than 1 are suppressed. This means that the
operator is Eq. (43) is well approximated as M2(ω) '
|φ1〉 〈φ1| ⊗ |ω〉 〈ω|, and it suffices, in this case, to sort
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only the first order mode.
For the Chernoff bound, we observe that the optimisa-

tion of Eq. (4) over t occurs at t = 1/2, yielding

ξSPADE
CCB =

ε(1− |κ|2)ζ

W
√
W − η∆

+O(ε2) , (45)

where

ζ := −W 3
2 +W

√
W − η∆−∆

√
W − ηW + ∆

√
W .

(46)

Similarly, the relative entropy of the measurement in
Eqs. (42)-(43) is

ϑSPADE
CRE =

ε(1− |κ|2)Ω

W
+
ε2η2|κ|4(W −∆)∆

2(W − η∆)2
+O

(
ε3
)
,

(47)

with Ω as in Eq. (41). To first order, this matches the
ultimate quantum limit expressed by the quantum rela-
tive entropy in Eq. (40), and a small difference appears
in the second order.

Figure 3 shows the performance of SPADE-assisted
spectroscopy for both symmetric and asymmetric hy-
pothesis testing. The figure compares SPADE with the
ultimate quantum limits and with direct imaging. In-
deed, this measurement strategy nearly saturates the ul-
timate quantum limits in both cases across all ranges of
values of |κ|2 (the difference is smaller than the size of
the markers).

E. Finite-size effects for the asymmetric setting

Up to now, we have computed the asymptotic error
rates in the limit that n → ∞. We complete this work
by considering finite-size corrections to the asymptotic
error exponent, within the framework of asymmetric hy-
pothesis testing. Higher-order corrections of the quan-
tum Stein lemma are necessary for finite-size analysis. A
revised version of the quantum Stein lemma holds for
finite values of n, which includes corrections of order
1/
√
n [44, 45],

ϑ ≤ ϑQSL (48)

:= D(ρ0‖ρ1) +

√
V (ρ0‖ρ1)

n
Φ−1(α) +O

(
log n

n

)
.

(49)

In this latter expression, Φ−1 is the inverse of the error

function Φ, where Φ(z) = 2/
√
π
∫ z

0
e−t

2

dt, and V (ρ0||ρ1)
is the variance of the logarithmic likelihood ratio,

V (ρ0‖ρ1) = Tr[ρ0(log ρ0 − log ρ1)2]−D(ρ0‖ρ1)2 . (50)

Indeed, in realistic scenarios, the experimenter may be
able to obtain only a limited number of photons, and

103 104 105

n

10 6

10 5

10 4

10 3

Q
SL | |2 = 0.3

| |2 = 0.4
| |2 = 0.7
| |2 = 1

FIG. 5. The error exponent for asymmetric hypothesis test-
ing, plotted vs the number of detected photons n, computed
from Eq. (49) for α = 0.05, ε = 0.05, η = 0.5, W = 1, and
∆ = 0.2W shown in log-log scale. We show |κ|2 = 0.3 (purple
dotted-dashed line), |κ|2 = 0.4 (teal solid line), |κ|2 = 0.7
(blue dotted-dashed line) and |κ|2 = 1 (red dashed line). The
straight horizontal lines indicate the asymptotic behaviour as
n→∞, and the curved lines show ϑQSL.

therefore it is desirable to have bounds on the error prob-
abilities in this regime.

We have seen that the leading term D(ρ0||ρ1) increases
linearly with ε and (1− |κ|2). However, the second order

term,
√
V (ρ0||ρ1)Φ−1(α) is actually negative for all α ∈

(0, 1/2], since Φ−1(α) < 0. In Fig. 5 we show the right-
hand-side of Eq. (49) as a function of n (we neglect the
correction term of order O(n−1 log n)), computed for a
Gaussian PSF. Compared with the transit method, not
only does the optimal quantum measurement achieve a
higher error exponent, but also with fewer photons.

VII. DISCUSSION AND CONCLUSIONS

From a broader perspective, our approach may be use-
ful in any situation where the aim is to achieve selec-
tive spectroscopy of a pair of point-like sources with sub-
Rayleigh separation. Other authors have proposed meth-
ods for quantum-enhanced spectroscopy based on entan-
glement or squeezing [46–48]. These techniques require
manipulating the objects or illuminating them with light
that has special, non-classical properties. However, often
it is the case, such as for astronomy, that we cannot il-
luminate the objects of interest. Rather all we can do is
analyse the light that reaches us.

In this work, we have discussed how to implement op-
timal spectroscopy by applying a structured detection
technique based on spatial demultiplexing, which does
not require source engineering. A related approach has
been discussed in the context of noise spectroscopy, but
with demultiplexing in the frequency domain [49, 50].

Astronomical spectroscopy is a type of remote spec-
tral sensing that is significant for our understanding of
the universe. We have established the ultimate quantum
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limit for determining the presence or absence of a spec-
tral absorption line, for a dim source in the proximity
of a much brighter stellar source. We have characterised
both the symmetric and asymmetric hypothesis testing
error exponents and showed that the optimal quantum
technique can significantly outperform both direct imag-
ing and the transit method. Compared to direct imag-
ing, we have shown that interferometric measurements
in combination with spectrum analysis yield a quadratic
improvement in the error exponent. Intuitively, this
SPADE-assisted spectroscopy outperforms direct imag-
ing because it allows us to separate the light coming from
the planet from that coming from the star. The funda-
mental mode captures all of the parent star’s light, which
contains no useful information about the planet’s atmo-

sphere but overlaps spatially with the planet’s mode and
contributes a noisy background. By effectively rejecting
the light coming from the star, SPADE can substantially
improve the signal-to-noise ratio. In the case of limited
resources our theory allows the experimenter to deter-
mine quantitatively how many photons are required to
achieve a certain error threshold, and hence determine
whether a decision task is achievable in principle.
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Appendix A: The model

1. Transit spectroscopy

Consider transit exoplanet spectroscopy, depicted in Fig. 1 (a). The process follows

1. We wait for the planet to transit in front of the star, signified by the fact that there is a decrease in the total
intensity.

2. The spectrum is examined and is compared to that of the star: we look for an absorption line in the spectrum.

The density matrix is a linear combination of those of the star and planet, weighted by their intensities. Under H0,
the frequency spectrum is uniform

ρ0 =
1

W

∫ W

0

dω |ω〉 〈ω| ⊗ |ψ0〉 〈ψ0| . (A1)

Under H1,

ρ1 = (1− ε)ρstar + ερplanet
1

=

[(
1− ε
W

+
ε

W − η∆

)∫ ω0−∆/2

0

dω |ω〉 〈ω|+
(

1− ε
W

+
ε(1− η)

W − η∆

)∫ ω0+∆/2

ω0−∆/2

dω |ω〉 〈ω|+(
1− ε
W

+
ε

W − η∆

∫ W

ω0+∆/2

dω |ω〉 〈ω|

)]
⊗ |ψ0〉 〈ψ0| . (A2)

The two density matrices ρ0 and ρ1 are already diagonal in the basis of |ω〉 〈ω|, and we can compute the quantum
Chernoff exponent and the quantum relative entropy straightforwardly.

For the QCE, we have

ξQCE(ρ0, ρ1) = − log

[
min

0≤t≤1
(W − η∆)t−1(∆η(ε− 1) +W )1−t − ∆(W − η∆)t−1(η∆(ε− 1) +W )1−t

W
+

∆(W − η∆)t−1(η∆(ε− 1)− ηWε+W )1−t

W

]
(A3)

In the limit that ε� 1,

ξQCE =
ε2η2∆(W −∆)

8(W − η∆)2
+O

(
ε3
)
. (A4)

In this case, the classical counterpart is the same as the quantum, since the density matrices are diagonal and
correspond to measurement in the frequency basis.

http://arxiv.org/abs/2209.15628
http://arxiv.org/abs/2209.06104
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2. Spatially separate case

Now, in the case where the star and the planet are spatially separated. Since now spatial degrees of freedom are
involved, we need to assume a PSF for the imaging system, which we take to be real and Gaussian.

ψ(x) =

(
1

2πσ2

)1/4

exp

(
−x2

4σ2

)
(A5)

For this case, we have 2 degrees of freedom, spatial and frequency.

In the frequency degree of freedom, a photon from the star has spectral and spatial DOS, and can be described as

ρstar =
1

W

∫ W

dω |ω〉 〈ω| ⊗ |ψ0〉 〈ψ0| . (A6)

The states of a photon coming from the planet under H0 and H1 are, respectively

ρplanet
0 =

1

W

∫ W

dω |ω〉 〈ω| ⊗ |ψs〉 〈ψs| ;

ρplanet
1 =

1

W − η∆

[∫ ω0−∆ω/2

0

|ω〉 〈ω|+ (1− η)

∫ ω0+∆/2

ω0−∆/2

|ω〉 〈ω|+
∫ W

ω0+∆/2

|ω〉 〈ω|

]
⊗ |ψs〉 〈ψs| (A7)

For Hj , j ∈ {0, 1}, the density matrix is then

ρj = (1− ε)ρstar + ερjplanet. (A8)

To simplify the notation, we divide the frequency spectrum into three bands: we use ω1 to denote the band
ω ∈ [0, ω0 −∆/2], ω2 denoting ω ∈ [ω0 −∆/2, ω0 + ∆/2], and ω3 for ω ∈ [ω0 + ∆/2,W ].

Let the star be positioned at x0 and the planet at x0 + s.

Under H0, the outcomes are

pH0
(x, ω1) =

W −∆

2W

(
(1− ε)|ψ(x− x0)|2 + ε|ψ(x− x0 − s)|2

)
pH0

(x, ω2) =
∆

W

(
(1− ε)|ψ(x− x0)|2 + ε|ψ(x− x0 − s)|2

)
pH0(x, ω3) =

W −∆

2W

(
(1− ε)|ψ(x− x0)|2 + ε|ψ(x− x0 − s)|2

)
(A9)

Under H1,

pH1
(x, ω1) =

ω0 −∆/2

W
(1− ε)|ψ(x− x0)|2 +

ω0 −∆/2

W − η∆
ε|ψ(x− x0 − s)|2

pH1
(x, ω2) =

∆(1− ε)
W

|ψ(x− x0)|2 + ε
∆(1− η)

W − η∆
|ψ(x− x0 − s)|2

pH1
(x, ω3) =

W − ω0 −∆/2

W
(1− ε)|ψ(x− x0)|2 + ε

W − ω0 −∆/2

W − η∆
|ψ(x− x0 − s)|2 (A10)

The spatial distribution of |ψx0〉 and |ψs〉 are, in general, not orthogonal. We can diagonalise these via

|e1〉 = |ψx0
〉 , |e2〉 =

|ψx0+s〉 − κ |ψx0
〉√

1− κ2
(A11)

where we have defined κ = 〈ψx0
|ψs〉. For a Gaussian PSF, κ = exp(−s2/8σ2);
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To facilitate the calculation, we define density matrices in frequency space

ρω1 =
1

ω0 −∆/2

∫ ω0−∆/2

0

dω |ω〉 〈ω| , (A12)

ρω2 =
1

∆

∫ ω0+∆/2

ω0−∆/2

dω |ω〉 〈ω| , (A13)

ρω3 =
1

W − (ω0 + ∆/2)

∫ W

ω0+∆/2

dω |ω〉 〈ω| . (A14)

The spectrum of the star can be written as

ρωstar =
1

W

[(
ω0 −

∆

2

)
ρω1 + ∆ρω2 +

(
W − ω0 −

∆

2

)
ρω3

]
(A15)

The spectrum of the planet under H1 can be written as

ρωplanet =
1

W − η∆

[(
ω0 −

∆

2

)
ρω1 + ∆(1− η)ρω2 +

(
W − ω0 −

∆

2

)
ρω3

]
(A16)

In the basis of {|ω〉} ⊗ {|e1〉 , |e2〉}, the density matrices are

ρ0 =ρωstar ⊗ ((1− ε(1− κ2)) |e1〉 〈e1|+ ε(1− κ2) |e2〉 〈e2|+ εκ
√

1− κ2(|e1〉 〈e2|+ c.c))

ρ1 =
(
(1− ε)ρωstar + εκ2ρωplanet

)
⊗ |e1〉 〈e1|+ ε(1− κ2)ρωplanet ⊗ |e2〉 〈e2|+

εκ
√

1− κρωplanet ⊗ |e1〉 〈e2|+ c.c. (A17)

Under H0, in the basis {|e1〉 , |e2〉} ⊗ |ω〉, the spatio-spectral domain components of the density matrices are

ρω1

H0
=

(
κ2ε(W2 −

∆
2 )

W +
(1−ε)(W2 −

∆
2 )

W

κ
√

1−κ2ε(W2 −
∆
2 )

W
κ
√

1−κ2ε(W2 −
∆
2 )

W

(1−κ2)ε(W2 −
∆
2 )

W

)
⊗
∫
|ω〉 〈ω|

ρω2

H0
=

(
∆κ2ε
W + ∆(1−ε)

W
∆κ
√

1−κ2ε
W

∆κ
√

1−κ2ε
W

∆(1−κ2)ε
W

)
⊗
∫
|ω〉 〈ω|

ρω3

H0
=

(
κ2ε(W2 −

∆
2 )

W +
(1−ε)(W2 −

∆
2 )

W

κ
√

1−κ2ε(W2 −
∆
2 )

W
κ
√

1−κ2ε(W2 −
∆
2 )

W

(1−κ2)ε(W2 −
∆
2 )

W

)
⊗
∫
|ω〉 〈ω| (A18)

And we have

ρ0 = ρω1

H0
⊕ ρω2

H0
⊕ ρω3

H0
(A19)

Now, under H1, these are, instead

ρω1

H1
=

(
(1− ε) (ω0−∆/2)

W + εκ2 (ω0−∆/2)
W−η∆ εκ

√
1− κ2 (ω0−∆/2)

W−η∆

εκ
√

1− κ2 (ω0−∆/2)
W−η∆ ε(1− κ2) (ω0−∆/2)

W−η∆

)
⊗
∫ ω0−∆/2

0

|ω〉 〈ω| (A20)

ρω2

H1
=

(
(1− ε) ∆

W + εκ2 ∆(1−η)
W−η∆ εκ

√
1− κ2 ∆(1−η)

W−η∆

εκ
√

1− κ2 ∆(1−η)
W−η∆ ε(1− κ2)εκ

√
1− κ2W−ω0−∆/2

W−η∆

)∫ ω0+∆/2

ω0−∆/2

|ω〉 〈ω| (A21)

ρω3

H1
=

(
(1− ε)W−ω0−∆/2

W + εκ2W−ω0−∆/2
W−η∆ εκ

√
1− κ2W−ω0−∆/2

W−η∆

εκ
√

1− κ2W−ω0−∆/2
W−η∆ ε(1− κ2)W−ω0−∆/2

W−η∆

)∫ W

ω0+∆/2

|ω〉 〈ω| (A22)
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We have, under H1

ρ1 = ρω1

H1
⊕ ρω2

H1
⊕ ρω3

H0
(A23)

The quantum Chernoff exponent (QCE) is difficult to compute analytically due to the optimisation, but one can
compute the QRE.

The full expression for the QRE is cumbersome and not particularly enlightening. But in the limit ε � 1, the
expression is

D(ρ0||ρ1) ≈
ε(1− κ2)(W log

(
1− η∆

W

)
−∆ log(1− η))

W
+

ε2κ2

2(W − η∆)2
×
[
2

(
− η2∆2

(
κ2 − 1

)
log
(
ε− κ2ε

)
+ κ2W 2 log

(
1− η∆

W

)
+ 2∆2η2κ2 log

(
W − η∆

W − ηW

)
+ 2∆2η2 log

(
W − ηW
W − η∆

)
− η2∆κ2W log(W − η∆)

+ η2∆W log(W − η∆) +W
(
2η∆κ2 +W

)
log

(
W

W − η∆

)
+ 2η∆W log

(
1− η∆

W

)
+ η2∆κ2W log

(
(η − 1)

(
κ2 − 1

)
Wε
)
−∆η2W log

(
(η − 1)

(
κ2 − 1

)
Wε
))

+ η2∆
(
3κ2 − 2

)
(W −∆)− 2∆

(
κ2 − 1

)
log(1− η)(W − 2η∆)

]
+O(ε3) (A24)

Note that the first-order in ε is the same as the first-order term for the almost-optimal measurement.

Now, let us examine the almost-optimal quantum measurement. The POVMs are

M̂(e, ω) = |e1〉 〈e1| ⊗ |ω〉 〈ω|+ (11− |e1〉 〈e1|)⊗ |ω〉 〈ω| (A25)

Divide into the three frequency bands, and associate the light that ends up in the fundamental mode with the label
e1, and ē1 otherwise.

For H0

pH0(e1, ω1) =
(2ω0 −∆)

(
1−

(
1− κ2

)
ε
)

2W

pH0
(ē1, ω1) =

(
κ2 − 1

)
ε(∆− 2ω0)

2W

pH0(e1, ω2) =
∆−∆

(
1− κ2

)
ε

W

pH0
(ē1, ω2) =

∆
(
1− κ2

)
ε

W

pH0
(e1, ω3) =

(
1−

(
1− κ2

)
ε
)

(−∆ + 2W − 2ω0)

2W

pH0
(ē1, ω3) =

(
1− κ2

)
ε
(
−∆

2 +W − ω0

)
W

(A26)
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For H1

pH1
(e1, ω1) =

(
ω0 −

∆

2

)(
κ2ε

W − η∆
+

1− ε
W

)
pH1

(ē1, ω1) =

(
κ2 − 1

)
ε(∆− 2ω0)

2(W − η∆)

pH1
(e1, ω2) =

∆(1− η)κ2ε

W − η∆
+

∆−∆ε

W

pH1
(ē1, ω2) =

∆(1− η)
(
1− κ2

)
ε

W − η∆

pH1
(e1, ω3) =

(−∆ + 2W − 2ω0)
(
η∆(ε− 1) +

(
κ2 − 1

)
Wε+W

)
2W (W − η∆)

pH1
(ē1, ω3) =

(
1− κ2

)
ε
(
−∆

2 +W − ω0

)
W −∆η

(A27)

a. Quantum Chernoff boud

For the symmetric case, the QEC is difficult to compute analytically, but it can be calculated numerically. The
classical Chernoff exponent VS the QCE is plotted in the main body of the manuscript. Qualitatively the error
exponent behaves very similarly to the asymmetric case (see below).

The CCE of SPADE is given by

ξSPADE
CCB = − log

[
−∆

(
κ2 − 1

)
ε

√
1− η

W 2 − η∆W
−
(
κ2 − 1

)
ε(W −∆)√

W (W − η∆)

+

√√√√ (∆ (κ2 − 1) ε+ ∆)
(

∆(η−1)κ2ε
η∆−W + Delta−∆ε

W

)
W

+
(W −∆)

√
((κ2−1)ε+1)(η∆(ε−1)+(κ2−1)Wε+W )

W−η∆

W

]
(A28)

≈

(
1− κ2

)
ε
(
−W 3/2 +W

√
W − η∆−∆

√
W − ηW + ∆

√
W
)

W
√
W − η∆

+O(ε2) (A29)

in the limit that ε� 1.

b. Quantum Stein lemma

For the CRE of the almost-optimal measurement, the expression is

Dc(p
SPADE
H0

||pSPADE
H1

) = log
(((

κ2 − 1
)
ε+ 1

)
(W − η∆)

)
+

∆κ2ε log((1− η)X)

W
− ∆ε log((1− η)X)

W
+

∆ log(X)

W

− ∆κ2ε log(Y )

W
+

∆ε log(Y )

W
− ∆ log(Y )

W
+ κ2ε log

((
κ2 − 1

)
Wε+W

)
− ε log

((
κ2 − 1

)
Wε+W

)
+ κ2(−ε) log(X) + ε log(X)− log(X)

X ≡ η∆(ε− 1) +
(
κ2 − 1

)
Wε+W

Y ≡ η∆(ε− 1)−W
(
(η − 1)κ2ε+ ε− 1

)
(A30)
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In the limit that ε� 1,

D =
ε
(
κ2 − 1

)
(∆ log(1− η)−W log(W − η∆) +W log(W ))

W
+
ε2η2κ4(W −∆)∆

2(W − η∆)2
+O

(
ε3
)

(A31)

Appendix B: Asymmetric error hypothesis testing

Suppose the type-I error is no larger than a constant α, then the type-II error exponent can be written as

β = ND(ρ0||ρ1) +
√
NV (ρ0||ρ1)Φ−1(α) +O(logN) (B1)

where Φ−1(y) = 1/
√

2π
∫ y
−∞ dx exp(−x2/2). For α ∈ (0, 1/2], Φ−1(α) < 0, and D(ρ0||ρ1) is the quantum relative

entropy.

D(ρ0||ρ1) = Tr[ρ0(ln(ρ0 − ρ1))]

=
∑
i

pi log pi −
∑
i

〈i|ρ0 log ρ1|i〉

=
∑
i

pi(log pi −
∑
j

Pij log qj)

〈i| log ρ1|i〉 =
∑
j

log(qj)Pij , Pij = 〈i|j〉 〈j|i〉 (B2)

Calculate the QRE variance. We have ρ =
∑
i pi |i〉 〈i| and log ρ =

∑
i log pi |i〉 〈i|.

V (ρ||σ) = Tr[ρ(log ρ− log σ)2]−D(ρ||σ)2 (B3)

Tr[ρ(log ρ− log σ)2] = Tr[ρ(log ρ− log σ)(log ρ− log σ)]

= Tr[ρ
(
[log ρ]2 − log ρ log σ − log σ log ρ+ [log σ]2

)
]

(B4)

The cross-terms are

log ρ log σ =
∑
i,j

log pi log qj |i〉 〈i|j〉 〈j|

ρ log ρ log σ =

(∑
k

pk |k〉 〈k|

)∑
i,j

log pi log qj |i〉 〈i|j〉 〈j|


=
∑
i,j

pi log pi log qj |i〉 〈i|j〉 〈j| (B5)

Taking the trace,

〈i|
∑
i,j

pi log pi log qj |i〉 〈i|j〉 〈j|i〉 = pi log pi log qjPi,j (B6)
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For the last term, we have

Tr[ρ log2 σ] = Tr

∑
i

pi |i〉 〈i|

∑
j

log2 qj |j〉 〈j|


=
∑
i,j

pi log2 qjPi,j (B7)

Therefore

V (ρ||σ) = Tr[ρ(log ρ− log σ)2] (B8)

Tr[ρ(log ρ− log σ)2] =
∑
i

pi log2 pi − 2
∑
i,j

pi log pi log qjPi,j +
∑
i,j

pi log2 qjPi,j (B9)
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