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Abstract

We use a groupoid model for the spin algebra to introduce boundary conditions on quantum

spin systems via a Poisson point process representation. We can describe KMS states of quantum

systems by means of a set of equations resembling the standard DLR equations of classical

statistical mechanics. We introduce a notion of quantum specification which recovers the classical

DLR measures in the particular case of classical interactions. Our results are in the same direction

as those obtained recently by Cha, Naaijkens, and Nachtergaele, differently somehow from the

predicted by Fannes and Werner.

1 Introduction

The KMS condition was proposed as a characterization for equilibrium states in quantum statis-
tical mechanics in a seminal paper by Haag, Hugenholtz, and Winnink [29]. Around the same time,
Ruelle-Lanford [31] and Dobrushin [17] proposed a set of equations, known nowadays as the DLR
equations, that characterize the equilibrium states for classical statistical mechanics systems.

Both conditions are, at first sight, completely different. The KMS condition is a dynamical condi-
tion for equilibrium, relying on well-defined dynamics on the observable algebra to make sense, while
the DLR equations characterize the conditional expectations of the state concerning the σ−algebra
of the events localized outside of a finite region of Zd. Also, some theorems pose problems with a
direct analogy between both conditions.

The first evidence is given by Proposition 5.3.28 in [11], which implies that the dynamics on a
classical algebra of observables must be trivial. Another theorem is Takesaki’s theorem [1], which
states that if there is a conditional expectation between the quasi-local algebra of observables and
the localized algebra in a finite region Λ ⊂ Zd, then the state factors as a product state.

At this point, we can ask about the relation between the two characterizations. Brascamp [12]
showed that a state is KMS for classical interactions of lattice gases when embedded in the CAR
algebra, if and only if they are DLR probability measures on the configuration space. For general finite
spin systems, this was solved in two papers by Araki and Ion [5], which solved the one-dimensional
case and the high-temperature case for all dimensions, and by another article by Araki, in [6], where
the result was proven in full generality.

To this end, Araki introduced the so-called Gibbs condition, which is equivalent to the KMS
condition (Theorem 6.2.18 from [11]) and reduces to the DLR equations if the interaction is classical.
This condition relies on perturbation theory with bounded operators developed by Araki, which poses
some difficulties that are absent in the classical case when one tries to identify the pure phases of the
system since the definition of the Gibbs condition involves modular automorphisms. In the words of
T. Matsui, in [32],

"One mathematically interesting question is whether any KMS state is obtained in this
procedure, namely, one may ask whether any KMS state is a thermodynamic limit of finite
volume Gibbs states with suitable boundary conditions for Hamiltonians as is described
here. Theorem 3.3 may be taken as an answer to this question, however, this is not what
we want. We are asking the effect of the boundary condition of our Hamiltonian in a large
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system while the Gibbs condition is the boundary condition imposed on the states. From
a practical point of view, the [Gibbs condition] is cumbersome to handle [. . . ]. We are
not certain that all the infinite volume Gibbs states are obtained via a [thermodynamic
limit]."

Indeed, from a classical statistical mechanics point of view, all the pure phases of the system are
obtained via a thermodynamic limit (see Theorem 7.12 in [20]). However, it is known that there
exist examples of non-extremal DLR measures which can not be obtained via a thermodynamic limit,
see [14, 33]. In the quantum case, there are proposals by Israel [27] and Simon [42]. For Israel,
the boundary conditions should consist of conditioning the Hamiltonian to a fixed pure state of the
C*-algebra outside the box. In Simon’s approach, the boundary conditions come from states that can
be described by a family of compatible density matrices. Of course, if the interaction in consideration
has a finite range, both proposals are the same.

Other approaches for studying states in quantum spin systems with boundary conditions were
made using Poisson point processes; see [3, 4]. In their papers, M. Aizenman and B. Nachtergaele
proposed the notion of quasi-states, a linear function that has a positive restriction to an abelian
subalgebra. Although promising, no relation with KMS states has been further investigated since
then. In [23], M. Fannes and R. F. Werner raised concerns about the validity of what they called
a DLR inclusion, even suggesting some counterexamples to constructing such a theory for quantum
systems. But in recent years, M. Cha, P. Naaijkens, and B. Nachtergaele [13] have characterized
the ground states of Kitaev models using a suitable notion of boundary operators, reigniting our
interest and showing that maybe a DLR theory could be developed. By analyzing the monograph
by Gruber, Hintermann, and Merlini [22], we noticed that the transformation group studied there
had the usual spin algebra as its C∗-algebra, giving us a possible "quantum space" to act as a
configuration space for a DLR theory. Thus by combining random representations and the groupoid
model for the C∗-algebra of the quantum spin system, we could find a suitable generalization of
the DLR equations for the quantum setting. In this paper, we show some basic properties that
a quantum specification should have and show that the states compatible with it are KMS states.
In fact, DLR and conformal measures already were considered in the setting of groupoid C∗-algebra
algebras exploring the connections with the results in thermodynamic formalism on countable Markov
shifts, see [8, 9].

Our paper is divided as follows. In Section 2, we give some basic definitions, state some known-
results on groupoid and their C*-algebras, and about Poisson point processes representations applied
to short-range models in quantum spin systems. In section 3, we introduce the notions finite volume
quantum Gibbs states depending on paths. We also introduce a definition of quantum specification
for groupoids and show that the finite volume quantum Gibbs states satisfy them. In Section 4, we
discuss how the sates introduced in previous sections relate to the known KMS states for short-range
interactions.

2 Preliminary Results

Following [22], we introduce the state space as a group. Let Gq ⊂ S1 be the subgroup of all q
roots of unity, i.e.,

Gq = {e2πi
k
q : k = 0, 1, . . . , q − 1}.

For simplicity, we choose q = 2. With this assumption, we recover the usual state space {−1,+1}
for Ising spin systems. The Pontryagin dual of Gq can be readily shown to be isomorphic to itself.

Indeed, just notice that a character χ on Gq must also be a root of unit since 1 = χ(1) = χ(e
2πi
q )q.

Thus there must exist k such that χ(e
2πi
q ) = e2πi

k
q . Moreover, the group Gq is isomorphic to Zq, the

group of integers modulo q. Define the action α : Zq ×Gq → Gq given by

α(m, e2πi
k
q ) = e2πi

k+m
q .
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With this action, we can define the transformation groupoid Gq ⋊α Zq. This is a compact Hausdorff
étale groupoid with respect to the product topology. The following proposition follows by standard
methods:

Proposition 2.1. C∗(Gq ⋊α Zq) ≃ Mq(C).

For each subset Λ ⊂ Z
d, consider

ΩΛ =
∏

x∈Λ

Zn and ĜΛ =
⊕

x∈Λ

Zn.

When n = 2 we will consider ΩΛ = {−1,+1}Λ and use the multiplicative notation for Z2 since this is
related to the more familiar case of two-valued spins in classical statistical mechanics. When Λ = Zd,
we will write ΩZd := Ω and GZd := G. Let the action αΛ : ΩΛ ×GΛ → GΛ be given by

α(σ, g) = (gxσx)x∈Λ,

where we used implicitly that g = ⊕x∈Λgx and that gxσx is the usual action of Zn in {0, 1, . . . , n}.
For the case n = 2, this action is known as spin-flip. Our groupoid then will be the transformation
groupoid

GΛ = ΩΛ ⋊αΛ
GΛ.

Again, we will make the identification G := GZd . We will denote the elements of the groupoid by
different greek letters, to distinguish from the usual notation for configurations in classical statistical
mechanics, e.g., σΛ, ωΛ ∈ ΩΛ and σΛ,ωΛ ∈ GΛ. Some references for groupoid C∗-algebras are [36, 37,
38, 43]. Let An be the inductive limit C∗-algebra, constructed in section 6.2.1 of [11]. This algebra is
also known as the UHF-algebra of type n∞. We denote by Pf (Z

d) the set of finite subsets of Zd.

Theorem 2.1. The C∗ algebra C∗(G) is isomorphic to the algebra An

Definition 2.1. A function φ : Pf (Z
d) → C∗(G) is called an interaction if φ(Λ) := φΛ = φ∗

Λ and
φΛ ∈ C∗(GΛ). An interaction is said to have short-range if there is R > 0 such that if diamX > R,
then φX = 0. Otherwise, it will be said that the interaction has long-range.

Definition 2.2. An interaction φ : Pf(Z
d) → U is called classical when it is an interaction and

φX ∈ C(ΩX) for all X.

Before introducing the definition of boundary condition for the quantum statistical mechanics case,
we first will derive a random representation for the Gibbs density operator. These representations
appeared previously; see [3, 4, 21, 24, 25, 26, 40] for a non-exhaustive list of papers where point
processes were used to study quantum spin systems. In this case, the group

⊕
x∈Zd Z2 as the set

Pf (Z
d) with the product given by the symmetric difference. Let σ(i)

x , i = 1, 2, 3 be a copy of the Pauli
matrices in the local algebra Ax. We will assume from now on that the interactions are homogeneous
polynomials on the generators, i.e.,

φX =
∑

A∪B=X

cA,Bσ
(3)
A σ

(1)
B .

We will always use the representation where the Pauli operator σ
(3)
A appears at the l.h.s of the

operator σ
(1)
B . Since the interaction term φX must be self-adjoint we have that the constants must

satisfy cA,B = (−1)|A∩B|cA,B. We can write the coefficients as cA,B = rA,Be
iπθA,B , where the number

θA,B ∈ {0, 1,±1/2}. The Hamiltonian operator is defined as

HΛ(φ) :=
∑

X⊂Λ

φX .
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By definition of interaction, the Hamiltonian is a well-defined self-adjoint element of the algebra
C∗(GΛ). Following Bratteli and Robinson [11], we define a surface term corresponding to the interac-
tion between the region Λ and the exterior region Λc

WΛ(φ) :=
∑

X∩Λ 6=∅
X∩Λc 6=∅

φX .

The surface energy term is not well defined for all possible interactions since, different from the
Hamiltonian function HΛ described previously, it is potentially a sum of infinitely many terms, thus
bringing convergence issues to the definition. Notice that this can be circumvented, for instance, if
one assumes that the interaction has a short-range. For the general case, suitable decaying conditions
can be made as a hypothesis to ensure convergence of the sum. We will focus only on the short-range
case.

Proposition 2.2. The Gibbs density operator e−β(HΛ(φ)+WΛ(φ)) has a Poisson point process represen-
tation.

Proof. Let Zd ⊔ Zd be the disjoint union of two copies of the lattice Zd. For each finite subset
X ⊂ Zd ⊔ Zd we can associate a pair of finite sets A,B ⊂ Zd such that X = A ⊔ B. For Λ ⊂ Zd,
define the set FΛ = {X ∈ F(Zd ⊔ Zd) : (A∪B) ∩ Λ 6= ∅, B 6= ∅}. The Hamiltonian can be written as

HΛ(φ) +WΛ(φ) = H0
Λ(φ) +

∑

X∈FΛ

rXSX . (2.1)

The operators SX above are defined as

SX = eiπθXσ
(3)
A σ

(1)
B = eiπθX

∏

x∈A

σ(3)
x

∏

y∈B

σ(1)
y ,

where θX is the number that makes SX self-adjoint. The Hamiltonian H
(0)
Λ (φ)+W

(0)
Λ (φ) is the classical

part of the initial quantum Hamiltonian HΛ(φ) +WΛ(φ), defined as

H
(0)
Λ (φ) +W

(0)
Λ (φ) =

∑

A∩Λ 6=∅

JAσ
(3)
A ,

where the constants JA = rAe
iπθA are real numbers, since the self-adjointeness of the interaction φ

implies that θA = 0 or 1. Remember that we are assuming that the interaction has a short-range,
thus there are only finitely many constants rX that are different from 0 for X ∈ FΛ. The Lie-Trotter
formula yields

e−β(HΛ(φ)+WΛ(φ)) = eβ lim
n→∞

[
e−

β
n+1

(H
(0)
Λ (φ)+W

(0)
Λ (φ))

((
1−

β

n

)
1+

β

n
Vφ,Λ

)]n
e−

β
n+1

(H
(0)
Λ (φ)+W

(0)
Λ (φ)),

(2.2)
where Vφ,Λ = −

∑
X∈FΛ

rXSX . The sequence above can be expanded as

[
e−

β
n+1

(H
(0)
Λ (φ)+W

(0)
Λ (φ))

((
1−

β

n

)
1+

β

n
Vφ,Λ

)]n
=

∑

j∈{0,1}n

n∏

m=1

e−
β
n
(H

(0)
Λ (φ)+W

(0)
Λ (φ))V

j(m)
φ,Λ

(
1−

β

n+ 1

)n−
∑n

m=1 j(m)(
β

n

)∑n
m=1 j(m)

. (2.3)

We can break the sum depending on each j in the r.h.s of Equation (2.3) yielding us
[
e−

β
n+1

(H
(0)
Λ (φ)+W

(0)
Λ (φ))

((
1−

β

n

)
1 +

β

n
Vφ,Λ

)]n
e−

β
n+1

(H
(0)
Λ (φ)+W

(0)
Λ (φ)) =

n∑

ℓ=0

∑

j∈{0,1}n

|j(m)=1|=ℓ

(
n∏

m=1

e−
β

n+1
(H

(0)
Λ (φ)+W

(0)
Λ (φ))V

j(m)
φ,Λ

)
e−

β
n+1

(H
(0)
Λ (φ)+W

(0)
Λ (φ))

(
1−

β

n

)n−ℓ(
β

n

)ℓ

.
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Take some j ∈ {0, 1}n, where |j(m) = 1| = ℓ. Enumerate the points where j is not zero into an
increasing order m1 < · · · < mℓ. Hence,
(

n∏

m=1

e−
β

n+1
(H

(0)
Λ (φ)+W

(0)
Λ (φ))V

j(m)
φ,Λ

)
e−

β
n+1

(H
(0)
Λ (φ)+W

(0)
Λ (φ)) =

(
ℓ∏

j=1

e−
β(mj−mj−1)

n+1
(H

(0)
Λ (φ)+W

(0)
Λ (φ))Vφ,Λ

)
e−

β(n+1−mℓ)

n+1
(H

(0)
Λ (φ)+W

(0)
Λ (φ)).

Let R be the range of the interaction φ, and define ΛR = {x ∈ Zd : ∃y ∈ Λ s.t. ‖x − y‖ ≤ R}.
We will calculate the value of the operator on the l.h.s of (2.2) in a point (ωΛR

, ιX) and expand the
r.h.s. using the partition of identity

1 =
∑

ωΛR
∈ΩΛR

δωΛR
,

where δωΛR
are delta functions on the unit ωΛR

∈ G
(0)
ΛR

. These delta functions satisfy the property

δωΛR
∗ f ∗ δηΛR

= f(ηΛR
, ιY )δ(ηΛR

,ιY ), (2.4)

where Y is such that ιY ηΛR
= ωΛR

, and f ∈ Cc(GΛR
). Thus,

διXωΛR
∗

(
n∏

m=1

e−
β

n+1
(H

(0)
Λ (φ)+W

(0)
Λ (φ))V

j(m)
φ,Λ

)
e−

β
n+1

(H
(0)
Λ (φ)+W

(0)
Λ (φ)) ∗ δωΛR

=

∑

ωΛR,k∈ΩΛR
1≤k≤ℓ

διXωΛR
∗

(
ℓ∏

k=1

e−
β(mk−mk−1)

n+1
(H

(0)
Λ (φ)+W

(0)
Λ (φ))(ωΛR,k)δωΛR,k

∗ Vφ,Λ

)
e−

β(n+1−mℓ)

n+1
(H

(0)
Λ (φ)+W

(0)
Λ (φ)) ∗ δωΛR

=

∑

ωΛR,k∈ΩΛR
1≤k≤ℓ

e−βEΛ((ωΛR,1,m1/(n+1)),...,(ωΛR,ℓ,mℓ/(n+1)))διXωΛR
∗

(
ℓ∏

k=1

δωΛR,k
∗ Vφ,Λ

)
∗ δωΛR

,

where the function EΛ is

EΛ((ωΛR,1, m1/(n + 1)), . . . , (ωΛR,ℓ, mℓ/(n+ 1)) =
1

n+ 1

ℓ+1∑

k=1

(mk −mk−1)(H
(0)
Λ (φ) +W

(0)
Λ (φ))(ωΛR,k),

with ωΛR,ℓ+1 = ωΛR
. We have

διXωΛR
∗

(
ℓ∏

k=1

δωΛR,k
∗ Vφ,Λ

)
∗ δωΛR

=

(
ℓ∏

k=1

Vφ,Λ(ωΛR,k, ιXk
)

)
διXωΛR

=ωΛR,1
δωΛR

,

by the property (2.4). Define the following function

UΛ(ωΛR,1, . . . , ωΛR,n; (ωΛR
, ιX)) =

ℓ∏

k=1

Vφ,Λ(ωΛR,k, ιXk
).

The r.h.s of (2.3) becomes

n∑

ℓ=0

∑

j∈{0,1}n

|j(m)=1|=ℓ

∑

ωΛ,m∈ΩΛ

1≤m≤ℓ

e−βEΛ((ωΛR,1,m1/n),...,(ωΛR,ℓ,mℓ/n))×

UΛ(ωΛR,1, . . . , ωΛR,ℓ; (ωΛR
, ιX))διXωΛR

=ωΛR,1

(
1−

β

n

)n−ℓ(
β

n

)ℓ

. (2.5)
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Consider the following Bernoulli point process

Nn(x, C) =

n∑

j=1

ξn,j(x)δ(ζj (x), j
n+1

)(C),

where C is a Borel subset of Ω̃ΛR
= ΩΛR

× [0, 1] and {ξi,j}i∈N,1≤j≤n and {ζj}j∈N are families of i.i.d
random variables with distribution

P(ξn,j = 1) = 1− P(ξn,j = 0) =
β

n
and P(ζj = ωΛR

) = 1.

Defining the time ordering functions Tn : [0, 1]n → [0, 1]n

Tn(t1, . . . , tn) = (t′1, . . . , t
′
n),

where the r.h.s is a permutation of (t1, . . . , tn) satisfying t′i ≤ t′i+1, i = 1, . . . , n − 1. One can write
the function Tn more explicity using characteristics functions in the following way

Tn(t1, . . . , tn) =
∑

p∈Sn

(
n−1∏

i=1

1{x>0}(tp(i) − tp(i+1))

)
(tp(1), . . . , tp(n)),

where Sn is the permutation group of n points. Notice that this function is zero whenever we have
two coordinates ti and tj that are equal. Since the set of points where there are two equal coordinates
have measure zero on [0, 1]n with respect to the Lebesgue measure, we can redefine it to give a nonzero
value. Using the functions Tn we can construct a time ordering function T on the coproduct (See
Appendix A). By a similar procedure, by introducing the functions fn : Ω̃n

Λ → R given by

fn((ωΛR,i, ti)n; (ωΛR
, ιX)) = e−βEΛ((ωΛR,i,ti)n;(ωΛR

,ιX))UΛ((ωΛR,i, ti)n; (ωΛR
, ιX)),

where (ωΛR,i, ti)n = ((ωΛR,1, t1), . . . , (ωΛR,n, tn)) with

EΛ((ωΛR,i, ti)n; (ωΛR
, ιX)) =

n∑

i=0

(t′i+1 − t′i)(H
(0)
Λ (φ) +W

(0)
Λ (φ))(ωΛR,i) and

UΛ((ωΛR,i, ti)n; (ωΛR
, ιX)) =

n∏

k=1

Vφ,Λ(ωΛR,k, ιXk
),

where t0 = 0, tn+1 = 1, ωΛR,0 = ιXωΛR
, and ωΛR,n = ωΛR

we can create a function f defined on
the coproduct of Ω̃n

ΛR
, for n ≥ 0. The expression (2.5) is then, an integral of the function f with

respect to the Binomial point process. Since the Binomial point process converges in distribution to
a Poisson point process we have that

e−β(HΛ(φ)+WΛ(φ))(ωΛR
, ιX) = lim

n→∞

∫

Ω

f ◦Nn(ω)dP(ω) =

∫

Ω

f ◦N(ω)dP(ω)

We know that the function UΛ can be expanded by using the fact that Vφ,Λ =
∑

X∈FΛ
rXSX , in

the following way

UΛ((ωΛR,i, ti)n; (ωΛR
, ιX)) =

n∏

k=1

Vφ,Λ(ωΛR,k, ιXk
)

=
n∏

k=1

(∑

X∈FΛ

rXSX(ωΛR,k, ιXk
)

)

=
∑

Xj∈FΛ

1≤j≤n

n∏

k=1

rXj
SXj

(ωΛR,k, ιXk
).
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The Poisson point process representation in this case is a rigorous path integral for quantum spin
systems. We will proceed now to write in a way that the analogy with the paths is more transparent.
Using the integration formula for Poisson point processes in Proposition A.4, we know

∫

N(X)

fdN =
∑

n≥0

βn

n!

∫

[0,1]n

∑

ωΛR
∈Ωn−1

ΛR

e−βEΛ((ωΛR,i,ti)n;(ωΛR
,ιX))UΛ((ωΛR,i, ti)n; (ωΛR

, ιX))dt
n

=
∑

n≥0

βn

n!

∫

[0,1]n

∑

ωΛR
∈Ωn−1

ΛR

∑

Xj∈FΛ
1≤j≤n

e−βEΛ((ωΛR,i,ti)n;(ωΛR
,ιX))

n∏

k=1

rXj
SXj

(ωΛR,k, ιXk
)dtn.

By Corollary A.2, the formula above is just the integration of the map

(ωΛR,i, ti, Xi)n 7→ e−βEΛ((ωΛR,i,ti)n;(ωΛR
,ιX))

n∏

k=1

SXj
(ωΛR,k, ιXk

),

with respect to the Poisson Point process NΛR
:=
∑

X∈FΛ
NX , where each NX is a Poisson point

process with intensity measure βrXdt. The point process NΛR
can be decomposed as the sum of two

independent Poisson point processes

NΛR
=
∑

X⊂Λ
X∈FΛ

NX +
∑

X∩ΛR\Λ 6=∅
X∈FΛ

NX = NΛ +NΛR\Λ.

Lemma 2.1. Let f : N(Ω̃ΛR
× FΛ) → R be a bounded measurable function. It holds

∫
f(ν)dNΛR

(ν) =

∫ ∫
f(ν + ν ′)dNΛ(ν)dNΛR\Λ(ν

′) (2.6)

Proof. Corollary A.2 gives us the following formula for the innermost integral in the r.h.s of Equation
(2.6)

∫
f(ν + ν ′)dNΛ(ν) =

∑

k≥0

βk

k!

∫

[0,1]k

∑

σΛR,i∈Ω
k
ΛR

Xi⊂Λ,Xi∈FΛ

f

(
k∑

i=1

δ(σΛR,i,ti,Xi) + ν ′

)
k∏

i=1

rXi
dtk.

Using the linearity of the integral and again using the formula given in Corollary A.2, we get

∫


∫

[0,1]k

∑

σΛR,i∈Ω
n
ΛR

Xi⊂Λ,Xi∈FΛ

f

(
k∑

i=1

δ(σΛR,i,ti,Xi) + ν ′

)
k∏

i=1

rXi
dtk


 dNΛR\Λ(ν

′) =

∑

m≥0

βm

m!

∫

[0,1]m

∫

[0,1]k

∑

σΛR,i∈Ω
k
ΛR

Xi⊂Λ,Xi∈FΛ

∑

ωΛR,i∈Ω
m
ΛR

Yi∩ΛR\Λ 6=∅,Yi∈FΛ

f

(
k∑

i=1

δ(σΛR,i,ti,Xi) +
m∑

i=1

δ(ωΛR,i,ti,Yi)

)
k∏

i=1

rXi

m∏

i=1

rYi
dtkdtm.

Thus, by rearranging the terms, we can write the total integral as the sum over n ≥ 0 of all k+m = n
terms
∫ ∫

f(ν + ν ′)dNΛ(ν)dNΛR\Λ(ν
′) =

∑

n≥0

βn

n!

∑

k+m=n

n!

k!m!

∫

[0,1]k

∫

[0,1]m

∑

σΛR,i∈Ω
k
ΛR

,ωΛR,i∈Ω
m
ΛR

Xi⊂Λ,Xi∈FΛ
Yi∩ΛR\Λ 6=∅,Yi∈FΛ

f

(
k∑

i=1

δ(σΛR
,t,Xi) +

m∑

i=1

δ(ωΛR
,t,Yi)

)
k∏

i=1

rXi

m∏

i=1

rYi
dtkdtm.
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We can break the hypercube [0, 1]n using the subsets A ⊂ {1, . . . , n} in the following way

[0, 1]n =
⋃

A⊂{1,...,n}

{(ti1, . . . , tip) : ij ∈ A} × {(ti1 , . . . , tiq) : ij ∈ Ac},

thus ∫

[0,1]n
=

n∑

k=0

(
n

k

)∫

[0,1]n−k

∫

[0,1]k
dtn−kdtk,

yielding us

∫ ∫
f(ν + ν ′)dNΛ(ν)dNΛR\Λ(ν

′) =
∑

n≥0

βn

n!

∫

[0,1]n

∑

σΛR,i∈Ω
n
ΛR

Xi∈FΛ

f

(
n∑

i=1

δ(σΛR
,t,Xi)

)
n∏

i=1

rXi
dtn.

Corollary A.2 allows us to finish the proof.

The random representation for the Gibbs density operator has the defining feature of always
coming with a preferred permutation for the times for the arrivals: it is always in increasing order,
realized by the composition with the time ordering function T introduced earlier. Hence a good way
of interpreting this random representation is through the notion of what is known as a path integral.
This interpretation could be made rigorous through the definition of a measure on the space of cadlag
functions, as in [7]. We preferred the representation presented here, as an integral over the space of
point measures, since we found it more simple. Nonetheless, the integral over paths idea motivates us
to introduce the following notations for the functions being integrated, but first, a few observations
must be made. Notice that the functions SX satisfy

SX((ωΛR
, ιX)) =

{
eiπθX

∏
x∈A(ιBωΛR

)x X = B

0 o.w.

Thus not every point measure αΛR
∈ N(Ω̃ΛR

×P(ΛR⊔ΛR)) will contribute to the integral representa-
tion, only those that, after the time ordering operation, are coherent with respect to the sets appearing
in the jumps. We can make this rigorous by introducing the following subset of N(Ω̃Λ ×P(ΛR ⊔ΛR))

P
ωΛR

,X

ΛR
:=

{
αΛR

=
n∑

i=1

δ(ωΛR,i,ti,Xi), n ≥ 0 : ωΛR,1 = ωΛ, ωΛR,n = ιXωΛ, ωΛR,i−1 = ιBi
ωΛR,i, 1 ≤ i ≤ n

}
,

(2.7)
Given another point measure ξΛR

, we can also introduce the following set

P
ωΛR

,X,ξΛR

ΛR
:= ξΛR

+ P
ωΛR

,X

ΛR
. (2.8)

Although some elements of the set above may not generate coherent paths, it will be clear that in
our applications it will always be the case. Each point measure of P

ωΛR
,X

ΛR
can be viewed as a path

by rearranging the jumps following the increasing order of the time, i.e.,

αΛR
(t) = ωΛR,i, if ti−1 ≤ t < ti,

where we are supposing, in the definition above, that the times ti are already ordered, see the Figure
We will use, for the path, the same notation as in the point measure. Finally, the following

notation will be used from now on

EΛR
((ωΛR,i, ti)n; (ωΛR

, ιX)) =

n∑

i=0

(t′i+1 − t′i)H
(0)
ΛR

(φ)(ωΛR,i) =

∫

αΛR

H
(0)
ΛR

(φ) and

SΛR
(αR) =

n∏

i=1

eiπθXi

∏

x∈Ai

(ιBi
ωΛ,i)x.
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For every bounded measurable function f : N(Ω̃ΛR
× FΛ) → C, let us introduce the measure

∫

P
ωΛR

,X

ΛR

f(αΛR
)dνφ,ΛR

(αΛR
) =

∑

n≥0

βn

n!

∫

[0,1]n

∑

ωΛR,i∈ΩΛR
,

Xi∈FΛR

f(ωΛR,i, ti, Xi)

n∏

i=1

rXi
dtn, (2.9)

Notice that this measure can be related to the integration with respect to the Poisson point process
NΛR

, introduced previously in this section. We get the expression,

e−βHΛR
(φ)(ωΛR

, X) = eβ
∫

P
ωΛR

,X

ΛR

e
−β

∫
αΛR

H
(0)
ΛR

(φ)
S(αΛR

)dνφ,ΛR
(αΛR

).

3 The DLR states and the Gibbs states

Another definition that is more suitable for classical systems was introduced by Dobrushin [16]
and Lanford and Ruelle [31] and nowadays is called the DLR equation.

Definition 3.1. Let Ω = {E}Z
d

, where |E| < ∞, with the product topology, and consider F the Borel
σ-algebra. Consider FΛc, for Λ a finite subset of Zd, the smallest σ− algebra such that {πi : i ∈ Λc},
the projections, are measurable. Let µ be a probability measure on (Ω,F). We say that µ satisfies the
DLR equations if, and only if, for all f ∈ C(Ω), we have:

Eµ(f |FΛc)(ω) = µω
Λ,β(f) µ a.e.

Where Eµ(·|FΛc) is the conditional expectation with respect to the σ-algebra FΛc, and µω
Λ,β is the local

Gibbs measure.

For more on DLR equations, with more details and in more general contexts, see [20, 44]. The
quantum Gibbs state for the interaction given by the Hamiltonian HΛR

(φ) is given by the following
expression

µβ,φ,ΛR
(f) =

1

Zβ,φ,ΛR

∑

σΛR
∈ΩΛR

f ∗ e−βHΛR
(φ)(σΛR

),

where Zβ,φ,Λ =
∑

σΛR
e−βHΛR

(φ)(σΛR
) is the partition function. We proceed to give a special decom-

position of this state in terms of the Poisson point process NΛR
. By the definition of the product in

a groupoid, we get

f ∗ e−βHΛR
(φ)(σΛR

) =
∑

(ωΛR
,X)∈G

σΛR
ΛR

f(ωΛR
, X)e−βHΛR

(φ)(σΛR
, X)

= eβ
∑

(ωΛR
,X)∈G

σΛR
ΛR

∫

P
σΛR

,X

ΛR

f(ωΛR
, X)e

−β
∫
αΛR

H
(0)
ΛR

(φ)
SΛR

(αΛR
)dνφ,ΛR

(αΛR
)

Thus

µβ,φ,ΛR
(f) =

1

e−βZβ,φ,ΛR

∑

σΛR
∈ΩΛR

∑

(ωΛR
,X)∈G

σΛR
ΛR

∫

P
σΛR

,X

ΛR

f(ωΛR
, X)e

−β
∫
αΛR

H
(0)
ΛR

(φ)
SΛR

(αΛR
)dνφ,ΛR

(αΛR
)

where we can write the partition function in the following representation

e−βZβ,φ,ΛR
=

∑

σΛR
∈ΩΛR

∫

P
σΛR
ΛR

e
−β

∫
αΛR

H
(0)
ΛR

(φ)
SΛR

(αΛR
)dνφ,ΛR

(αΛR
)
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Although the above expression seems cumbersome at first sight, it satisfies a decomposition property
similar to the DLR equations. To show this, first, notice that the classical Hamiltonian H

(0)
ΛR

(φ) can
be written as

H
(0)
ΛR

(φ) =
∑

A∩Λ 6=∅

JAσ
(3)
A +

∑

A⊂ΛR\Λ

JAσ
(3)
A = H

(0)
Λ (φ) +W

(0)
Λ (φ) +H

(0)
ΛR\Λ(φ).

Yielding us
∫

αΛR

H
(0)
ΛR

(φ) =

∫

αΛR

(H
(0)
Λ (φ) +W

(0)
Λ (φ)) +

∫

αΛR

H
(0)
ΛR\Λ(φ).

Thus, we can break a path αΛ into two paths, one with jumps only on sets B ∩ ΛR \ Λ 6= ∅, that
we will call αΛR\Λ, and the jumps occurring only inside Λ, that we will call αΛ. Notice that since
there are no changes in the points x ∈ ΛR \ Λ configurations when the jump occurs at times in αΛ,
this implies that ∫

αΛR

H
(0)
ΛR\Λ(φ) =

∫

αΛR\Λ

H
(0)
ΛR\Λ(φ).

Since we cannot remove the dependence of the Hamiltonian in the jumps occurring in the path αΛR\Λ,
we will write the other term as

∫

αΛR

(H
(0)
Λ (φ) +W

(0)
Λ (φ)) =

∫

αΛ

H
αΛR\Λ

Λ (φ)

A similar decomposition is available for the function SΛR
,

SΛR
(αΛR

) =


 ∏

i:Bi∩Λ 6=∅

eiπθXi

∏

x∈Ai

(ιBi
ωΛ,i)x




 ∏

i:Bi⊂ΛR\Λ

eiπθXi

∏

x∈Ai

(ιBi
ωΛ,i)x


 = S

αΛR\Λ

Λ (αΛ)SΛR\Λ(αΛR\Λ).

Due to Lemma 2.1, the following decomposition is possible

e−βHΛR
(φ)(ωΛR

, X) =
∫

P
ωΛR\Λ,X\Λ

ΛR\Λ

(∫

P
ωΛ,X∩Λ,αΛR\Λ

Λ

e
−β

∫
αΛ

H
αΛR\Λ

Λ (φ)
S
αΛR\Λ

Λ (αΛ)dνφ,Λ

)
e
−β

∫
αΛR\Λ

H
(0)
ΛR\Λ

(φ)
SΛR\Λ(αΛR\Λ)dνφ,ΛR\Λ.

Thus by calling the innermost integral in the equation above

D
αΛR\Λ

β,Λ (ωΛ, X ∩ Λ) =

∫

P
ωΛ,X∩Λ,αΛR\Λ

Λ

e
−β

∫
αΛ

H
αΛR\Λ

Λ S
αΛR\Λ

Λ (αΛ)dνφ,Λ(αΛ),

we get the following representation for the point process

e−βHΛR
(φ)(ωΛR

, X) =

∫

P
ωΛR\Λ,X\Λ

ΛR\Λ

D
αΛR\Λ

β,Λ (ωΛ, X ∩ Λ)e
−β

∫
αΛR\Λ

H
(0)
ΛR\Λ

(φ)
SΛR\Λ(αΛR\Λ)dνφ,ΛR\Λ.

The following expression for the product with a function f ∈ Cc(GΛR
) is possible

∑

σΛR
∈ΩΛR

f ∗ e−βHΛR
(φ)(σΛR

) =

∑

σΛR
∈ΩΛR

∑

(ωΛR
,X)∈G

σΛR
ΛR

∫

P
σΛR\Λ,X\Λ

ΛR\Λ

f(ωΛR
, X)D

αΛR\Λ

β,Λ (σΛ, X ∩ Λ)e
−β

∫
αΛR\Λ

H
(0)
ΛR\Λ

(φ)
SΛR\Λ(αΛR\Λ)dνφ,ΛR\Λ(αΛR\Λ)
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We can break the sum above into two sums, the first one summing over the arrows of G
σΛR\Λ

ΛR\Λ and
the second over GσΛ

Λ . A similar procedure can be made with the sum depending on the configuration
space. Thus, by defining the following expression

µ
αΛR\Λ

β,φ,Λ (f)(ωΛR\Λ, X \ Λ) =
1

Z
αΛR\Λ

β,φ,Λ

∑

σΛ∈ΩΛ

f ∗D
αΛR\Λ

β,Λ (σΛ), (3.1)

where the normalization is given by the partition function

Z
αΛR\Λ

β,φ,Λ =
∑

σΛ∈ΩΛ

D
αΛR\Λ

β,Λ (σΛ)

Plugging this again in the equation, we get

∑

σΛR
∈ΩΛR

f ∗ e−β(HΛ(φ)+WΛ(φ))(σΛR
) =

∑

σΛR
∈ΩΛR

∑

(ωΛR
,X)∈G

σΛR
ΛR

∫

P
σΛR\Λ,X\Λ

ΛR\Λ

Z
αΛR\Λ

β,φ,Λ µ
αΛR\Λ

β,φ,Λ (f)(ωΛR\Λ, X \ Λ)e
−β

∫
αΛR\Λ

G(φ)
TΛ(αΛR\Λ)dνφ,ΛR\Λ(αΛR\Λ) =

∑

σΛR
∈ΩΛR

∑

(ωΛR
,X)∈G

σΛR
ΛR

∫

P
σΛR

,X

ΛR

µ
αΛR\Λ

β,φ,Λ (f)(ωΛR
, X)e

−β
∫
αΛR

H(0)(φ)
SΛ(αΛR

)dνφ,ΛR\Λ(αΛR\Λ).

where

µ
αΛR\Λ

β,φ,Λ (f)(ωΛR
, X) = 1(ωΛ, X ∩ Λ)µ

αΛR\Λ

β,φ,Λ (f)(ωΛR\Λ, X \ Λ).

Yielding us a decomposition similar to the one encountered in the usual classical case for the DLR
equations. So, for this reason we will use the expression for the finite Gibbs functional as the one
defined by Equation (3.1). But there is a problem with this functional, related to the way the densities
D

αΛR\Λ

β,Λ are defined. From now on, we will refer to the path αΛR\Λ as αΛc , in order to lighten the
notation. The concatenation of paths can only be defined on paths αΛ α′

Λ where αΛ(1) = α′
Λ(0), by

the following composition rule

αΛ ◦ α′
Λ(t) =

{
αΛ(2t) 0 ≤ t ≤ 1/2

α′
Λ(2t− 1) 1/2 ≤ t ≤ 1.

We can also define an involutive operation that just reverses the path. This is, given a path αΛ, we
define α−1

Λ by α−1
Λ (t) = αΛ(1− t). We are ready to prove the next lemma:

Lemma 3.1. For every αΛc and α′
Λc such that αΛc(1) = α′

Λc(0) and β, β ′ it holds that

DαΛc

β,Λ ∗D
α′
Λc

β′,Λ = D
αΛc◦α′

Λc

β+β′,Λ ,

where α′′
Λc is the gluing of the paths αΛc and α′

Λc.

Proof. Given an element (σΛ, X) of the groupoid GΛ, the product is given by

DαΛc

β,Λ ∗D
α′
Λc

β′,Λ(σΛ, X) =
∑

(ωΛ,Y )∈G
ιXσΛ
Λ

DαΛc

β,Λ (ωΛ, Y )D
α′
Λc

β′,Λ(σΛ, X∆Y ).

For each (ωΛ, Y ), using the random representation of the densities, we have

DαΛc

β,Λ (ωΛ, Y )D
α′
Λc

β′,Λ(σΛ, X∆Y ) =
(∫

P
ωΛ,Y

Λ

e
−β

∫
αΛ

H
αΛc

Λ (φ)
S
αΛΛc

Λ (αΛ)dνφ,Λ(αΛ)

)(∫

P
σΛ,X∆Y

Λ

e
−β′

∫
αΛ

H
α′
Λc

Λ (φ)
S
α′
Λc

Λ (αΛ)dνφ,Λ(αΛ)

)

Using Equation (2.9) and making a change of variables we conclude the proof.
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When the path consists of only one jump at time t, then we get the following representation

DαΛc

β,Λ = e−tβHω
Λ ∗ e−(1−t)βHη

Λ

Thus, by iterating the above formula, we get this nice representation for the densities in terms of
the usual Gibbs densities.

DαΛc

β,Λ =

n∏

j=1

e−sjβH
ωj
Λ ,

where
∑n

j=1 sj = 1. We readily see that it is not true that every operator DαΛc

β,Λ is self-adjoint (this
happens, for example, when the path is symmetric, i.e., αΛ = ξΛ ◦ ξ−1

Λ , for some path ξΛ). Using
the auxiliary measure defined Equation (2.9), we can introduce the following definition for the finite
volume Gibbs states. First, remember that for each Λ, we have the following random representation
for the operator Given (ωΛc, X) ⊂ GΛc , we can introduce the linear functional

µω,X
β,φ,Λ(f) =

1(ωΛ, X ∩ Λ)

Zω,X
β,φ,Λ

∑

σΛ∈ΩΛ

f ∗Dβ,Λ(σΛωΛc , X)

=
1(ωΛ, X ∩ Λ)

Zω,X
β,φ,Λ

∑

σΛ∈ΩΛ

(ηΛ,Y )∈G
σΛ
Λ

f(ηΛωΛc , X ∪ Y )Dβ,Λ(σΛωΛc , X ∪ Y )

=
1(ωΛ, X ∩ Λ)

Zω,X
β,φ,Λ

∑

σΛ∈ΩΛ

(ηΛ,Y )∈G
σΛ
Λ

∫

PσΛωΛc ,X∪Y

f(ηΛωΛc, X ∪ Y )e
−β

∫
αΛ

H
αΛc

Λ (φ)
SαΛc

Λ (αΛ)dνφ(α),

where we suppressed the Zd in the notation, and 1 is the identity operator. They satisfy the consis-
tency condition

Proposition 3.1. Λ′ ⊂ Λ. Then, for any f ∈ Cc(G) we have

µω,X
β,φ,Λ(f) = µω,X

β,φ,Λ(µ
(·)
β,φ,Λ′(f)) (3.2)

Proof. Let us start by the definition of the integral in the region Λ′. We have that

µω,X
β,φ,Λ′(f) =

1

Zω,X
β,φ,Λ′

∑

σΛ′∈ΩΛ′

f ∗Dβ,Λ′(σΛ′ωΛ′c , X)

=
∑

σΛ′∈ΩΛ′

∑

(ωΛ′ ,Y )∈G
σ
Λ′

Λ′

f(ω,X ∪ Y )GΛ′(σΛ′ωΛ′c , X ∪ Y ),

where

GΛ′(σΛ′ωΛ′c , X ∪ Y ) =
Dβ,Λ′(σΛ′ωΛ′c , X ∪ Y )

Zω,X
β,φ,Λ′

When one integrates with respect to the outside box Λ, one gets

µω,X
β,φ,Λ(µ

(·)
β,φ,Λ′(f)) =

∑

σΛ∈ΩΛ

(ωΛ,Y )∈G
σΛ
Λ

µω,Y
β,φ,Λ′(f)GΛ(σΛωΛc , X ∪ Y )

=
∑

σΛ∈ΩΛ

(ωΛ,Y )∈G
σΛ
Λ




∑

ηΛ′∈ΩΛ′

(τΛ′ ,Y ′)∈G
η
Λ′

Λ′

f(τΛ′ωΛc, X ∪ Y∆Y ′)GΛ′(ηΛ′σΛc , X ∪ Y∆Y ′)


GΛ(σΛωΛc , X ∪ Y )
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By breaking the sum and remembering the term that the identity 1 is only different from zero in
the unit space, we can break the sum

∑

σΛ∈ΩΛ

(ωΛ,Y )∈G
σΛ
Λ

=
∑

σΛ\Λ′∈ΩΛ\Λ′

(ωΛ\Λ′ ,Y \Λ′)∈G
σ
Λ\Λ′

Λ\Λ′

∑

σΛ′∈ΩΛ′

And changing the order of the sum we get

µω,X
β,φ,Λ(µ

(·)
β,φ,Λ′(f)) =

∑

σΛc∈ΩΛc

(ωΛ\Λ′ ,Y \Λ′)∈G
σ
Λ\Λ′

Λ\Λ′

F (ωΛ′c , X ∪ Y \ Λ′)

where

F (ωΛ′c , X∪Y \Λ′) =
∑

σΛ′∈ΩΛ′




∑

ηΛ′∈ΩΛ′

(τΛ′ ,Y ′)∈G
η
Λ′

Λ′

f(τΛ′ωΛc , X ∪ Y∆Y ′)GΛ′(ηΛ′σΛc , X ∪ Y∆Y ′)


GΛ(σΛωΛc , X∪Y )

We can interchange the sums and make a trivial change of variables, yielding

F (ωΛ′c , X∪Y \Λ′) =
∑

σΛ′∈ΩΛ′

(ωΛ′ ,X∩Λ′)∈G
η
Λ′

Λ′

f(ωΛ, X∪Y∆Y ′)GΛ′(σΛ, X∪Y∆Y ′)


 ∑

ηΛ′∈ΩΛ′

GΛ(ηΛ′σΛ\Λ′ωΛc , X ∪ Y )




By the use of the consistency condition and Lemma 3.28 of [34] we get

GΛ′(σΛ, X ∪ Y∆Y ′)


 ∑

ηΛ′∈ΩΛ′

GΛ(ηΛ′σΛ\Λ′ωΛc , X ∪ Y )


 = GΛ(σΛ, X ∪ Y )

Finishing the proof.

As one may notice, not every linear functional defined in this way can be a state. Indeed, since
the identity operator 1 is zero outside Ω, we have µω,X

β,φ,Λ every time X 6= ∅. But they are important
to define proper maps in the C∗-algebra C∗(GΛc). Also, if we define the linear subspace

Vω,X = (C∗(GΛ)σ
(1)
X )⊗ C(ΩΛ\X),

for X ⊂ Λc. This is a linear subspace invariant by the adjoint operation, but is not an algebra for
the usual product, since (σ

(1)
X )2 = 1. We proceed to show that the maps when X = ∅ are states.

Some other properties are easily seen to be satisfied by these linear functionals, for instance, they are
obviously continuous.

Proposition 3.2. For every ω ∈ Ω, we have that µω
β,φ,Λ is a state.

Proof. We can use the fact the density of the Gibbs linear functional can be written as
∫

P
ωΛc

Λc

DαΛc

β,Λ dνφ,Λc(αΛc)

Notice that the adjoint operation, being antilinear, commutes with the integral, thus we have
(∫

P
ωΛc

Λc

DαΛc

β,Λ dνφ,Λc(αΛc)

)∗

=

∫

P
ωΛc

Λc

D
α−1
Λc

β,Λ dνφ,Λc(αΛc)
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Thus, since we are considering only paths that start and end in a configuration ωΛc , we have
(∫

P
ωΛc

Λc

DαΛc

β,Λ dνφ,Λc(αΛc)

)(∫

P
ωΛc

Λc

DαΛc

β,Λ dνφ,Λc(αΛc)

)∗

=

∫

P
ωΛc

Λc

DαΛc

2β,Λdνφ,Λc(αΛc),

by standard methods, as we applied in the proof of Lemma 3.1. The density is positive since an
element of a C∗ algebra is positive if and only if is of the form A∗A, for some other element A. Since
the linear functional is the trace against a positive operator, it must be a positive linear functional.
It is normalized by definition.

The proof used, in a particular way, the fact that the beginning and the ending of the path are
the same. If we tried to do the same with the diagonal measures, the integration with respect to
the outside paths would change the start and the beginning. Actually, the best we can show is that
the sum of the densities in the diagonal is a self-adjoint operator. But more can be shown, by fixing
the number of jumps that can occur at the boundary, a variant of the above lemma can be used to
show that the density one gets is actually positive. Thus, let us introduce the following finite-volume
Gibbs state

µω,N
β,φ,Λ(f) =

1

Zω,N
β,φ,Λ

∑

σΛ∈ΩΛ

f ∗Dω,N
β,Λ (σΛ),

where

Dω,N
β,Λ =

∫

P
ωΛc ,N

Λc

DαΛc

β,Λ dνφ,Λc(αΛc),

is the density being integrated in the set of paths with exactly n jumps, as

PωΛc ,N
Λc :=

{
αΛc =

N∑

i=1

δ(ωΛc,i,ti,Xi) : ωΛc,1 = ωΛ, ωΛc,N = ιXωΛ, ωΛc,i−1 = ιBi
ωΛc,i, 1 ≤ i ≤ N

}
,

There is a special class of boundary conditions for the operators that are related to paths where no
arrival of operators happens at the boundary, i.e., the case where N = 0 above. This means that αΛc

is constant through time. We will refer to these boundary conditions as classical boundary conditions.
These are important boundary conditions since they can be obtained directly by a Poisson point
process representation of the Gibbs density of a specific Hamiltonian, which we will describe as follows.
Let ω ∈ ΩΛc be a configuration and define the evaluation functional evω on the dense subalgebra
C(GΛc). By the definition of the norm in the regular representation, the evaluation functionals are
actually states. Thus, we can form the conditional expectation Id⊗evωΛc : C(G) −→ C(GΛ) and define
the Hamiltonian with boundary condition ω by the expression Hω

Λ(φ) := Id⊗ evσΛc (HΛ(φ) +WΛ(φ)).
There is no novelty in construction above; it appeared before in Israel [27] as a proposal for

boundary condition for quantum spin systems in much greater generality. Finally, we are motivated
to introduce the following definition for the infinite volume Gibbs states

Gβ(φ) = co{µβ : ∃{Λm}m≥1 and {ωm}m≥1, {Nm}m≥1Λm ր Z
d, µ = w∗ − lim

m→∞
µωm,Nm

β,φ,Λm
} (3.3)

Notice that the finite volume Gibbs measures, when you fix a function f , is again a function of
the boundary conditions itself. This motivates us to the following proposition.

Proposition 3.3. For every f ∈ C(G), we have that the following properties hold

1. If f is self-adjoint, then so is (ω,X) 7→ µω,X
β,φ,Λ(f).

2. If f is in C(GΛc
R
), then µβ,φ,Λ(f) = f .

14



Proof. To prove the first assertion, just note that

(µω,X
β,φ,Λ(f))

∗ = µιXω,X
β,φ,Λ (f)

=
1

ZιXω,X
β,φ,Λ

∑

σΛ∈ΩΛ

f ∗Dβ,φ,Λ(σΛ(ιXω)Λc, X)

=
1

Zω,X
β,φ,Λ

f ∗Dβ,φ,Λ(σΛωΛc , X).

where the last equality is due the self-adjointness of f , the fact that

(DαΛc

β,Λ )
∗ = D

α−1
Λc

β,Λ ,

together with the bijection between paths between Pω,X
Λc and P ιXω,X

Λc given by the involution αΛc 7→
α−1
Λc .

For the second point, notice that when a local function is in C(GΛc
R
) there exists a Λ′ ⊂ Λc

R such
that

f(σ,X) = 1Λ′c(σΛ′c , X \ Λ′)f(σΛ′ , X ∩ Λ′)

Then, one gets

f ∗Dβ,Λ(σΛωΛ, X) =
∑

(ηΛ,Y )∈G
σΛ
Λ

f(ηΛωΛc , X ∪ Y )Dβ,Λ(σΛωΛc , X ∪ Y )

= f(ωΛ′, X ∩ Λ′)
∑

(ηΛ,Y )∈G
σΛ
Λ

1Λ′c(ωΛ′c , (X ∪ Y ) \ Λ′)Dβ,Λ(σΛωΛc , X ∪ Y )

and the last line is equal to 0 if (X ∪ Y ) \ Λ′ 6= ∅. Otherwise, there is only of (ηΛ, Y ) for which the
sum is not zero, and this is when Y = ∅, thus we conclude the desired identity.

Actually we think the function µβ,φ,Λ(f) is positive whenever f itself is positive. These properties
allow us to introduce the following definition for a quantum specification on a groupoid.

Definition 3.2. Let G be a groupoid with a decomposition GΛ × GΛc for every finite Λ ⊂ Z
d. Then,

a family of functions µΛ : C(GΛ)× GΛc → C is called a proper quantum specification if and only if

1. For every (ω,X) ∈ GΛc , µω,X
Λ is a linear functional; if X = ∅, then it is a state.

2. For every f ∈ C(GΛ), we know that µΛ(f) is a function in C(GΛc). More than that, if f is
self-adjoint, µΛ(f) is self-adjoint.

3. There exists Λ′ ⊂ Λ such that if f ∈ C(GΛ′c), then µΛ(f) = f .

4. For every Λ′ ⊂ Λ, it holds µΛ(µΛ′(f)) = µΛ(f)

As we showed in Propositions 3.1, 3.2 and 3.3, the family of finite volume Gibbs functionals we
introduce form a quantum specification for the groupoid in consideration. When this happens, we
call this a quantum Gibbs specification. This can be summarized in the following theorem.

Theorem 3.1. {µω

β,Λ}Λ∈Pf (Zd) is a quantum specification.

We are motivated to introduce the following definition for quantum DLR states

Definition 3.3. A state µ of C∗(G) is said to be a quantum DLR state if it satisfies, for every Λ,

µβ(f) = µβ(µ
(·)
β,Λ(f)).
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The set of all DLR states is

Gβ,DLR(φ) = {µβ : µβ = µβ(µ
(·)
β,Λ), ∀Λ ∈ P(Zd)} (3.4)

it is trivially a convex set. The following theorem holds.

Theorem 3.2. Gβ(φ) = Gβ,DLR(φ)

Proof. The fact that Gβ(φ) ⊂ Gβ,DLR(φ) follows by the consistency condition and the definition of
w∗-convergence. For the other inclusion, suppose that there exists µβ ∈ Gβ,DLR(φ)\Gβ(φ). Since both
sets are compact and convex, we know that there is a linear continuous functional ϕ : C∗(G) → C.
and two real numbers a, b such that

Re(ϕ)(µβ) ≤ a < b ≤ Re(ϕ(νβ))

for any νβ ∈ Gβ(φ), where Re is the real part of the linear functional ϕ. Since every continuous linear
functional in the w∗ topology is of the form JF , for some F ∈ C∗(G), we have that there exists a
self-adjoint element of C∗(G) where

µβ(F ) ≤ a < b ≤ νβ(F )

Since F ∈ C∗(G), there exists a sequence of self-adjoint local functions converging to it. Thus, we
can assume that there is a Λ finite where F ∈ C(GΛ). Using the DLR-equation, for a Λ′ containing
Λ, we get that

µσ
β,φ,Λ(F ) ≤ a < b ≤ νβ(F ). (3.5)

Since the off-diagonal terms are zero, if Λ′ is large enough, we know that µσ
β,φ,Λ(F ) is a continuous

function in ΩΛ′c . Thus, by the Riesz-Markov theorem, the state µβ restricts to a probability measure
in ΩΛ′c and standard arguments allow us to conclude that the Inequality (4.2) holds. But since
this holds for every Λ′ large enough, we can extract a sequence of finite volume Gibbs states that
converges to some limit µ′

β. But then µ′
β ∈ Gβ(φ) and is separated by a linear functional. This yields

a contradiction, therefore Gβ(φ) = Gβ,DLR(φ).

4 The Relation between DLR and KMS states

The local Hamiltonian operators can be used to define a local dynamics in C∗(GΛ),

τΛt (A) = e−itHΛ(φ)AeitHΛ(φ).

The finite volume Gibbs states have a nice algebraic relation with the dynamics at finite volume,
called the KMS condition:

µβ,Λ(AB) =
tr(ABe−βHΛ(φ))

tr(e−βHΛ(φ))
=

tr(Ae−βHΛ(φ)eβHΛ(φ)Be−βHΛ(φ))

tr(e−βHΛ(φ))
=

tr(τiβ(B)Ae−βHΛ(φ))

tr(e−βHΛ(φ))
= µβ,Λ(τ

Λ
iβ(B)A)

In a seminal work, Haag, Hugenholtz, and Winnink [29] showed that the KMS condition survives
the thermodynamic limit procedure, so it must encode a good definition of equilibrium state in infinite
volume systems.

Definition 4.1. Let (U, τ) be a C*-dynamical system, i.e., a C*-algebra A and a strongly continuous
one-parameter group τ . Let µ be a state. We say that this state satisfies the KMS condition if, and
only if, for all A ∈ A and analytic elements B ∈ A the following holds:

µ(τiβ(B)A) = µ(AB)
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Another definition of equilibrium states more familiar to physicists, known as the variational
principle, can be seen in [11, 27, 42]). The KMS condition cannot be used to directly define equilibrium
states in an abelian C*-algebra because the dynamics is trivial (see Prop 5.3.28 in [11]). On the other
hand, the Takesaki theorem (see [1, 2]) serves as a no-go theorem for the more straightforward
generalizations of the DLR equations. Since we showed a suitable generalization to the quantum
realm of the DLR equations in the previous section, we are led to the question of how these equations
relate to the KMS states. The first step for answering this question started with the classical case
and was taken by Brascamp in [12], where he proved that when the interaction is classical and is
embedded in a nonabelian C*-algebra, the KMS equation reduces to the DLR equations.

Sometime after that, Araki and Ion [6] closed the questions by defining a new condition for
equilibrium, that we call here the Gibbs-Araki condition, showed that when the interaction is classical
the Gibbs-Araki condition reduces to the DLR equations and that the former is equivalent to the KMS
condition in general. To define properly what the Gibbs-Araki Condition means we must introduce a
new notion of perturbation of a state. We will explain this concept locally first. Let Λ be a finite set
and φ an interaction. Then we have the local dynamics τΛt defined in the beginning of this section
and P ∈ UΛ. For more details on the perturbation of the dynamics, see Chapter 4 of [18] and [11].
Let P ∈ C∗(GΛ) be a self-adjoint element and define the perturbation δP : UΛ → UΛ by:

δP (A) = i[HΛ(φ), A] + i[P,A]

It is a standard result that this derivation generates a strongly continuous one-parameter group τPt
and it relates to τt by the Dyson series

τPt (A) = τt(A) +
∑

n≥1

in
∫ t

0

dt1

∫ t1

0

dt2...

∫ tn−1

0

dtn[τtn(P ), [...[τt1(P ), τt(A)]]].

The above expansion is valid in much more general contexts, see [40]. Furthermore, we can define a
unitary operator

ΓP
t =

∑

n≥0

in
∫ t

0

dt1

∫ t1

0

dt2...

∫ tn−1

0

dtnτtn(P )...τt1(P ).

In [11] it is proved that this function is a cocycle and that the perturbed and the original dynamics
are related by

τPt = ΓP
t τtΓ

P∗
t .

We are ready to introduce the perturbed state.

Definition 4.2. Let An be the spin algebra, φ a short-range interaction, and τ the strongly continuous
group generated by it. Let P ∈ An be a self-adjoint element. Let µ be a state, then we define the
perturbed state µP by

µP (A) =
(ΩP

µ , πµ(A)Ω
P
µ )

(ΩP
µ ,Ω

P
µ )

Where ΩP
µ = πµ(Γ

P
iβ
2

)Ωµ, Ωµ and πµ are the cyclic vector and the representation of the GNS represen-

tation associated with µ.

Definition 4.3 (Gibbs-Araki Condition). Let µ : An → C be a state. We say that it satisfies the
Gibbs-Araki condition for β and interaction φ if, and only if

1. µ is faithful;

2. µP = µΛ ⊗ µ̄, where µP is the perturbed state defined previously for P = βWΛ(φ) and µ̄ is a
state in AΛc

One can find the proof of the next theorem in [11] in greater generality.
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Theorem 4.1. Let A be the spin algebra and φ a short-range interaction. Then the following asser-
tions are equivalent for a state ω

1. ω satisfies the Gibbs-Araki condition for φ at β;

2. ω is a (τ, β)− KMS state.

Define the function E : An → C(Ω) on each local elements f ∈ C(G),

E(f)(σ, g) =

{
f(σ) g = e

0 o.w.

Clearly ‖E(f)‖ ≤ ‖f‖ and E is linear, so there is a bounded extension to all An.

Definition 4.4. Let µ be a state. We call it a classical state if and only if for all A ∈ An

µ(A) = µ(E(A))

In other words, classical states can only see the classical part of the observables. Because E(A)
can be identified with a continuous function f ∈ C(Ω) and, by the Riesz-Markov theorem, ω can be
identified with a probability measure µ on (Ω,F).

Theorem 4.2. Let An be the spin algebra and φ a classical interaction. Then a state µ satisfies the
Gibbs-Araki condition if, and only if, the state is classical and satisfies the DLR equations.

Proof. Assume, first, that our state satisfies the Gibbs-Araki condition. Let us show that if E(A) = 0
then ω(A) = 0. Let A be a local observable at some finite set Λ. We know that for the perturbation
P = βWΛ the perturbed state satisfies:

ωP (A) = ωΛ(A)

Since the interaction is classical the operator e−βHΛ(φ) is diagonal and, if E(A) = 0, then E(A)e−βHΛ(φ) =
E(Ae−βHΛ(φ)) = 0, so ωP (A) = 0. Again, since the interaction is classical, e−βWΛ ∈ D, and, because
D = DΛ ⊗ DΛc , we have an expansion for the surface energy term with relation to the elementary
tensors:

eβWΛ =
∑

i,j≥1

Ai ⊗ Bj

Where Ai ∈ DΛ and Bj ∈ DΛc. Calculating ωP (AeβWΛ) we get:

ωP (AeβWΛ) =
∑

i,j≥1

ωΛ(AAi)ω
P (Bj)

Multiplying a matrix with zero diagonal by a diagonal matrix doesn’t change its diagonal, so by our
above reasoning ωΛ(AAi) = 0 and, consequently, ωP (AeβWΛ) = 0 ⇒ ω(A) = 0. This argument is
independent of the initial set Λ, so for all A ∈

⋃
Λ∈F(Zd)

UΛ ∩ kerE. We claim that this is a dense

subset of the kernel. Indeed, kerE is complemented in U, so if we take An ∈
⋃

Λ∈F(Zd)

UΛ converging to

A ∈ ker(E) we can write:
An = Bn + Cn, Bn ∈ kerE Cn ∈ ImE

The projections are continuous, so we know that Bn converges to A and our assertion is correct. With
this, we concluded that if E(A) = 0 then ω(A) = 0. Now, every element A ∈ U can be written as:

A = B + C, C ∈ D and E(B) = 0
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By our previous considerations, it is clear that ω(A) = ω(C) = ω(E(A)). For a fixed Λ, note that
the Gibbs-Araki condition is equivalent to:

ωP = ωΛ ⊗ ωP = ωP (IdΛc ⊗ ωΛ) (4.1)

The Riesz-Markov theorem tells us that there are µ, µP probability measures such that for all f ∈
C(Ω):

ω(f) =

∫

Ω

fdµ ωP (f) =

∫

Ω

fdµP

Both measures are related by their Radon-Nykodim derivative:

dµP

dµ
= eβWΛ

Equation 4.1 tells us that the conditional expectation of µP relative to the σ-algebra FΛc is, for
all f ∈ C(Ω):

EµP
(f)(ηΛc) = ωΛ(f)(ηΛc) =

∑
σΛ∈ΩΛ

f(σΛηΛc)e−βHΛ(φ)(σΛ)

∑
σΛ∈ΩΛ

e−βHΛ(φ)(σΛ)

Denote ν|Λc the restriction of a measure ν to the σ algebra FΛc. We want to calculate the
conditional expectation for µ. Note that:

∫
Eµ(f)d µ|Λc =

∫
fdµ =

∫
f
dµ

dµP

dµP =

∫
EµP

(
f
dµ

dµP

)
d µP |Λc (4.2)

When two measures are absolutely continuous with respect to each other then their restrictions are
absolutely continuous too. The relation between the Radon-Nykodim derivatives is the following:

∫
d µ|Λc

d µP |Λc

d µP |Λc =

∫
d µ|Λc =

∫
dµ =

∫
dµ

dµP
dµP =

∫
EµP

(
dµ

dµP

)
d µP |Λc (4.3)

The Equations 4.2 and 4.3 together give us:

Eµ(f)EµP

(
dµ

dµP

)
= EµP

(
f
dµ

dµP

)

For all f ∈ C(Ω). Now, consider ηΛc ∈ ΩΛc and let us calculate both sides of the equation above.
The right hand side gives us:

EµP

(
f
dµ

dµP

)
(ηΛc) =

∑
σΛ∈ΩΛ

f(σΛηΛc)e−β(HΛ(φ)(σΛ)+WΛ(σΛηΛc ))

∑
σΛ∈ΩΛ

e−βHΛ(φ)(σΛ)

In the l.h.s we have

EµP

(
dµ

dµP

)
(ηΛc) =

∑
σΛ∈ΩΛ

e−β(HΛ(φ)(σΛ)+WΛ(σΛηΛc ))

∑
σΛ∈ΩΛ

e−βHΛ(φ)(σΛ)

Since Hη
Λ(φ)(σΛ) = HΛ(φ)(σΛ) +WΛ(σΛηΛc) we conclude that:

Eµ(f) = µη,φ
Λ,β(f)

Now assume that the state is classical and satisfies the DLR equation. It is clear, by our previous
calculations, that we can reverse the argument and conclude that all perturbation states ωP are
product states with the local Gibbs state and another state. Now we need to show that the state is
faithful. Consider, first, A ∈ U a positive element. We will show that if ω(A) = 0 then A = 0. It
is a well-known result of measure theory that if f is a positive function with

∫
fdµ = 0 then f = 0

for µ a.e. If the support of the measure µ is the whole space, then the continuity of f would imply
that f = 0. Indeed, if let A ⊂ Ω such that f(x) = 0, ∀x ∈ A. We know that µ(A) = 0. We must
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have that Ac in dense. Indeed, Suppose that Ac is not dense i.e., B = Ac is a proper subset of Ω.
Because the measure is supported on the whole space, then µ(B) < µ(X) and, then, Bc must have
a positive measure. But Bc ⊂ A, giving us a contradiction. Now to show that µ is supported in the
whole space, consider the cylinder sets C

j1,...,j|Λ|

Λ = {σ ∈ Ω : ωik = jk, 1 ≤ k ≤ |Λ|}. Because they
are a basis to the topology of Ω if we can show that they have strictly positive measure then we are
done. ∫

Ω

χ
C

j1,...,j|Λ|
Λ

dµ =

∫

Ω

µη,φ
Λ,β(C

j1,...,j|Λ|

Λ )dµ

Because µη,φ
Λ,β(C

j1,...,j|Λ|

Λ ) is a positive number that doesn’t depend on the boundary condition η we
know that the cylinders have strictly positive measure.

Now, consider A a positive element of U such that ω(A) = 0. By the above reasoning, E(A) = 0.
If A is a local observable, then this implies that E(A) = 0, and the only positive matrix with zero
diagonal is the zero matrix. So, for all local observables A, if ω(A∗A) = 0 then A = 0.

Theorem 4.3. Gβ,DLR(φ) ⊆ Kβ(φ).

Proof. Let µ be a DLR state. That it is faithful is straightforward, since every positive operator can
be approximated by local positive operators and, a simple application of the DLR property gives the
result. We need to show that the perturbed state has the right property. Since the convergence of
the dynamics is uniform in compacts, we can approximate the Dyson series in the thermodynamic
limit by the local ones,

ΓP
iβ = lim

Λ′րZd
ΓP
iβ,Λ′,

where P = βWΛ(φ). By using the DLR equation for Λ′
R, we get

µ(f ∗ ΓP
iβ) = lim

Λ′րZd
µ(f ∗ ΓP

iβ,Λ′)

= lim
Λ′րZd

µ(µβ,φ,Λ′
R
(f ∗ ΓP

iβ,Λ′))

lim
Λ′րZd

µ(µβ,φ,Λ ⊗ µβ,φ,Λ′
R\Λ(f)) = µβ,φ,Λ ⊗ µ̃(f),

where µ̃ is the composition of the right functionals. This shows that the perturbation is a product
state with the empty boundary condition Gibbs state.

5 Final Remarks

We expect that a proposal of boundary conditions in a suitable language can be helpful to study
phase diagrams of quantum models.

6 Acknowledgements

LA thanks FAPESP grants 2017/18152-2 and 2020/14563-0, the University of Victoria for the
hospitality, where most of this work was done, and professor Walter Pedra for his guidance at the
beginning of his career on the topic of C∗-algebras. RB was supported by CNPq grants 312294/2018-
2 and 408851/2018-0, by FAPESP grant 16/25053-8, and by the University Center of Excellence
“Dynamics, Mathematical Analysis and Artificial Intelligence", at the Nicolaus Copernicus University,
he thanks Roberto Fernández for all the references and advice during his earlier years of career, in
particular, the reference [22] and recently point out the boundary conditions on Simon’s book [42]. LA
and RB thank Aernout van Enter for all the discussions and generosity over the years, for sharing your
knowledge about mathematical physics and the literature of the area, and for his comments about
the first versions of this manuscript. ML was supported by the Natural Sciences and Engineering
Research Council of Canada, Discovery Grant RGPIN-2017-04052.

20



Appendix A Basics of Point Process

Let X be a Polish space and B(X) its Borel σ-algebra. The space of point measures on X, that
we will denote by N(X) henceforth, is defined as

N(X) := {µ =

n∑

i=1

δxi
, xi ∈ X, n ∈ N ∪ {0,+∞}}.

Where the case n = 0 is the null measure, i.e. µ∅(A) = 0 for every A ∈ B(X). Define for each
measurable set A ⊂ X the projection map πA : N(X) → N ∪ {0,+∞} by

πA(µ) = µ(A),

and consider N (X) be the smallest σ-algebra on N(X) such that all such projections are measurable.
We are ready to define point processes

Definition A.1. Let (Ω,A ,P) be a probability space. A point process is a measurable function
N : Ω → N(X).

A point process is said to be simple if for almost every ω ∈ Ω it holds that N(ω)({x}) < 2, for any
x ∈ X. Notice that, since the projections are measurable, we can define new measurable functions
using the point process by

NA := πA ◦N.

One can see N(A) as a random choice of points inside B.

Proposition A.1. The following two assertions are equivalent

(i) N : Ω → N(X) is a point process;

(ii) NA : Ω → N ∪ {0,+∞} is measurable for every A ∈ B(X).

Proof. (i) ⇒ (ii). Straightforward since πA and N are measurable, the composition is measurable.
(ii) ⇒ (i). For each C ⊂ N ∪ {0,+∞}, we have that π−1

B (C) is measurable by definition of the
σ-algebra N (X). To show that N is a measurable function, it is sufficient to show that N−1(π−1

B (C))
is measurable. But N−1(π−1

B (C)) = (πB ◦N)−1(C) thus it is measurable.

Example A.1. Let (Ω,A ,P) be a probability space and ξi : Ω → X, i = 1, . . . , n random variable.
Then,

N =

n∑

i=1

δξi .

A point process N : Ω → N(X) is a Poisson Point Process if for every A ∈ B(X) the two following
conditions are satisfied

• P(NA = k) = |µ(A)|k

k!
e−µ(A), for any k ≥ 0.

• For any B1, . . . , Bm ∈ B(X) pairwise disjoint the random variables N(B1), . . . , N(Bm) are
independent.

We will show now that a Poisson point process exists and that it also has a representation as an
empirical process. Let µ be a finite measure on X and N be the following point process

N :=

τ∑

i=1

δξi, (A.1)

where τ, ξ1, ξ2, . . . are a countable family of independent random variables such that
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• P(τ = k) = µ(X)k

k!
e−µ(X)

• P(ξi ∈ B) = µ(B)
µ(X)

, for any B ∈ B(X) and i = 1, 2, . . . .

We will show first that such a family of random variables exists. Consider Ω = N0 ×
∏

i∈NX, with
the product σ−algebra. We can define on it the product probability measure P on the cylinder sets
by

P(C ×
∏

i∈N

Bi) = Pµ(X)(C)×
∏

i∈N

µ(Bi)

µ(X)
,

where Pµ(X) is the Poisson distribution with parameter µ(X). That this defines a probability measure
on the product space Ω follows from [41]. Note that, by construction, the projections are independent
random variables with the wanted distribution.

Proposition A.2. Let X be a Polish space with its B(X) Borel σ-algebra and µ a finite measure.
Then the point process N defined above is a Poisson Point Process.

Proof. Let B ∈ B(X). Using the independence of the random variables, we have

P(NB = k) =
∑

m≥k

P

(
m∑

i=1

δξi(B) = k

)
P(τ = m)

= e−µ(X)
∑

m≥k

µ(X)m

m!
P

(
m∑

i=1

δξi(B) = k

)

Hence

P

(
m∑

i=1

δξi(B) = k

)
=

∑

a1+···+am=k
ai=0,1

P (δξi(B) = ai, i = 1, . . . , m)

=
∑

a1+···+am=k
ai=0,1

m∏

i=1

P(δξi(B) = ai),

where the last equality is due to the independence of the random variables. By our hypothesis on the
random variables ξi, we have

P(δξi(B) = ai) =

{
µ(Bc)
µ(X)

, ai = 0
µ(B)
µ(X)

, ai = 1.

A standard stars and bars argument gives us

∑

a1+···+am=k
ai=0,1

m∏

i=1

P(δξi(B) = ai) =

(
m

k

)
µ(B)kµ(Bc)m−k

µ(X)m
.

Hence,

P(NB = k) =
µ(B)k

k!
e−µ(X)

∑

m≥k

µ(Bc)m−k

(m− k)!
=

µ(B)k

k!
e−µ(B).

Consider B1, B2, . . . , Bm disjoint measurable sets. In order to show that the random variables
NB1 , . . . , NBm are independent it is sufficient to show that

P(NBi
= ni, i = 1, . . . , m) =

m∏

i=1

P(NBi
= ni).
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We will assume that ∪m
i=1Bi = X now and show how to prove the general case later. With this

assumption, necessarily we must have τ(ω) = n =
∑m

i=1 ni. Thus, using independence we get

P(NBi
= ni, i = 1, . . . , m) =

µ(X)n

n!
e−µ(X)

P

(
n∑

i=1

δξi(B) = nj , j = 1, . . . , m

)

=
∑

a1,j+···+an,j=nj

ai,j=0,1

P (δξi(B) = ai,j , j = 1, . . . , m, i = 1, . . . , n)

Since the sets B1, . . . , Bm are disjoint, if ai,j = 1 for some j, then ai,k = 0 for any other k 6= j since
the opposite would imply that there is a point in Bj ∩ Bk. Thus, using independence of the random
variables ξi we get

∑

a1,j+···+an,j=nj

ai,j=0,1

P (δξi(B) = ai,j, j = 1, . . . , m, i = 1, . . . , n) =
∑

a1,j+···+an,j=nj

ai,1+···+ai,m=1
ai,j=0,1

n∏

i=1

P (δξi(B) = ai,j, j = 1, . . . , m)

∑

a1,j+···+an,j=nj

ai,1+···+ai,m=1
ai,j=0,1

n∏

i=1

(
µ(Bi)

µ(X)

)ni

.

Consider ai,j = 0, 1 a solution to a1,j+· · ·+an,j = nj , for any j = 1, . . . , m such that ai,1+· · ·+ai,m = 1.
The second equation says that for each i there must be only one j with ai,j 6= 0. So we proceed in
the following way. To produce a solution to a1,j + · · · + an,j = nj satisfying this constraint, we first
choose n1 indices i to put as equal to 1 and the rest we put equals to zero. For j = 2 we now have
n−n1 indices avaible, so we choose n2 of those to put as equal to 1. We can proceed inductively until
we reach the case j = m. This reasoning implies that the number of possible solutions ai,j is exactly

(
n

n1

)(
n− n1

n2

)
. . .

(
n− n1 − · · · − nm−1

nm

)
=

n!

n1!n2! . . . nm!

Hence,

P(NBi
= ni, i = 1, . . . , m) =

e−µ(X)

n1!n2! . . . nm!

m∏

i=1

µ(Bi)
ni ,

rearranging the terms and using that µ(X) = µ(B1)+ · · ·+µ(Bm) yields the desired result. Consider
now the general case, i.e., any family of disjoint measurable sets B1, . . . , Bm. Write B = ∪m

i=1Bi and
using our previous calculations we get

P(NBi
= ni, i = 1, . . . , m) =

∑

k≥0

P(NBi
= ni, i = 1, . . . , m,NX\B = k)

=

m∏

i=1

P(NBi
= ni)

∑

k≥1

P(NX\B = k) =

m∏

i=1

P(NBi
= ni)

Poisson point process also has a uniqueness property in the sense that for any Poisson process
with a given intensity measure µ are equal in distribution. The proof of this fact can be found in
Theorem 1.2.1 in [39]. We need to introduce an important construction in measure theory before we
discuss how to integrate functions with respect to a Poisson Point Process.

Definition A.2. The coproduct or the disjoint union of countably infinitely many measure spaces
(Xn,An, µn) is defined as

⊔

n∈N

Xn :=
⋃

n∈N

{(x, n) : x ∈ Xn}, A :=

{⊔

n∈N

An : An ∈ An

}
,
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and the measure of each set is given by

µ

(⊔

n∈N

An

)
:=
∑

n∈N

µn(An).

It is easy to check that the set A is a σ-algebra and that µ is a measure. The fact that we have
a countable collection of spaces in our definition does not mean that one needs to restrict to this
case: we could, as well, consider an uncountable family of measurable spaces. Notice that we can
also define injections in : Xn → ⊔n∈NXn by in(x) = (x, n). These are measurable since

i−1
m

(⊔

n∈N

An

)
= Am ∈ Am,

by definition of disjoint union. Also, it is easy to see that the image of measurable sets are measurable.
Thus, if we have a family of measurable functions fn : Xn → Y , we can define a unique measurable
function f : ⊔n∈NXn → Y by f(in(x)) := fn(x). Indeed, given B ∈ B we have

f−1(B) =
⋃

n∈N

f−1(B) ∩ in(Xn) =
⋃

n∈N

in(f
−1
n (B)),

hence f is measurable. This shows that the measurable functions on the coproduct as in one-to-one
correspondence with sequences {fn}n≥1 of measurable functions fn : Xn → Y .

Proposition A.3. Let f : N(X) → R be a bounded measurable function and N : Ω → X a Poisson
point process. Then, the following holds,

∫

Ω

f ◦N(ω)dP(ω) = f(µ∅)e
−µ(X) + e−µ(X)

∑

n≥1

1

n!

∫

Xn

f(δx1 + · · ·+ δxn)dµ
⊗n(x1, . . . , xn),

where µ⊗n is the n-fold product measure.

Proof. First, let τ, ξ1, ξ2, . . . be the random variables given by the Poisson point process (A.1). Let
Xn be the product space, with the product σ-algebra. For the case X0 = {0} and X∞ the countable
infinity product space with the cylinder σ-algebra. We will define the function Ñ : Ω →

⊔
n∈N∪{0,∞}X

n

given by

Ñ(ω) =

{
(ξ1(ω), ξ2(ω), . . . , ξτ(ω)(ω)), τ(ω) 6= 0

µ∅ τ(ω) = 0

This function is measurable. Given an integrable function f :
⊔

n∈N∪{0,∞}X
n → R and fn its restric-

tions to the subspace Xn. We have
∫

Ω

f ◦ ÑdP(ω) = f0(0)e
−µ(X) +

∑

n≥1

∫

τ=n

fn(ξ1(ω), . . . , ξn(ω))dP(ω)

Suppose that fn = 1B1×···×Bn , for measurable sets Bi ∈ B(X). Independence of the random variables
ξi yields

∫

τ=n

fn(ξ1(ω), . . . , ξn(ω))dP(ω) = P(τ = n)

n∏

i=1

P(ξi ∈ Bi)

=
e−µ(X)

n!

∫

Xn

1B1×···×Bn(x1, . . . , xn)dµ
⊗n(x1, . . . , xn).

Standard measure theoretic techniques allow us to extend the above result for general integral func-
tions. Hence

∫

Ω

f ◦ ÑdP(ω) = f0(0)e
−µ(X) +

∑

n≥1

e−µ(X)

n!

∫

Xn

fn(x1, . . . , xn)dµ
⊗n(x1, . . . , xn).
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Let the function ϕ : N(X) →
⊔

n∈N∪{0,∞}X
n be defined by

ϕn(x1, . . . , xn) =

n∑

i=1

δxi
.

Notice that N = ϕ◦Ñ . We claim that this function is measurable. Indeed, by previous considerations,
we only need to show that ϕn,A : Xn → N0 is measurable. It is sufficient to show that the pre-images
of the singletons are measurable. Thus

ϕ−1
n,A({m}) =

{
∅ n < m,⋃

σ∈F Bσ n ≥ m,

where F = {σ : {1, . . . , n} → {0, 1} :
∑n

i=1 σ(i) = m}, Bσ =
∏n

i=1Aσ(i), where A1 = A and A0 = Ac.
Hence for any f : N(X) → R, it holds

∫

Ω

f ◦N(ω)dP(ω) =

∫

Ω

f ◦ (ϕ ◦ Ñ)(ω)dP(ω)

= f0(µ∅)e
−µ(X) + e−µ(X)

∑

n≥1

1

n!

∫

Xn

f(δx1 + · · ·+ δxn)dµ
⊗n(x1, . . . , xn).

Another important example that we will use to construct random representations for spin systems
is the Bernoulli point process. We will focus on a more concrete case, where X = [0, 1]. Given two
point process N, Ñ it is straightforward to see that N + Ñ is again a point process. Consider λ ∈ R

and {ξi,j}i∈N,j=1,...,n a sequence of i.i.d variables such that

P(ξn,j = 0) = 1−P(ξn,j = 1) =
λ

n
,

for 1 ≤ j ≤ n. These are probabilities for n large enough. Define the point process

Nn(x,B) =

n∑

j=1

ξn,j(x)δ j
n
(B), (A.2)

where B ⊂ [0, 1] is a Borel set.

Proposition A.4. Let Nn be the Bernoulli point process defined in (A.2). Then, we have that
∫

Ω

f ◦Nn(ω)dP(ω) =
∑

m≥0

∑

jl∈{0,...,n−1}
1≤l≤k

f
(
δ j1

n

+ · · ·+ δ jm
n

)(
1−

λ

n

)n−m(
λ

n

)m

Proof. The strategy of this proof will be the same as the one employed in Proposition A.3. Let
Ñ : Ω →

⊔
n∈N0

[0, 1]n defined by

Ñn(ω) =

{
( j1
n
, . . . , jk

n
), ξn,jl = 1 and ξn,j = 0, j 6= jl, 1 ≤ l ≤ k,

0,
∑n

j=1 ξn,j = 0.

It holds ∫

Ω

f ◦ Ñn(ω)dP(ω) =
∑

m≥0

∫
∑

j ξn,j=m

fm ◦ Ñn(ω)dP(ω).

It is straightforward to see that the r.h.s of the equation above is equal to

∑

jl∈{0,...,n−1}
1≤l≤k

f

(
j1
n
, . . . ,

jk
n

)(
1−

λ

n

)n−m(
λ

n

)m

.

Using the map ϕ defined in Proposition A.3 yields the desired result.
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Corollary A.1. Let Nn,l, l = 1, ..., m, be Bernoulli point processes with probability λl/n. Then, for
Nn =

∑
l Nn,l ∫

Ω

f ◦Nn(ω)dP(ω) =

Proof. ∫

Ω

f ◦Nn(ω)dP(ω) =
∑

M≥0

∑

M1+···+Mm=M

∫
∑

k ξn,k,l=Ml

f ◦Nn(ω)dP(ω)

∫
∑

k ξn,k,l=Ml

f ◦Nn(ω)dP(ω) =
∑

Jl∈P({0,...,n−1})
1≤l≤m

f

(
m∑

l=1

∑

j∈Jl

δ j
n

)
m∏

l=1

(
1−

λl

n

)n−Ml
(
λl

n

)Ml

Suppose that we have a sequence of probability measures µn in the coproduct space
⊔

m∈N0
[0, 1]m.

Then, one can define measures on [0, 1]m by restriction. Let these restrictions be denoted by µn,m.
Then, if we have that each µn,m converges weakly to a µm, then the monotone convergence theorem
implies that µn converges to µ =

∑
m µm. Let B1, . . . , Bm be Borel sets in [0, 1]. Then, for a continuous

function f : [0, 1]m → R, we have

∑

jl∈{0,...,n−1}
1≤l≤k

f

(
j1
n
, . . . ,

jk
n

)(
1−

λ

n

)n−m(
λ

n

)m

=

(
1−

λ

n

)n−m ∫

[0,1]m
gn(x)dλ

⊗n,

where the function gn : [0, 1]m → R is defined by

gn(x) = f

(
j1
n
, . . . ,

jl
n

)
, if xl ∈

(
jl − 1

n
,
jl
n

]
,

and dλ = λdx, where dx is the Lebesgue measure. Notice that limn→∞ gn = f pointwise. The
Lebesgue dominated convergence theorem gives us that,

lim
n→∞

(
1−

λ

n

)n−m ∫

[0,1]m
gn(x)dλ

⊗m = e−λ

∫

[0,1]m
f(x)dλ⊗m.

Thus, we get that the Bernoulli point processes converge weakly to a Poisson point process with
intensity measure dλ. In the case both are independent Poisson Point processes, the sum is again a
Poisson point process, as the following proposition shows.

Proposition A.5. Let N, Ñ : Ω → N(X) be two Poisson point processes. Then the point process
N + Ñ is Poisson.

Proof. Take B ∈ B(X), and consider NB + ÑB. Then, the independence of N and Ñ imply the
independence of NB and NB, thus

P(NB + ÑB = k) =
k∑

j=0

P(NB = k − j)P(ÑB = j)

=
k∑

j=0

µ(B)k−jν(B)j

(k − j)!j!
e−(µ(B)+ν(B))

=
e−(µ(B)+ν(B))

k!

k∑

j=0

(
k

j

)
µ(B)k−jν(B)j =

(µ(B) + ν(B))ke−(µ(B)+ν(B))

k!
.
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Consider B1, . . . , Bm disjoint measurable sets.

P(NBi
+ ÑBi

= ki, i = 1, . . . , m) =
∑

ki,1+ki,2=ki
i=1,...,m

P(NBi
= ki,1, ÑBi

= ki,2, i = 1, . . . , m)

Since N and Ñ are independent and the following holds, we have

P(NBi
= ki,1, ÑBi

= ki,2, i = 1, . . . , m) = P(N ∈ π−1
Bi
({ki,1}), Ñ ∈ π−1

Bi
({ki,2})i = 1, . . . , m)

= P(N ∈ π−1
Bi
({ki,1})i = 1, . . . , m)P(Ñ ∈ π−1

Bi
({ki,2})i = 1, . . . , m).

Hence,

P(N ∈ π−1
Bi
({ki,1}), Ñ ∈ π−1

Bi
({ki,2})i = 1, . . . , m) =

m∏

i=1


 ∑

ki,1+ki,2=ki

P(N ∈ π−1
Bi
({ki,1}))P(Ñ ∈ π−1

Bi
({ki,2}))




=
m∏

i=1

∑

ki,1+ki,2=ki

P(NBi
= ki,1, ÑBi

= ki,2).

This yields the desired result.

The probability that two independent poisson point processes with nonatomic probability mea-
sures µ, ν will draw the same point is zero. Indeed, let x ∈ X be a point and B 1

n
(x) be the balls

centered at x with radius 1/n. Then we have that

P(NB 1
n
(x), ÑB 1

n
(x) ≥ 1) = P(NB 1

n
(x) ≥ 1)P(ÑB 1

n
(x) ≥ 1) = (1− e

−ν(B 1
n
(x))

)(1− e
−µ(B 1

n
(x))

).

Since the measure ν is finite, we have that limn→∞ ν(B 1
n
(x)) = ν({x}) = 0. The same holds for µ.

Thus we have that

P(N, Ñ draws the point x) = lim
n→∞

P(NB 1
n
(x), ÑB 1

n
(x) ≥ 1) = 0.

The result above implies that when we have a finite number of independent Poisson point process
we can associate to each draw a definite label allowing us to integrating more general functions, that
even have a dependence on these labels.

Corollary A.2. Let Ni, for i = 1, . . . ,M be independent Poisson point processes on [0, 1] with
intensity measures λidt, for λi > 0. Let N =

∑
i Ni and f : N([0, 1]× {1, . . . ,M}) → R be a bounded

measurable function. Then, it holds

∫
f ◦N(ω)dP(ω) = e−βi

∑
λi

∑

n≥0

1

n!

∫

[0,1]n

∑

i1,...,in∈[i]

f

(
n∑

j=1

δtj ,ij

)
n∏

j=1

λjdt
n
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