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Critical quantum metrology assisted by real-time feedback control
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We investigate critical quantum metrology, that is the estimation of parameters in many-body
systems close to a quantum critical point, through the lens of Bayesian inference theory. We first
derive a no-go result stating that any non-adaptive measurement strategy will fail to exploit quantum
critical enhancement (i.e. precision beyond the shot-noise limit) for a sufficiently large number of
particles N whenever our prior knowledge is limited. We then consider different adaptive strategies
that can overcome this no-go result, and illustrate their performance in the estimation of (i) a
magnetic field using a probe of 1D spin Ising chain and (ii) the coupling strength in a Bose-Hubbard
square lattice. Our results show that adaptive strategies with real-time feedback control can achieve
sub-shot noise scaling even with few measurements and substantial prior uncertainty.

Introduction.—Physical systems prepared close to a
phase transition are a powerful resource for metrology
and sensing applications, as they are extremely sensi-
tive to small variations of certain parameters. This long-
standing idea forms the basis of known measurement de-
vices such as transition-edge sensors. Recently, it has
been considered in the quantum regime by exploiting
quantum phase transitions in the ground state, or dis-
sipative steady states [1-3], of many-body [4-7] or light-
matter interacting systems [8-11]. In this case, quantum
fluctuations in the proximity of a quantum critical point
can be exploited for quantum enhanced sensing [12, 13].

In a typical protocol in critical quantum metrology, the
parameter A to be estimated (e.g. a magnetic field) is en-
coded in the ground state p(\) of a quantum probe. By
adibatically driving the Hamiltonian of the probe close
to the critical point, the state p(\) becomes highly sen-
sitive to small variations of A. This leads to diverging
susceptibilities (and hence diverging quantum Fisher in-
formation [14-16]) that can be exploited for highly pre-
cise parameter estimation [17-19]. More precisely, given
an N-body probe, the precision A\ of the estimation can
decay faster than the shot-noise limit 1/v/N [20, 21] when
the measurements are performed close to a critical point.
Alternative methods to exploit quantum phase transi-
tions have also been considered [22-24], including moni-
toring the dynamics of a non-equilibrium state when the
Hamiltonian is quenched close to the critical point [25].

While critical quantum metrology provides an exciting
avenue for quantum enhanced measurements, it also faces
important challenges. A notable one is critical slowing
down. Because the energy gap closes as we approach
the critical point, increasingly large preparation times
are required to bring the probe close to the quantum
critical point through an adibatic protocol. Yet, it has
been shown that precision beyond the shot noise limit
can still be achieved by appropriate driving schemes even
when the preparation time is taken into account [6, 10,
25].
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A second challenge is that often (almost) perfect prior
knowledge of the parameter to be estimated A is needed
to exploit the critically-enhanced measurement sensitiv-
ity. Indeed, finite-size scaling theory tells us that the
size of the critical region A, shrinks with the size of the
many-body system N as A. oc N~/% where d is the
dimension of the system and v a critical exponent [26]
(see details below). This implies that increasingly prior
knowledge of A is required in order to drive the probe’s
Hamiltonian close to the critical point. This may not
be seen as a drawback in the framework of local estima-
tion, aiming at measuring the smallest variations around
a known parameter, but becomes crucial in global sens-
ing [27], i.e., in scenarios with limited prior knowledge
about .

Motivated by the potential use of critical quantum sys-
tems in global sensing problems we find the following
two results. First, we derive a no-go theorem stating
that non-adaptive measurement schemes are always lim-
ited by a shot-noise scaling even in presence of a quan-
tum phase transition. Second, we characterise adaptive
schemes that can overcome this bound and reach sub-
shot noise scaling, which are illustrated for the estima-
tion of (i) a magnetic field using as a probe a 1D spin
Ising chain and (ii) the hopping term in a Bose-Hubbard
square lattice. All our results are obtained within a
Bayesian approach [28], which naturally enables us to
characterise the initial lack of knowledge and consider
feedback schemes.

Preliminaries. We seek to estimate an unknown pa-
rameter A\ € [Amin, Amax), With a prior probability distri-
bution pg(A) characterising our initial knowledge on .
We consider repeated measurements of the ground state
p(\, §) of an N-body interacting system described by a
Hamiltonian H (), 5). Besides the unknown parameter \,
the Hamiltonian H (), 5) also depends on some externally
controllable parameters § (which can be modified to max-
imise sensitivity as information on \ is acquired). In our
analysis, we are not concerned about the time required
to prepare the ground state or perform the measurement
(see [6, 10, 25] for interesting discussions), and assume
that the relevant resources are N, the number of particles
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in the system, and m, the total number of measurements
implemented on it.

We perform a total of m measurements on the system.
The kth measurement on the system can be described by
a POVM, with elements HZ(-k) > 0 satisfying ), Hgk) =1,
with T the identity operator. Let @ = {x1,...x} de-
note the register of the outcomes of the first k¥ measure-
ments, and p(A | &) the posterior probability distribu-
tion which takes into account the information from the
previous measurement outcomes Zy—for a lighter nota-
tion we drop the dependence of the posterior on the set-
ting ;. After each one of the measurements, the pos-
terior probability distribution is updated according to
Bayes’ rule [29]:

p(xk | Zr—1, 5k)

with k = 1,...,m. In Eq. (1), we have p(\ | zg) = po()),
and p(zg|A, §k) = Tr[HgZ)p()\,é'k)] is the likelihood that
in the kth measurement we observe the outcome z; when
the control parameters of the probe are tuned to §j.
Note that in adaptive strategies the control parameters
generally depend on the observed outcomes. Finally,
p(xk|Th—1,5%) = [ d p(z|\, 5%)p(A|Zx—1) is the normal-
isation factor. B

After each measurement, one builds an estimator Ax
that assigns an estimate value to the unknown parameter
according to the observed data (as well as the posterior
distribution). To quantify the estimation error, we set
the expected mean square distance (EMSD) as our figure
of merit. After performing m rounds of measurements,
this is given by

PA | Zr) =

EMSD = / A7, p(Tn) / AAp(N[Z,) P\(fm) —Ar. 2)

The optimal estimator minimising the EMSD is given
by the mean of the posterior distribution, Ayp(Zx) =
J dX Ap(A\|Z)). Then from Van Trees inequality one can
bound the EMSD as [30, 31]

EMSD! < Fy 4T, (3)
with Fy := [ dApo(\) [0x log po(A)]? being a functional of
only the prior information, while the second term

= Z/dfk,lp(fk,l) /dAp(wk,l)f(A, ), (4)
k=1

depends on the specific measurement strategy. Here

wa=/mew@mmmmw@W,@

is the classical Fisher information of the probability dis-
tribution p(zx|A, 8%). From quantum Cramér-Rao bound
(CRB) we know that F (), 5,) < F2(),5), where
FQ (), 5) is the quantum Fisher information (QFI) [14-
16]. This inequality is saturable if one measures in the

basis of the symmetric logarithmic derivative (SLD) [32].
Substituting in (4) one finally obtains

rgm Az, 1p(Tr—1) | dpNTk_1)FL (N, 5) . (6)
;/ k—1P kl/ P k—1 k

The appearance of the QFI in (6) enables us to con-
nect this Bayesian approach with previous results in
critical quantum metrology obtained within a frequen-
tist framework, where the divergence of F< (), 5}) close
to a phase transition is exploited [4-7]. In particular,
we are concerned with systems which exhibit a second-
order quantum phase transition [33]. This means that,
in the thermodynamic limit (N — o), the energy of
the ground state of H()\,3) has a non-analiticity point
at some value A\.(§). Like their finite-temperature coun-
terparts, quantum phase transitions display a universal
behaviour: that is, close to the critical point A.(5), the
behaviour of the system is described by power laws with
a set of critical exponents which do not depend upon
the microscopic details of the Hamiltonian, but only on
its universality class [34]. In particular, the correlation
length £ of the system diverges as & ~ (A — \.)™" for
some critical exponent v [35]. The theory of finite size
scaling [36-38] is based on the hypothesis that £ is the
most relevant length scale in the proximity of the criti-
cal point \.(§). For a system with spacial dimension d,
which has a finite size L = N/4, the critical region of
the phase diagrams occurs when & > L. This implies
that the system is critical when

A= A| <CN® = A, (7)

for some constant C' which does not depend on N. Here
we define A, as the width of the critical region, and we
note that it generally shrinks by increasing V.

Inside the critical region, the universal part of the QFI

is expected to behave as [6, 39):

FUN(D);8) N, A=A <A (8)
where o, is some constant that is independent of N.
When dv < 2, the universal term (8) becomes the leading
term of the QFI, and the system-specific corrections [40]
become subleading [41, 42]. Also, when dv < 2 eq. (8)
implies a scaling exponent bigger than 1, which can be ex-
ploited to beating the shot noise scaling when measuring
a parameter near the critical region. We will restrict our-
selves to the cases where dv > 1, which includes almost
all the physically relevant universality classes, and thus
we will not be dealing with the apparent super Heisen-
berg scaling [6].

Outside the critical region, the super-linear scaling of
the QFT is lost and the universal contribution to the
QFTI behaves instead as: FQ(\;5) ~ N |\ — Ae(3)| 72
for [17]. More generally, we can bound the QFI by a
linear function of N:

FUN(F);5) C aneN, A=A = A, (9)



for some constant o, independent of N.

Fundamental bounds in Bayesian critical quantum
metrology: Adaptive vs non-adaptive protocols. Let us
now characterise the limitations arising due to the prior
uncertainty pg(A). Defining as Ay the width of py(A),
we are interested in scenarios where Ag > A.. Note that
this condition is always satisfied for sufficiently large N
because A, shrinks with N (assuming A is non-zero).

First of all, we can find an upper bound on EMSD,

which is independent of the prior pg(A\). Using that
maxy FQ(A, 5) ~ a.Niv in (4), we obtain:
EMSD ! < Fy + ma N . (10)

Crucially, saturating this upper bound requires feedback
control. Indeed, let us consider non-adaptive strategies in
which the control parameters sj are fixed to some initial
value 5y and do not depend on the previous outcomes.
The inequality (6) then reduces to

non—adaptive

r < m/d)\ po(M\)FQ (N, 5) (11)

=m (/ d\ +/ d/\) po(VFR(N, 50)
non.crit. crit.

SmNane + mAcpg ()\C)QCN%
=mN <anc + Cacpo()\c)N%) . (12)

To obtain this result, in the second line above we sepa-
rated the contributions of critical and non-critical region,
in the third line we used Egs. (8) and (9) and approx-
imated the second integral in a narrow range using the
condition Ay > A.; and finally in the last line we use
the definition of A.. By replacing in (3) and noting that
1 < dv < 2 one finally gets the following no-go result

non—adaptive

EMSD~! < Fy+mN (anc + Cacpo(Ac)N%) ,

(13)

which states that the error of non-adaptive strategies is
limited by a shot-noise scaling.

Adaptive strategies. We now discuss two feedback-
based protocols that can overcome the no-go bound (13)
and achieve superlinear precision: (I) a standard two-step
adaptive process [43, 44], and (II) a real-time adaptive
control, where the control parameters § are continuously
updated.

Let us consider m total measurements. In the two-step
adaptive protocol (I), one first performs em (with € < 1)
identical measurements for some configuration §; that
can be chosen according to our prior information pg(A).
An estimate ) is then obtained according to the outcomes
of the measurements. In a second step, one measures the
remaining (1 — €)m copies for a configuration satisfying
Ac(8) = )\; that is, one prepares the system at criticality
assuming that \ is the true parameter. The estimate A
has an uncertainty d, o< (emN)~'/2. For this approach

to work, d. must be smaller than the critical region A,
which requires m > N(@/d)=1/2 " This condition can
be highly demanding in many-body systems (recall that
dv < 2 for critical metrology). For example, for a 1D
Ising chain (dv = 2), this condition becomes m > N3/2,
where N is the size of the many body system.

In order to exploit criticality in regimes where m <
N, we consider real-time feedback control. In this case,
at each step k an estimate A is built, and the control
parameters are chosen according to A.(8%) = \g. As we
will now show in two illustrative examples, this feedback
strategy is crucial to exploit critically enhanced sensing.

(i) Magnetometry in the transverse Ising model.—
The one-dimensional transverse Ising model is arguably
the simplest possible model of a quantum phase transi-
tion [45]. With dv = 1 and its Quantum Fisher Infor-
mation scaling as N? at the critical point [19, 39, 46].
It has been widely used as a model for critical metrol-
ogy within a frequentist approach—with emphasis in the
regime where the same measurement is repeated an
asymptotically large number of times [5, 7]. Here, in-
stead, we will consider adaptive measurement schemes
given a relatively small number of measurements within
a Bayesian approach.

The Hamiltonian of the model reads (with periodic
boundary conditions)

N N
H(his)=JY 6767+ (h+s)Y 67, (14)
=1 =1

which can be diagonalized using the Jordan-Wigner and
the Fourier transformation. At the ground state p(h;s),
the system undergoes a quantum phase transition when
s=58c(h)=J/2—h.

We consider the estimation of the fixed magnetic field
h, and assume that we can apply an additional control-
lable magnetic field s parallel to h. We infer A through
projective measurements of the transverse magnetization
M, = i Zi\;l o7. This is not the optimal measurement:
while the QFI scales as N2, the Fisher information for
the M, measurement grows at a more modest ~ N3
(see the Appendix), which is however sufficient to ensure
sub-shot-noise scaling. An outcome xj is observed with
probability

p(xklh, sk) = Tr[p(h, sk),, ], =k € {0,£1/2,...,£N/2}
(15)
where 11, is the projector over the eigenspace of M, with
eigenvalue xy.
Initially, our prior knowledge about h is encoded in the
prior po(h). Although our results are not limited by the
choice of the prior, here we set it to [47]

exp {oz sin? (Wih h=hmin )]

max _hmin
(hmax

po(h) = (16)

-1
— hmin) (60‘/210(06/2) — 1) ’

where Iy is the order-zero modified Bessel function of
the first kind. We will set @« = —100, so that pg(h)
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FIG. 1. The contour plot of the posterior p(h|Z)) in the non-
adaptive (left) and adaptive (right) scenarios, as a function of
h/ho, with hg the true magnetic field. Here, we set hg = 1.3,
while Amin = 0.6, Amax = 1.4, « = —100, and J = 1. One can
clearly see that in the adaptive scenario the posterior sharpens
around the true value faster than the non-adaptive scenario.

approximates a flat distribution for & € (hmin, Amax) with
smooth edges.

In Fig. 1 we depict how the posterior evolves for a par-
ticular measurement trajectory of the adaptive and non-
adaptive schemes. It illustrates how the adaptive pro-
tocol converges to the true value much faster than the
non-adaptive one. To quantify this difference, we plot
the EMSD in Fig. 2 for both adaptive and non-adaptive
strategies. We observe that adaptive strategies can out-
perform arbitrary non-adaptive protocols (including op-
timal measurements maximising the QFT), so that real-
time feedback control is crucial for critical metrology. In
particular, with this strategy we obtain EMSD,q, oc N5
even for a small number of measurements m = 24. When
N is instead fixed, noticeable advantages are also ob-
served as a function of m.

(1) The two-dimensional bosonic Hubbard model. —As
a second example we consider the system of repulsing
bosonic particles hopping through a lattice [48], which
undergoes a transition from the superfluid phase to the
Mott insulator phase. Such transition, which naturally
happens in liquid helium, has also been experimentally
studied through 1D and 2D arrays of Josephson junc-
tion [49-52], and ultracold gases of atoms trapped in
atomic potentials [53, 54]. The simplest model that cap-
tures this system is the Bose-Hubbard Hamiltonian

. i U. . .
H(t;U) = t;ajaj + o (f; — 1) —uZni, (17)
1,7 7

where &;r and a; are bosonic creation and annihilation
operators on the i-th site of the lattice, n; = dgdi, and
the first sum runs over the neighboring sites in the lat-
tice. Recent proposals of experimental realizations in-
clude 2D arrays of superconducting qubits [55] and he-
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FIG. 2. Loglog plot of the expected mean squared distance

(EMSD) for estimation of h by measuring the transverse mag-
netization of an Ising chain with N sites. In green, we plot
the region potentially accessible by non-adaptive strategies
which is computed via the lower bound Eq. (11). In the non-
adaptive protocol, the magnetization is measured any shifting
field. In the two-step protocol, the field is shifted exactly once,
when the standard deviation of the prior distribution becomes
smaller than 6h = 3/N%. In the fully adaptive protocol, the
applied field can be shifted after every magnetization mea-
surement. The performance of the three protocols is calcu-
lated by averaging over 10000 trajectories like the one shown
in Fig. 1. In panel (a), we set m = 24, and hg is randomly
sampled according to Eq. (16) with & = —100, Amin = 0.6,
and Amax = 1.4. The same parameters are used for panel
(b), where we vary the number of measurements while set-
ting N = 40.

lium adsorbed on graphene [56].

In what follows, we aim at estimation of the hopping
coupling ¢ and take the on-site repulsion coupling U as
our control parameter. For instance in the Josephson
junction platform, controlling U is possible by tuning the
capacitance of the junctions. We will fix the chemical
potential to u = 1/2. In a square 2D grid with closed
boundary conditions, the system undergoes a second or-
der phase transition when ¢t = t¢ ~ 0.06U [57]. The
critical exponent is v ~ 0.67 [58, 59], which by using
Eq. (8) yields a scaling of FQ(t,U) oc N34 for the QFI
at the critical region.

In order to carry on with our estimation task, we
use measurements of the superfluid density of the lat-
tice ps. This is a practical measurement, e.g., in
granular superconductors [60]—where cooper pairs may
be rudimentary approximated as bosons obeying the
model (17) [33, 48]—the superfluid density can be ex-
perimentally measured through the magnetic penetration
depth of the lattice [61]. A standard finite size scaling
argument predicts that near the critical region

pe = N™2g((t — tc)N"), (18)

where ¢ is a universal function, i.e., its output is inde-
pendent of N. This behaviour is fairly preserved at finite
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FIG. 3. EMSD for estimation of the hopping parameter ¢ via
measuring the superfluid stiffness ps against the lattice size
N (left plot) or the number of measurements k (right plot),
averaged over 60000 measurement trajectories, with the start-
ing prior as in Eq. (16). Here we set o = —100, tmin = 0.54,
and tmax = 0.9. For the left plot the number of measurements
is fixed as m = 16. For the right plot the size of the square
lattice is fixed at N = 64.

tempertures lower than T = 0.05U (see Fig. 7 in the
Appendix).

In what follows, we assume that the superfluid density
can be measured with shot-noise error in both critical
and noncritical regions. More specifically, we assume the
outcomes of measuring ps occur according to a normal
probability distribution

_ . 2
Plalt,U) = 520y exp [-NE=5 G0 (1)

for some constant og. This leads to a linear QFI with

respect to the stiffness parameter ie., F(ps,U) x N.
One can use this and the parameter conversion relation,
in order to find the QFT of the hopping parameter at the
critical region

F(t,U) = (0ps)* Flps, U) oc N T2 (20)

with @ = v — 1/2 ~ 0.17, hence enabling sensing beyond
shot noise.

In Fig. 3 we compare the EMSD for optimized adap-
tive (with real-time feedback control) and non-adaptive
protocols. Clearly, we can see that the adaptive strategy
outperforms the non-adaptive one. While, in the latter
case, the error decreases as ~ N !, the former decrease
faster with ~ N =134 as described by Eq. (20).

Conclusions.— In this work, we characterised the rel-
evance of feedback control in critical quantum metrol-
ogy. Our no-go result shows that non-adaptive protocols
are shot-noise limited, despite the presence of a quantum
phase transition. This generalises recent results in the
context of equilibrium thermometry [62], and more gen-
erally highlights the crucial role of feedback control and
adaptivity [63-71] in critical quantum metrology. We
investigated two adaptive schemes capable of overcom-
ing this no-go result: a standard two-step adaptive pro-
tocol [43, 44], and a fully adaptive protocol where the
control parameters are updated after each measurement
(real-time feedback control). The latter was shown to be
highly preferable in the examples considered, being ca-
pable of reaching sub-shot-noise scaling even given a few
measurements and limited prior knowledge.

While in this article we have focused on many-
body systems, future work includes investigating sim-
ilar feedback-based protocols in the context of finite-
component quantum phase transitions [10, 11, 25, 72-74].
The performance of more sophisticated feedback proto-
cols [67, 75-78], e.g. based in machine learning tech-
niques [79], is also worth investigating in the future.
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Appendix A: The FI of magnetization measurement for the Ising model and its scaling

The Ising Hamiltonian (14) can be diagonalized using the Jordan-Wigner and the Fourier transformation. Applying
the Jordan-Wigner and the Fourier transformation, the ground state of the transverse Hising Hamiltonian (14) can
be written as

W) = (X) (cos O [0),[0) _, + isin by 1), [1)_,) (A1)
k>0

where k = £7/N,+37/N, ..., and the angles ), are defined by

cos 20y, (J, h) = cosk —h/J (A2)
S /1 —2h/Jcosk + h2/J?

and |0)_ . is the vacuum of free fermions, which correspond to the state of the chain with all the spins down.
The fidelity between the ground state of H(Jy, h1) and the ground state of H(Js, hs) of the model can be analytically
computed as [80]

F(p(Ti, ), p(Jay h2)) = [T cos(On (1, hn) = 1 (Ja, ha)) - (A3)

k>0

The quantum Fisher information of the model is given by [46]

o =2 (h (h/ D™

4\ 2 ((h)H)N +1)2 (R )N +1)(h2]J2 - 1)

h/I)N — (h)J)?

(/)N — (n)J) ) (A4)
when h # J, and by the limit of the above expression when h/J — 1. One can see that, the quantum Fisher
Information scales with N2, however, the measurement achieving the QFI can be difficult to implement. We thus
consider instead a simple projective measurement of the magnetization of the chain M,. Direct computation shows
that the probability of observing the outcome zj € {0,+£1/2,...,£N/2} on the ground state (A1) is

(To| Iy, |Po) = Z H cos 0, H sin 0y, , (A5)
7c{0,....N—1} k€T k&I
|Z|=m
where the sum runs over the (V') subsets of {0,...,N — 1} which have exactly m elements. From (A5) we can

compute the classical Fisher information of the projective measurement of the ground state of the chain on the M,
basis which is depicted in Fig. 4. Furthermore, as shown in Fig. 5, the peak of Fisher information associated to this
specific measurement scales as N1'°, i.e., with a smaller scaling compared to the optimal measurement. However,
even for this suboptimal measurement we are able to beat the shot-noise-limit by using adaptive strategies.
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FIG. 4. Normalized Fisher Information (F C (h, J)) for estimating the transverse magnetic field h by a projective measurement
of the transverse magnetization in an Ising chain with J = 2.

Fisher information at the critical point

10

max(F)

10

10 10>
N

FIG. 5. Loglog plot of the Fisher Information of a projective measurement of the transverse magnetization in an Ising chain at
the critical points. It grows (approximately) as N'* with « =~ 0.5.
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FIG. 6. Monte-carlo simulations of the superfluid fraction in the Bose-Hubbard model (17) on a square planar lattice, at a
temperature k7" = 0.05U. Due to the finite temperature correction (see Ref.[81]), the (pseudo-)critical point is at t/U ~ 0.572.

Appendix B: Simulation of the Bose-Hubbard model

We performed Montecarlo simulations of the Bose-Hubbard square lattice Hamiltonian (17), at an inverse temper-
ature § = 20. After 15000 burn-in sweeps that ensure the thermalization of the simulated system, for every value
of J and ¢ we took the average of the ground state energy in the subsequent 600000 sweeps. Comparing the ground
state energies of the grid with different boundaries condition, the program then computed the superfluid stiffness as
in equation (C1) below.

The Fisher information associated with the measurement described by (19) is given by

1 (dps\?
FC=— Bl
No? ( dt ) (B1)
In Fig. 8 we plot the normalized Fisher information of this measurement, for various values of the lattice size N.
In the critical region the value of F/N clearly grows with N.

Appendix C: Superfluid stiffness

The transition from the Mott insulator to the superconducting phase in the Bose-Hubbard model can be charac-
terized by the order parameter (a) = % >_,(c;), where ¢; is the destroying operator in the i-th site of the lattice. At
zero temperature, if (a) # 0, then the system is in the superconducting phase [83].

The transition parameter {(a), although simply defined in terms of the microscopic operators of the model, is not
an observable and has not a simple experimental characterization. For this reason, it is often taken as parameter for
the insulator-to-superfluid transition the superfluid density, or stiffness, ps. Historically, the notation comes from the
two-fluid model [84], an early phenomenological model of superfluidity which views the system as the superposition
of a “normal” fluid, of density p,,, and a superconducting fluid with density ps (with the total density of matter being
given by p = p + p,)[85].

There are several, sligthly nonequivalent, ways to formally define the superfluid stiffness in terms of the microscopic
models of superfluidity [86]. In our simulations, we define ps as the response of the ground state energy of the system
to the twisting of the boundary conditions [87]:

ps = mN?74 lim P E(®)

350 092 (C1)
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FIG. 7. The same as figure 6, but with the axes rescaled to illustrate Eq. (18)
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FIG. 8. Estimated Fisher Information for the estimation of ¢/U through the measurement of the superfluid stiffness ps described
by (19), in a Bose-Hubbard square lattice with N sites. The derivative of the function ps(t/U) was estimated by making a
Montecarlo simulation of the system at equispaced values of t/U, and then by applying a Savitzky-Golay filter of order 3[82]
to the data points.

where d is the dimension of the system (d = 2 in our case), and F(®) is the energy of the ground state of the lattice
subject to the twisted boundary conditions [88]
a7y ps = e a, (C2)

az (C3)

af+L@ = 7

The superfluid stiffness also admits expression in terms of the current-current correlation function of the lattice when
subject to a transverse vector potential (see section IIT of [89]). In the continous limit it can be shown that the
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superfluid stiffness is inversely proportional to the London penetration depth:
A= HoPs 3 (C4)

and that the energy of the ground state is given by
o /d%%weﬁ, (C5)

where 6 is the phase of the order parameter {a).

The superfluid stiffness is sometimes argued to be the most “natural” quantity to charachterize superfluidity [90],
due to its more immediate phenomenological and experimental meaning, and to the fact that ps can be different from
zero even at finite temperatures—when the order parameter vanishes. The latter consideration makes ps also the
most appropriate choice for studying the superfluid-to-insulator transition with Montecarlo simulations, since these
can only be carried at finite temperature.
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