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In this work we focus on two questions. One, we complement the machinary to calculate geometric
phases along adiabatic cycles as follows. The geometric phase is a line integral along an adiabatic
cycle, and if the cycle encircles a degeneracy point, the phase becomes non-trivial. If the cycle crosses
the degeneracy point the phase diverges. We construct quantities which are well-defined when the
path crosses the degeneracy point. We do this by constructing a generalized Bargmann invariant, and
noting that it can be interpreted as a cumulant generating function, with the geometric phase being
the first cumulant. We show that particular ratios of cumulants remain finite for cycles crossing a set
of isolated degeneracy points. The cumulant ratios take the form of the Binder cumulants known
from the theory of finite size scaling in statistical mechanics (we name them geometric Binder
cumulants). Two, we show that the machinery developed can be applied to perform finite size
scaling in the context of the modern theory of polarization. The geometric Binder cumulants are
size independent at gap closure points or regions with closed gap (Luttinger liquid). We demonstrate
this by model calculations for a one-dimensional topological model, several two-dimensional models,
and a one-dimensional correlated model. In the case of two dimensions we analyze to different
situations, one in which the Fermi surface is one-dimensional (a line), and two cases in which it is
zero dimensional (Dirac points). For the geometric Binder cumulants the gap closure points can be
found by one dimensional scaling even in two dimensions. As a technical point we stress that only
certain finite difference approximations for the cumulants are applicable, since not all approximation
schemes are capable of extracting the size scaling information in the case of a closed gap system.

I. INTRODUCTION

Berry’s geometric phase [1] is an integral of a connec-
tion along a quantum adiabatic cycle. Nontrivial values
arise when the curve corresponding to the adiabatic cycle
encircles a degeneracy point. The geometric phase can
be viewed [2] as the first member of a series of cumulants
extracted from the evolution of the wave function along
the adiabatic cycle. The higher order cumulants are not
geometric, they depend on the parametrization of the cy-
cle, not only on its geometry, but they are also physically
well-defined. We show that particular ratios of the cu-
mulants give finite values for cycles crossing degeneracy
points. When the path crosses a degeneracy point, the
Berry phase becomes undefined, the higher order cumu-
lants all diverge. The machinery can not be applied in
this case. In this work we complement the formalism of
the geometric phase by constructing quantities which are
meaningful in the case of paths which cross degeneracy
(or gap closure) points.

Loosely speaking, the physical situation can be com-
pared to electrodynamics in materials [3]. An insulator
is a gapped system, and can be described by quantities
such as the polarization, linear and nonlinear dielectric
susceptibilities. In a gapless system, the polarization is
undefined and the dielectric susceptibility diverges with
system size. The relevant quantities become the current,

the Drude weight, or the conductivity. As we will show,
a similar dichotomy exists for adiabatic paths: a gapped
path can be described by the Berry phase, and the gauge
invariant cumulants. When gap closure occurs along the
path, the relevant quantities become a particular set of
cumulant ratios.
A variant of the Berry phase, known as the Zak

phase [4], obtained by integrating across the Brillouin
zone of a crystalline system, plays the central role in
the modern theory of polarization [5–8] (MTP). The Zak
phase is proportional to the bulk polarization of a crys-
talline system. It is of interest to note that our under-
standing of conduction and insulation in quantum sys-
tems was initiated by the seminal work of Kohn [9], who
emphasized that the classical idea of localization of sin-
gle charge carriers as a criterion of insulation loses its
validity. Instead, the criterion of insulation, according to
Kohn, is many-body localization, the localization of the
center of mass of the entire charge distribution (or at least
the charge distribution of large chunks of the sample). In
systems with open boundaries, Kudinov [10] showed that
the variance of the polarization (which is proportional to
the variance of the center of mass of the charge distribu-
tion) is an appropriate criterion to distinguish conduc-
tors from insulators. For crystalline systems, however,
it was not possible to calculate the center of mass of
the charge distribution, nor its variance or higher cumu-
lants, because the relevant quantum mechanical opera-
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tor, the position operator, is ill-defined under periodic
boundary conditions. It was precisely this problem that
was solved [5–8] by MTP, by casting the polarization in
crystallie systems as a Zak phase.

As an extension of the MTP, Souza, Wilkens, and Mar-
tin [2] introduced the so called gauge invariant cumu-
lants, which are essential in the study of polarization [11–
14] as well as charge transport, since they provide access
to important related quantities, such as the variance of
the polarization [15], or the shift current [16] (related
to the third cumulant). Patankar et al. [16] use the ra-
tio of the third cumulant and the second as a gauge of
nonlinearity in the Su-Schrieffer-Heeger model [17]. The
Zak phase [4] is also the starting point to construct topo-
logical invariants, the quantities which characterize the
different phases of topological insulators [18–22]. The
MTP formalism has also been applied [23] to study the
topological Haldane model.

A limitation of the quantities derived from the MTP
is that at gap closure information about system size scal-
ing is lost. The variance of the polarization, as derived
by Resta, diverges at gap closure, even for finite systems.
For this reason, techniques based on the finite size scaling
hypothesis [24, 25] are not directly applicable to metal-
insulator transitions. Application of the Binder cumulant
technique [26, 27] (based on the finite size scaling hy-
pothesis) in MTP is difficult for two reasons: other than
the loss of size scaling information already mentioned,
a Binder cumulant is a ratio of averages of expectation
values of observables (the order parameter), and in MTP
the basic quantity is a geometric phase, rather than the
expectation value of an observable. In this work we over-
come both of these obstacles.

Cumulants are logarithmic derivatives of characteris-
tic functions (also known as cumulant generating func-
tions). Since there exist cumulants in the context of
the Zak phase, we first show that for general geomet-
ric phases (not necessarily a Zak phase) a generalization
of the Bargmann invariant [28] plays the role of the char-
acteristic function. The generalized Bargmann invariant
is most closely related to the characteristic function of
a periodic probability distribution, since moments and
cumulants can be obtained from it via finite difference

derivatives.

Our construction of cumulant ratios is similar to that of
the Binder cumulants [26, 27], for this reason, we will use
the term geometric Binder cumulant (GBC). The GBCs
are zero if the adiabatic path encounters no gap closure
points, otherwise they are finite. As a preliminary exam-
ple, we calculate the GBC for a spin- 12 particle in a pre-
cessing magnetic field. We then implement our construc-
tion in the MTP [5–8, 23] and show that the GBCs are an
effective tool for finite size scaling of metal-insulator [3]
and other quantum phase transitions. Gap closure points
(or regions) can be located. As a technicality, we empha-
size the use of a particular application of finite difference
derivatives which guarantee the correct scaling with sys-
tem size in gapless systems.

We also investigate the applicability of the MTP to
two-dimensional and one-dimensional interacting sys-
tems. In the former, the set of gap closure points can be
one or zero dimensional (Dirac points in graphene). The
question we pose is whether the cumulants constructed
within the MTP can signal a zero dimensional gap clo-
sure. We find in cases such as graphene (or the Haldane
model) scaling has to be done in one dimension only.
As for the interacting system we study, the Berry phase
corresponding to the polarization is a single-point Berry
phase. Nevertheless, the gap closure region is located via
application of the GBC.
In section II, for background, we introduce the charac-

teristic function and show how moments and cumulants
are generated from it. We emphasize the distinction be-
tween a general and a periodic probability distribution
function. In the former, moments and cumulants are ob-
tained via derivatives, while in the latter one has to resort
to finite difference derivatives. In section III we use the
Bargmann invariant [28] as a starting point to derive the
GBCs. In section IV basic calculations are presented for
a spin- 12 particle in a rotating magnetic field. In sec-
tion V we construct GBCs for the finite scaling of the
polarization, emphasizing the importance of an alterna-
tive approximation scheme which gives the correct size
scaling information at gap closure. In section VI we give
expressions for the variance of the polarization and the
GBC at different approximation levels for an ideal con-
ductor (gap closure point). In section VII we present
model calculations for one and two-dimensional band in-
sulators, as well as for a correlated system. In section
VIII we conclude our work.

II. BACKGROUND: MOMENTS, CENTRAL

MOMENTS, CUMULANTS AND BINDER

CUMULANTS

To initiate the discussion we give an overview of some
quantities used in statistics to characterize probability
distributions. Given a real random variable x and a prob-
ability distribution P (x) which satisfies

P (x) ≥ 0;

∫ ∞

−∞

dxP (x) = 1. (1)

The characteristic function f(k) is the Fourier transform
of P (x),

f(k) =

∫ ∞

−∞

dxP (x)eikx. (2)

The nth moment of the distribution P (x) is defined as

Mn =
1

in
∂nf(k)

∂kn

∣

∣

∣

∣

k=0

= 〈xn〉. (3)

The nth cumulant of P (x) is defined as

Cn =
1

in
∂n ln f(k)

∂kn

∣

∣

∣

∣

k=0

. (4)
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Cumulants can be written in terms of moments (and vice
versa). For the first four cumulants the expressions in
terms of moments are:

C1 =M1, (5)

C2 =M2 −M2
1 ,

C3 =M3 − 3M2M1 + 2M3
1 ,

C4 =M4 − 4M3M1 − 3M2
2 + 12M2M

2
1 − 6M4

1 .

The first four cumulants are named as follows: C1 the
mean, C2 the variance, C3 the skew, and C4 is the kurto-
sis. Cumulants of order higher than one are independent
of the mean or the origin of the coordinate system.
It is possible to define the central moments, which are

the moments derived from the probability distribution
P (x) → P (x +M1), shifted to give a zero first moment.
M1 is the first moment of the unshifted distribution. Us-
ing the shifted probability distribution in Eq. (4) to de-
rive cumulants results in

C1 = 0, (6)

C2 =M2,

C3 =M3,

C4 =M4 − 3M2
2 .

Note that if P (x) is shifted, it is the phase of the corre-
sponding characteristic function that shifts,

f(k) → f(k)e−ikM1 . (7)

We now consider a distribution periodic in L,

PL(x) =
∞
∑

w=−∞

P (x + wL). (8)

In this case, the characteristic function associated with
PL(x) is discrete,

fq =

∫ L

0

dxPL(x)e
i2πqx/L; q ∈ Z. (9)

Substituting Eq. (8) into Eq. (9) we see that

fq = f

(

2π

L
q

)

, (10)

where the right hand side is the characteristic function
of the distribution P (x) (Eq. (2)) evaluated at k = 2π

L q.
Since for periodic distributions the characteristic func-

tion is only well-defined at a discrete set of k-points, the
moments and cumulants have to be based on finite differ-
ence derivatives of fq, rather than continuous derivatives.
We define them as follows:

Mn =







(−1)
n−1
2

(

L
2π

)n
Im

D
nfq
Dqn

∣

∣

∣

q=0
if n is odd,

(−1)
n
2

(

L
2π

)n
Re

D
nfq
Dqn

∣

∣

∣

q=0
if n is even.

(11)

Cn =







(−1)
n−1
2

(

L
2π

)n
Im

D
n ln fq
Dqn

∣

∣

∣

q=0
if n is odd,

(−1)
n
2

(

L
2π

)n
Re

D
n ln fq
Dqn

∣

∣

∣

q=0
if n is even.

(12)
where the notation D

Dq denotes a finite difference deriva-

tive. There are different types of finite difference approx-
imations [29]. We will adhere to the convention intro-
duced by Resta and Sorella in the context of the modern
theory of polarization, and use central difference approx-
imations in all cases. Unless otherwise indicated, we use
the lowest order approximation, but in sections VI and
VII we will make comparisons between approximations
of different orders.
Applying the lowest order finite difference approxima-

tion results in

C1 =
L

2π
Im

ln f1 − ln f−1

2
=

L

2π
Im ln f1, (13)

C2 = −
(

L

2π

)2

Re(ln f1 + ln f−1 − 2 ln f0)

= − L2

2π2
Re ln f1,

where we used that fq = f∗
−q and that f0 = 1. Note the

similarity of the C1 and C2 in Eq. (13) to the Resta [34]
and Resta-Sorella [15] expressions for the polarization
and its variance. In the limit L → ∞ C1 and C2 con-
verge to 〈x〉 and 〈x2〉 − 〈x〉2, respectively, and higher
order cumulants constructed via Eq. (4) also reproduce
the cumulants (Eq. (4)).
The Binder cumulant [26, 27] is a quantity used to lo-

cate phase transition points and critical exponents. It is
an application of the finite size scaling hypothesis [24, 25].
In numerical simulations the thermodynamic limit is not
accessible, for this reason, phase transition points can be
shifted or smeared out when numerically calculated based
on susceptibilities or other response functions. These nu-
merical artifacts are eliminated at phase transition points
by the use of the Binder cumulant. The method is useful
in classical [30] as well as quantum [31] phase transitions,
however, heretofore the construction has only been ap-
plied in phase transitions characterized by order param-
eters, i.e. expectation values of Hermitian operators.
In the construction due to Binder, particular ratios of

moments (or cumulants) are taken. The Binder cumu-
lants take known values at phase transition points which
are independent of system size. It is this property which
makes the Binder cumulant a computationally useful tool
in locating critical points. One commonly used Binder
cumulant is

U4 = 1− 1

3

M4

M2
2

= −1

3

C4

C2
2

. (14)

The crucial point is that the product of the orders of mo-
ments in the numerator and the denominator are equal.
This is the reason the size dependence cancels at critical
points.
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III. MOMENTS, CENTRAL MOMENTS,

CUMULANTS, AND BINDER CUMULANTS

ASSOCIATED WITH ADIABATIC CYCLES

In this section we derive the Berry phase. We show
that the Berry phase can be viewed as the first in a cu-
mulant sequence associated with the Bargmann invari-
ant. An extended version of the Bargmann invariant will
take the place of the characteristic function, and from it
the above mentioned cumulant sequence can be derived
through the application of finite difference derivatives, as
was done in Eqs. (11) and (12). We also show that ratios
of moments constructed á la Binder are physically well
defined geometric quantities (the GBC). In subsequent
sections we show that they take non-trivial values when
the adiabatic path encounters a degeneracy point.
By adiabatic cycle we mean a cycle for which the adi-

abatic theorem holds. This theorem was first proven by
Born and Fock [32] for the nondegenerate case. They
considered paths along which the particular state under
consideration is gapped, as well as paths along which
level crossings occur at a finite number of singular points
along the path. Kato [33] generalized the results of Born
and Fock to the case of degenerate states. The paths
considered in this case are such that a set of degenerate
states are isolated from the rest of the Hilbert space of
the system via an energy gap, but, again, a finite number
of gap closures with other sets of degenerate states can
occur at crossing points.
To derive the Berry phase and cumulants valid for the

general case, we consider a parameter space ~ξ. At each
point of this parameter space a Hamiltonian is defined,
for which it is valid that

H(~ξ)|Ψn(~ξ)〉 = En(~ξ)|Ψn(~ξ)〉, (15)

where En(~ξ)(|Ψn(~ξ)〉) denote energy eigenval-
ues(eigenstates). We will consider the ground state,

|Ψ0(~ξ)〉, but the construction is general. We con-

sider a set of points in the parameter space, ~ξm with
m = 1, ..., N , and form the discrete Berry phase based
on the cyclic product,

Z̃q =

N
∏

m=1

〈Ψ(~ξm)|Ψ(~ξm+q)〉, (16)

where ~ξN+s is set equal to ~ξs, and where the index for
the ground state, subscript 0, was suppressed. The cyclic
product Z̃1 is known as the Bargmann invariant [28]. Z̃q

is the general discrete cumulant generating function, an
extension of the Bargmann invariant. The series of mo-
ments or cumulants can be generated from Z̃q by setting

fq = Z̃q, and using Eqs. (11) and (12) and by apply-
ing finite difference derivative formulas with respect to
the discrete variable q. The interval in this case is not
fracL2π, but unity.
The first cumulant that results from this procedure is

the discrete Berry phase,

C1 = Im
D lnZq

Dq

∣

∣

∣

∣

q=0

= Im(ln Z̃1 − ln Z̃0) = Im ln Z̃1,

(17)

since Z̃0 = 1. Some of the higher order cumulants may
be written,

C2 = −2Re ln Z̃1 (18)

C3 = −Im ln Z̃2 + 2Im ln Z̃1,

C4 = 2Re ln Z̃2 − 8Re ln Z̃1.

Odd cumulants are sums of phases of Z̃q, even ones are
sums of the logarithms of their magnitudes. The con-
tinuous Berry phase can be derived from Eqs. (16) and

(17) by assuming that the parameter series ~ξm is placed
along a closed curve in the order m = 1, ..., N . We can
take the continuous limit by increasing N , the number
of points representing the closed curve (simultaneously
decrease the distances between them). We can then use
the expansion up to first order

|Ψ(~ξm+1)〉 = |Ψ(~ξm)〉+ δ~ξ · ∇~ξ|Ψ(~ξm)〉, (19)

to rewrite C1 as

C1 = Im

N
∑

m=1

δ~ξ · 〈Ψ(~ξm)|∇~ξ|Ψ(~ξm)〉, (20)

or, in the continuous limit,

C1 = Im

∮

d~ξ · 〈Ψ(~ξ)|∇~ξ|Ψ(~ξ)〉. (21)

It is useful to introduce a parametrization for the

closed curve in parameter space as ~ξ(t), where t ∈ [0, T ].
We now discretize as tm = mδt (with δt = T

N ). In this
case, the discrete path Berry phase (20) can be written
as

C1 = Im

N
∑

m=1

δt〈Ψ(tm)|∂t|Ψ(tm)〉, (22)

or in the continuous limit,

C1 = Im

∫ T

0

dt〈Ψ(t)|∂t|Ψ(t)〉. (23)

Expanding ln Z̃1 to second order, and using the definition
of C2 (Eq. (18)) results in,

C2 = −
N
∑

m=1

[

〈Ψ(~ξm)|(δ~ξ · ∇~ξ)
2|Ψ(~ξm)〉 (24)

− 〈Ψ(~ξm)|(δ~ξ · ∇~ξ)|Ψ(~ξm)〉2
]

,

or using the parametrization

C2 = −δt2
N
∑

m=1

[

〈Ψ(tm)|∂2t |Ψ(tm)〉 (25)

− 〈Ψ(tm)|∂t|Ψ(tm)〉2
]

.
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The continuous limit can only be taken in Eq. (25), not
in Eq. (24). In Eq. (25) one factor of δt has to be
eliminated, and only then do we obtain

Γ2 = −
∫ T

0

dt
[

〈Ψ(t)|∂2t |Ψ(t)〉 (26)

− 〈Ψ(t)|∂t|Ψ(t)〉2
]

.

Γ2 is physically well-defined, however, it is no longer ge-
ometric. It is not merely a function of the cyclic path, it
also depends on “how fast” the path is traversed in the
variable t. Γ2 gives finite numbers for adiabatic paths
which do not encounter crossing points. The situation
is similar for all higher order cumulants. An nth order
Cn will lead to a factor of δtn, from which n − 1 have
to be eliminated to lead to a Γn which is physically well-
defined, albeit, not geometric. Cumulants constructed
this way are known as gauge invariant cumulants, intro-
duced in the context of the MTP by Souza, Wilkens, and
Martin [2].
It is possible to construct quantities which are gauge

invariant as well as geometric. Let us first write C4 as

C4 = δt4
N
∑

m=1

[

〈Ψ(tm)|∂4t |Ψ(tm)〉 (27)

−4〈Ψ(tm)|∂3t |Ψ(tm)〉〈Ψ(tm)|∂t|Ψ(tm)〉
−3〈Ψ(tm)|∂2t |Ψ(tm)〉〈Ψ(tm)|∂2t |Ψ(tm)〉
+12〈Ψ(tm)|∂2t |Ψ(tm)〉〈Ψ(tm)|∂t|Ψ(tm)〉2
−6〈Ψ(tm)|∂t|Ψ(tm)〉4

]

.

The quantity

U4 = − lim
δt→0

1

3

C4

C2
2

, (28)

is gauge invariant and geometric, where C4 and C2 are
defined as in Eqs. (27) and (25), respectively. In Eq.
(28) the δts cancel, because, as is the case in the original
Binder cumulants, the products of the orders of the cu-
mulants in the numerator and the denominator are equal.
If the adiabatic path does not encounter a gap closure

point, then U4 = 0. Defining C4 = δt3Γ4, and taking the
limit δt→ 0 results in

U4 = lim
δt→0

δt
Γ4

Γ2
2

→ 0. (29)

(Γ4 does take finite values for adiabatic paths which do
not encounter degeneracy points.) However, U4 gives a
finite value if the adiabatic path does encounter a degen-
eracy point.

IV. SPIN- 1
2
PARTICLE IN A ROTATING

MAGNETIC FIELD

In this section we calculate U4 for a spin- 12 particle in
a rotating magnetic field. This system was used as an

example in the original work of Berry [1] to demonstrate
the meaning of the Berry phase arising through adiabatic
paths which encircle the degeneracy. Here we show what
happens when the path touches the degeneracy point.
The Hamiltonian of a spin- 12 particle in a magnetic

field is given by

H = −g e

2me

~S · ~B, (30)

where

~S =
~

2
~σ, (31)

and ~σ is a vector of Pauli matrices, σx, σy , and σz . We

assume that the magnetic field ~B is time-dependent and
precesses at frequency ω according to

Bx = B sin(θ) cos(ωt) (32)

By = B sin(θ) sin(ωt)

Bz = B cos(θ).

We set φ = ωt. This system can be solved exactly. The
solution we use to construct moments has the form

|Ψ−(θ, φ)〉 =
(

−eiφ sin
(

θ
2

)

cos
(

θ
2

)

)

. (33)

Using |Ψ−(θ, φ)〉 we construct a Zq along a path in the

space ~B discretized according to φm = m 2π
N , with m =

1, ..., N , resulting in,

Z̃q =

(

sin2
θ

2
ei

2π
N

q + cos2
θ

2

)N

. (34)

From Eq. (11) it can be shown that

M4 = 2(|Z̃2| − 4|Z̃1|+ 3) (35)

M2 = 2(|Z̃1| − 1),

(the magnitudes of all the Z̃qs were taken, to center the
“distribution”) and using Eq. (34) it follows that

M4

M2
2

= 3, (36)

implying that U4, as defined in Eq. (14) is zero.
The gap closure of this system occurs at the origin. We

can also consider a cyclic path which crosses this point.
In this case, since for all n 6= 0 Zn = 0, and Z0 = 1, we
obtain,

M4

M2
2

=
3

2
, (37)

implying that U4 is 1
2 . The GBC gives a finite number

for a cyclic path which encounters the degeneracy point.
The above result is valid for any parametrization of

the adiabatic loop. The fact that the GBC is finite for
a loop which encounters the degeneracy point is due to
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Characteristic Definition Associated Moments, cumulants
function with

f(k) =
∫

∞

−∞
dx exp(ikx)P (x) P (x), probability distribution Mn = 1

in
∂nf(k)
∂kn

∣

∣

∣

k=0

of a continuous random variable Cn = 1
in

∂n ln f(k)
∂kn

∣

∣

∣

k=0

fq =
∫ L

0
dx exp

(

i 2πx
L

q
)

PL(x) PL(x), probability distribution Mn =







(−1)
n−1
2

(

L
2π

)n
Im

D
nfq

Dqn

∣

∣

∣

q=0
if n is odd,

(−1)
n
2
(

L
2π

)n
Re

D
nfq
Dqn

∣

∣

∣

q=0
if n is even.

q integer of a continuous random variable Cn =







(−1)
n−1
2

(

L
2π

)n
Im

D
n ln fq
Dqn

∣

∣

∣

q=0
if n is odd,

(−1)
n
2
(

L
2π

)n
Re

D
n ln fq

Dqn

∣

∣

∣

q=0
if n is even.

periodic in L

Z̃q =
∏N

s=1〈Ψ(ξs)|Ψ(ξs+q〉 geometric phases Mn =







(−1)
n−1
2 Im

D
nZ̃q

Dqn

∣

∣

∣

q=0
if n is odd,

(−1)
n
2 Re

D
nZ̃q

Dqn

∣

∣

∣

q=0
if n is even.

q integer along adiabatic cycles Cn =







(−1)
n−1
2 Im

D
n ln Z̃q

Dqn

∣

∣

∣

q=0
if n is odd,

(−1)
n
2 Re

D
n ln Z̃q

Dqn

∣

∣

∣

q=0
if n is even.

Zq = 〈Ψ0| exp
(

i 2πX̂
L

q
)

|Ψ0〉 polarization distribution Mn =







(−1)
n−1
2

(

L
2π

)n
Im

D
nZq

Dqn

∣

∣

∣

q=0
if n is odd,

(−1)
n
2
(

L
2π

)n
Re

D
nZq

Dqn

∣

∣

∣

q=0
if n is even.

q integer of many-body systems Cn =







(−1)
n−1
2

(

L
2π

)n
Im

D
n lnZq

Dqn

∣

∣

∣

q=0
if n is odd,

(−1)
n
2
(

L
2π

)n
Re

D
n lnZq

Dqn

∣

∣

∣

q=0
if n is even.

periodic in L

Z
(b)
q = Det

∏L

s=1 S(ks, ks+q) polarization distribution Mn =















(−1)
n−1
2

(

L
2π

)n
Im

D
nZ

(b)
q

Dqn

∣

∣

∣

∣

q=0

if n is odd,

(−1)
n
2
(

L
2π

)n
Re

D
nZ

(b)
q

Dqn

∣

∣

∣

∣

q=0

if n is even.

S(ks, ks+q) = 〈uks,m|uks+q ,m
′〉 of band systems

q integer, periodic in L Cn =















(−1)
n−1
2

(

L
2π

)n
Im

D
n lnZ

(b)
q

Dqn

∣

∣

∣

∣

q=0

if n is odd,

(−1)
n
2
(

L
2π

)n
Re

D
n lnZ

(b)
q

Dqn

∣

∣

∣

∣

q=0

if n is even.

m,m′ occupied bands
|uks,m′〉 periodic Bloch state

TABLE I. Different types of characteristic functions (cumulant generating functions) discussed in this work. The definitions of
the characteristic functions are given in the second column. The third column specifies the contexts in which they appear. The
fourth column specifies how moments (Mn) and cumulants (Cn) are obtained from the characteristic functions. The notation
D
n...
Dqn

denotes an nth finite difference derivative.

the fact that in the product on the right-hand side of Eq.
(16) the scalar product “across” the degeneracy point
gives zero, and therefore the entire product will be zero.
Reparametrizing the loop will not change this. Also, the

direction of the path as it crosses the degeneracy point is
not important either, since the result that n 6= 0 Zn = 0,
and Z0 = 1 is independent of direction.
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V. CUMULANTS OF THE POLARIZATION

In this section, we make the connection between the
cumulant machinery and the MTP explicit. We first
show that the quantity which plays the central role in
MTP, sometimes called [13] the polarization amplitude
(defined below in Eq. (38)), is a discrete characteristic
function of the type derived in Eq. (9). As such, the
cumulants [15, 34] can only be derived via finite differ-
ence derivatives. Second, we show that if we evaluate
the polarization amplitude for a band insulator (where
the wave function is a Slater determinant), then it takes
the form of the generalized Bargmann invariant defined
in Eq. (16). This derivation links the quantities intro-
duced in Sections II and III.
We consider a many-electron system, one-dimensional

for convenience, periodic in L. In our calculations below,
L will always refer to the size of the supercell of the sys-
tem, in which periodic boundary conditions are imposed.
In band systems 2π/L is the spacing between k-points in
the Brillouin zone. We write the quantity known as the
polarization amplitude as,

Zq = 〈Ψ0| exp
(

i
2πq

L
X̂

)

|Ψ0〉, (38)

where Ψ0 denotes the ground state wave function of the
system, q is an integer, and the total position operator is
defined as

X̂ =

L
∑

j=1

n̂jj, (39)

where n̂j is the density operator at site j.
To show that Zq is the analog of a characteristic func-

tion we can write the distribution of the total position
corresponding to the state Ψ0

PL(X) = 〈Ψ0|δ(X̂ −X)|Ψ0〉. (40)

The distribution PL(X) is manifestly periodic in L. We
can write Zq as

Zq =

∫

dXPL(X) exp

(

i
2πq

L
X

)

. (41)

It is obvious that Zq is a discrete characteristic function
of the type given in Eq. (9). We can derive the nth
moment or cumulant of X by applying Eqs. (11) and
(12).
The electronic contribution to the polarization can be

obtained from Zq by taking the first finite difference
derivative with respect to q. Indeed, the electronic con-
tribution to the many-body polarization expression de-
rived by Resta [34] for interacting systems can be derived
by taking the first finite difference derivative of lnZq at
q = 0,

〈X〉 = i
L

2π
(lnZ1 − lnZ0) =

L

2π
Im lnZ1. (42)

0 5 10 15 20 25 30
n

2

2.5

3

Α
n

0 5 10 15 20 25 30
n

0.42

0.44

0.46

0.48

0.5

U
L

(n
)

FIG. 1. An (defined in Eq. (59)) as a function of n (upper
panel). The Binder cumulant as a function of n for a gapless
system.

To obtain the full polarization, the nuclear contribu-
tion [2, 7] also has to be added. In most models of interest
(tight-binding type models) the nuclei are taken as fixed
in position. Therefore, the nuclei do make a contribution
to the first cumulant (the polarization), but since higher
order cumulants describe fluctuations, the nuclei make
no contribution.
We now show that for a band insulator, it is possible

to relate Zq, as defined in Eq. (38) to the generalized
Bargmann invariant of Eq. (16). We can follow the steps
of Resta [34], and introduce a system periodic in L, with
lattice constant taken to be unity. We will consider a
system with one filled band, but we will comment on the
many-band generalization below. The L Bloch vectors in
the reciprocal cell [0, 2π/L) can be labelled,

ks =
2π

L
s, s = 0, ..., L− 1, (43)

and the one-body orbitals will have the form

ψks
(x) = eiksxuks

(x), (44)

where uks
(x) is a periodic Bloch function. The entire

wave function can be written as

|Ψ0〉 = A

L−1
∏

s=0

ψks
, (45)

where A is the anti-symmetrization operator. Using this
wave function to write Zq (Eq. (38)) results in

Z(b)
q =

L
∏

s=1

S(ks, ks+q), (46)

where Z
(b)
q indicates the quantity in Eq. (38) averaged

over a single Slater determinant representing an elec-
tronic band, and where

S(ks, ks+q) = 〈uks
|uks+q

〉, (47)

hence, it takes the form of Eq. (16).
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The extension to more than one filled band turns
S(ks, ks+q) into a matrix, and Zq into a determinant of
the product of matrices,

Z(b)
q = Det

L
∏

s=1

S(ks, ks+q), (48)

where

S(ks, ks+q) = 〈uks,m|uks+q,m′〉, (49)

where m and m′ are band indices. For q = 1, we re-
cover the known quantity used to derive [5–8] the MTP.
For reference, and as a partial summary, in table I we
summarize the different types of characteristic functions
encountered in this work.
We now analyze the implementation of he finite differ-

ence derivatives in the MTP. We first quote the Resta-
Sorella expression for the variance,

C
(RS1)
2 = − L2

2π2
Re lnZ1, (50)

according to the lowest order finite difference approxima-
tion (RS1). This scheme has error O

(

L−2
)

. An error of

order O
(

L−4
)

can be achieved by using a higher order
finite difference derivative,

C
(RS2)
2 =

L2

24π2
[Re lnZ2 − 16Re lnZ1] . (51)

We would like to point out that when the expression

C
(RS1)
2 (or higher order finite difference approximations,

such as C
(RS2)
2 ) is applied to analyze quantum phase

transitions, which are accompanied by gap closure, a
problem is encountered. In the case of an ideal conductor
the twist operator shifts all the momenta of the system
producing a state which is orthogonal to the ground state:

|Ψ0〉 ⊥ exp

(

i
2πq

L
X̂

)

|Ψ0〉, (52)

for q 6= 0. As a result, at gap closure points Zq = 0 for
q 6= 0. As such, the variance, as approximated in Eqs.
(50) or (51), which depends on lnZq, will diverge in such
a way that scaling information with respect to system
size L is lost.
Another approximation scheme [35, 36], can also be

used, where we first remove the phases of Zq, and then
express M2(= C2) as,

M̃
(1)
2 = C̃

(1)
2 =

L2

2π2
(1− |Z1|) . (53)

Since the mean polarization corresponds to the phase of
Z1, the fact that the phases of Zq have been removed
makes it explicit that the statistical cumulants used to
construct our Binder cumulants are independent of the
mean polarization or the origin of the coordinate system

(in other words, we are using central moments to con-
struct cumulants).

We introduced the notation C̃
(1)
2 for the variance ac-

cording to this approximation scheme. The superscript in
parentheses refers to the fact that the second derivative
used is the lowest order finite difference approximation.
The error in this scheme is O

(

L−2
)

. If the next order
approximation is used, the expression for the variance is

M̃
(2)
2 = C̃

(2)
2 =

L2

24π2
(|Z2| − 16|Z1|+ 15) . (54)

The error in C̃
(2)
2 is O

(

L−4
)

.
A crucial difference between the variance expressions

C
(RS1)
2 , C

(RS2)
2 and C̃

(1)
2 , C̃

(2)
2 is that in the latter set,

the finite size scaling exponent of an ideal conductor can
be expected [37] to be two since Zq → 0 (for q 6= 0),
whereas in the former, the variance diverges even for a
finite system, which is unphysical. Two is also the true
upper bound [10, 37] for the finite size scaling exponent
for a closed gap system. In contrast, the exponent for

C
(RS1)
2 , C

(RS2)
2 is not bounded above.

0 0.05 0.1 0.15 0.2
δJ

0

0.2

0.4

U
L

(1
)

0

0.2

0.4

U
L

(2
) L=50

L=100
L=200
L=500

0 0.05 0.1 0.15 0.2
δJ

0

0.2

0.4

U
L

(4
)

FIG. 2. Binder cumulants U
(n)
L approximated to different

orders (O(L−2n)) for the one-dimensional SSH model (Eq.
(60)). The phase transition point occurs at δJ = 0. The
different curves in each panel are for different system sizes
L = 50, 100, 200, 500.

To construct a GBC, first the fourth moment of the
polarization is needed, which according to Eq. (3) is
the fourth finite difference derivative of the characteristic
function,

M̃
(1)
4 =

L4

(2π)4
(2|Z2| − 8|Z1|+ 6). (55)

The Binder cumulant can be written as

U
(1)
L = 1− M̃

(1)
4

3[M̃
(1)
2 ]2

. (56)

This quantity is essentially the same as the U4 defined
in Eq. (14), albeit here it is introduced in the context

of MTP. In general, the quantity U
(m)
L for any m is size

independent by construction, since Zq = 0 for q 6= 0. In
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Eq. (56) the subscript represents the system size, L, the
superscript represents the order of approximation used
in calculating the moments on the right hand side of the

equation. U
(1)
L is known as a fourth order Binder cumu-

lant (because of the presence of M̃
(1)
4 ). Since in Eq. (56)

it is the moments which are expressed in terms of a finite
difference derivative, we will refer to this way of calcu-

lating U
(1)
L as the moment based approximation (MBA).

Below we make comparisons between the GBC (U
(1)
L )

calculated based on the MBA and based on the Resta-
Sorella approach, which amounts to taking the finite dif-
ference derivative of lnZq. For the fourth cumulant, the
Resta-Sorella approach (up to O

(

L−2
)

) gives

C
(RS1)
4 =

L4

8π4
[Re lnZ2 − 4Re lnZ1] . (57)

Using this, we can write the O
(

L−2
)

approximation to
the fourth order GBC as

U
(RS1)
L = − C

(RS1)
4

3[C
(RS1)
2 ]2

. (58)

Binder cumulants correct up to higher orders can be con-
structed using higher order finite difference derivatives.

0 5 10 15
n

0.25

0.255

0.26

C
2(n

) *4
π2 /L

2

Moment based approx.
Resta-Sorella

0 5 10 15
n

0.
46

0.
48

0.
5

0.
52

C
2(n

) *4
π2 /L

2

Moment based approx.
Resta-Sorella

δJ=0.2δJ=0.2

δJ=0.1

FIG. 3. Variance as a function of the order of approximation,
n, one-dimensional SSH model (Eq. (60)), two cases, δJ =
0.2, and δJ = 0.1 calculated via two methods: the Resta-
Sorella approximation, and the moment based approximation
(MBA) developed in this work.

VI. APPROXIMATING GAP CLOSURE

In this section we investigate how the MBA expressions
for the variance and the GBC behave in the absence of
an energy gap. We recall that when the gap is open
the GBC is zero (in the thermodynamic limit, which is
the same as δt → 0 in Eq. (29)), however, finite values
result in closed gap regions. Since our expressions are
finite difference approximations, the question that arises
is what can we expect at approximations of higher order?

We have shown above that at gap closure Zq = 0, ex-
cept for Z0 = 1. We can obtain higher order approxima-
tions of the variance by taking higher order finite differ-
ence approximations to the second derivative. The vari-
ance for the first two orders of approximation are given in
Eqs. (53) and (54) (O

(

L−2
)

and O
(

L−4
)

, respectively).
In general, the variance will have the form

C
(n)
2 = An

L2

4π2
, (59)

where An depends on the order of the approximation.
For n = 2, An = 5

2 (compare with Eq. (54)). For n up to
30, the value of An is shown in Fig. 1. The parameter An

appears to converge as a function of n. We can estimate
a lower bound of A30 = 3.224 for A∞.
The crucial point is that while the value of the vari-

ance varies with level of approximation, the scaling with
system size within MBA is always two. This also holds
for higher order cumulants. For the GBCs, this means
that while the value of the GBC at gap closure points will
vary as a function of the order of approximation, a GBC
of a given approximation will still be size independent at
gap closure points. In this sense, the GBCs at a given
level of approximation are universal.
The lower panel of Fig. 1 shows the GBC as a func-

tion of the order of the approximation, n. The value
of the cumulant varies considerably as a function of ap-
proximation, it decreases as n is increased. The curve
appears to level off to a constant value. Locating quan-
tum phase transition points is possible at any order of
approximation, since size independence of the GBC is
still guaranteed.

VII. MODEL CALCULATIONS

A. One-dimensional Su-Schrieffer-Heeger model

The Hamiltonian of the Su-Schrieffer-Heeger
model [17] is given by,

Ĥ =

L
∑

i=1

(−Jc†idi − J ′d†i ci+1 +H.c.), (60)

where c†i (d
†
i ) denote creation operators in one unit cell

i on sublattice A(B). This model already has a long
history, here we emphasize that it is insulating for J ′ 6= J ,
and gap closure occurs at J ′ = J . For convenience we
will use the parametrization J = J̄ + δJ , J ′ = J̄ − δJ ,
hence, the gap closure occurs at δJ = 0. We will take
J̄ = 1.
Fig. 2 shows the Binder cumulant based on approxima-

tions of different order (n = 1, 2, 4) for different system
sizes for the 1D SSH model near the gap closure point.
Indeed, the Binder cumulants are independent of system
size at the phase transition point, however, they exhibit
considerable size dependence away from it.
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In Fig. 3 the normalized variance is shown as a func-
tion of the order of approximation for the two cases
(δJ = 0.1 and δJ = 0.2) for both the MBA, and the
Resta-Sorella type approximation carried to higher or-
ders. While, for the gapless case (Fig. 1) the approxi-
mation is crucial to obtain quantitative results, for the
gapped system the convergence is rapid, a calculation
correct up to orderO

(

L−8
)

(n = 4) is already converged.
It is to be noted, however, that the usual Resta-Sorella
calculation does give faster convergence as a function of
approximation. Still, due to the logarithm, at gap clo-
sure points it is undefined, so size scaling information is
lost.
While the variance at order O

(

L−2
)

is not necessarily
converged, phase transition points will still be detected,
because the GBCs are size independent at each level of
finite difference approximation. At n = 1 (O

(

L−2
)

), the

universal value of the GBC at gap closure is 1
2 , as n is

increased, the values will be differ, according to Fig. 1
(lower panel). Increasing the order of the finite differ-
ence approximation is only important if accurate vari-
ance, skew, kurtosis, etc. is desired.

B. Two dimensional models

In two dimensions we consider two different cases of
gap closure. For the most basic case (square lattice, tight-
binding) gap closure occurs at points along a closed curve
within the Brillouin zone. Gap opening can be achieved,
for example, by an alternating on-site potential. If the
same system is placed on a honeycomb lattice, the gap
closure occurs only at isolated points in the Brillouin zone
(Dirac points).
For the square lattice, we take the Hamiltonian to con-

sist of nearest neighbor hopping and an on-site potential
of strength ∆,

V̂ = ∆
∑

j,k

(−1)j+kn̂j,k. (61)

In reciprocal space the model can be written as:

Ĥ =
∑

kx,ky

[ǫ(kx, ky)σx +∆σz ] , (62)

where

ǫ(kx, ky) = −2 cos(kx)− 2 cos(ky), (63)

and where σx and σz denote Pauli matrices. The tight-
binding hopping parameter was taken to be unity. We
take the basis vectors of the lattice (which give the posi-
tions of the A sublattice) to be,

~a1 = (2, 0);~a2 = (1, 1), (64)

leading to a two-dimensional k-space grid of

kx =
π

Lx
mx, ky =

2π

Ly
my −

π

Lx
mx, (65)
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FIG. 4. Geometric Binder cumulants for two-dimensional
models. Upper panel shows the results for a tight-binding
model with an on-site potential (strength ∆) on a square lat-
tice, the middle panel shows the results for a tight-binding
model with an on-site potential (strength ∆) on a hexago-
nal lattice, the lower panel shows results for the topological
Haldane model on a hexagonal lattice.

with mx,my = 0, ..., L − 1. We define the two-
dimensional polarization amplitude as

Zq =
∏

mx,my

〈mx,my|mx,my + q〉, (66)

where |mx,my〉 is an eigenstate of ǫ(kx, ky)σx + ∆σz.
Using Zq we can calculate GBCs as given in Eqs. (53),
(55), and (56).
The upper panel of Fig. 4 shows the GBC for different

system sizes. The lattice size was held fixed in the x-
direction (Lx = 180), and scaling was done only in the
y-direction, as indicated by the different Ly values in the
figure. At the gap closure point, all GBCs converge to
their calculated value of 1

2 , away from this point they
exhibit size dependence, and decrease monotonically.
We apply exactly the above procedure for the hexago-

nal lattice with an alternating on-site potential. In this
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FIG. 5. Variance for the hexagonal lattice (upper panel), and
the Haldane model (lower panel), both at gap closure, aver-
aged in the transverse direction, shown on a log-log plot. For
all calculations Lx is held fixed, and Ly is varied. The values
of Ly are shown above each data point. The straight dashed
line is the log-log plot of a curve of the form f(Ly) = aL2

y.
For the hexagonal model (upper panel) a = 0.000593473, for
the Haldane model (lower panel) a = 0.000325063.

case, the Hamiltonian takes the form,

H =

[

∆ f
f∗ −∆

]

. (67)

where

f = exp

(

i
ky√
3

)

+ 2 cos

(

kx
2

)

exp

(

−i ky
2
√
3

)

. (68)

The coordinate system we use is shown in the inset of the
middle panel of Fig. 4. The equilateral triangle connect-
ing second nearest neighbors has sides of length unity.
The main figure of the middle panel of Fig. 4 shows the
GBCs for the hexagonal lattice. Again, in the gapped
region (∆ > 0) the GBCs are size dependent, at the gap
closure point, (∆ = 0) all the GBCs converge to a value
of 1

2 .
For completeness we also investigated the topological

Haldane model [19, 23]. In this model, in addition to
the on-site potential (which breaks inversion symmetry),
a time-reversal symmetry breaking term is also added,
consisting of a magnetic flux which encircles the center
of each hexagon in such a ways that the Peierls phases
(Φ) of the flux only affect the second nearest neighbor
hoppings. The tuning of the on-site potential and phase
on second nearest neighbor hoppings renders possible the

independent control (opening or closing) of each Dirac
point separately. The Hamiltonian now has the form,

H =

[

g f
f∗ −g

]

, (69)

with

g = ∆+2t2 sin(Φ)

[

sin(kx) + 2 sin

(

kx
2

)

cos

(√
3kx
2

)]

.

(70)
The lower panel of Fig. 4 shows our results for the Hal-
dane model. The inset of the lower panel shows the
phase diagram of the model (solid line), and the dashed
line indicates the line along which the GBCs were cal-
culated. The main figure of the lower panel shows the
GBCs themselves. Two phase transition points are en-
countered, where the GBCs all take a value of 1

2 . In be-
tween and outside the phase transition points, the GBCs
are strongly size dependent.
The Fermi surface of the square lattice and the hon-

eycomb lattice are different, the former is a closed one-
dimensional curve (a square in the Brillouin zone), the
latter is zero-dimensional (two Dirac points). An inter-
esting question is whether finite size scaling methods can
distinguish between the two. The quantity capable of
doing this is the variance of the polarization averaged in
the transverse direction. We define:

〈C̃(1)
2 〉 = 1

Lx

∑

kx

C̃2(kx), (71)

where C2(kx) is the variance of the polarization in the
y-direction for a fixed value of kx (according to the def-
inition in Eq. (53)). Of particular interest is the scaling

of 〈C(1)
2 〉 as a function of system size. We approximate

〈C̃(1)
2 〉 = aLγ , (72)

where a is a coefficient, and γ is the size scaling expo-
nent. For the square lattice, when the system size is
scaled both in the x and y directions simultaneously, the
size scaling exponent γ = 2 at the gap closure point,
and γ = 1 for gapped systems. We checked this via
calculations for system sizes of Lx = Ly = 180 × 2k,
k = 0, 1, 2, 3, 4, 5, 6, 7. For the hexagonal lattice, based on
calculations of the same set of system sizes, when scal-
ing is done in both directions γ ≈ 1.12 for the gapless
case, while γ = 1 for gapped systems. However, if scal-
ing is only done in one dimension, then for large system
sizes the scaling exponent becomes γ = 2 for the gapless
case (for the gapped systems it still holds that γ = 1).
The results are shown in Fig. 5. For Lx = 180 fixed, as
Ly is varied, the log-log plot for the average variance as
a function of system size does not show a straight line,
however, as Ly becomes large, the function does tend to
a curve with Ly dependence L2

y, hence γ = 2. The differ-
ent panels of Fig. 5 correspond to the different hexagonal
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models: upper panel(lower panel) shows the honeycomb
tight-binding(Haldane) model.
These results can be explained from the form of Eq.

(71). For a two-dimensional system whose Fermi surface
is a closed curve which runs over the entire Brillouin zone,
a gap closure point will be encountered for each kx, which

will render Z1 zero, and lead to a contribution to 〈C(1)
2 〉

with a scaling exponent of γ = 2. For a system with Dirac

points, the contributions to 〈C(1)
2 〉 scale as Ly, except for

values of kx, which encounter Dirac points, which scale
as L2

y. In this case Ly has to be increased so that this

one term dominates the scaling of 〈C(1)
2 〉.
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FIG. 6. Binder cumulant for the t− V one-dimesional inter-
acting model, as a function of V/t. The upper panel shows
results for the Resta-Sorella approximation, the lower one for
the moment based approximation.

C. Correlated one-dimensional model

Our last model calculation is the t − V model, a one-
dimensional tight-binding model (hopping t) with nearest
neighbor interaction V . The Hamiltonian is given by

H =

L
∑

i=1

[

−t(c†i ci+1 + c†i+1ci) + V nini+1

]

. (73)

This model exhibits phase transitions at V = ±2t. If
|V | < 2t the system is in a gapless Luttinger liquid phase,
whereas, |V | > 2t is an insulating phase. The phase
transition at V = 2t is second order, while the one at
V = −2t is first order. We perform exact diagonalization
calculations (Lánczos method).

System sizes Repulsive fixed point Repulsive fixed point
L = 16/8 V = 3.00t V = −2.21t
L = 20/10 V = 2.75t V = −2.13t
L = 24/12 V = 2.62t V = −2.08t
L = 28/14 V = 2.52t V = −2.06t

TABLE II. The repulsive fixed points for the t− V model for
different pairs of system sizes.

In Fig. 6 the Binder cumulant is shown for a sweep
across both phase transitions for different system sizes.
The upper panel shows results for the Resta-Sorella ap-
proximation (the V = 0 is missing, since there the log-
arithms give a divergent result), the lower for MBA. In
both cases the first-order phase transition is easy to iden-
tify. Overall, it is difficult to say whether the Resta-
Sorella method converges to a precise value in the gap-
less phase, since even there there is some size depen-
dence, and the value of the cumulant is difficult to iden-
tify. In the MBA, the cumulants converge in the region
−2t < V < 2t to a value of one half, and the phase transi-
tion at V = −2t is clearly identifiable. As for the second
order phase transition at V = 2t, the MBA is superior
to the Resta-Sorella approach, partly because the Resta-
Sorella method does not converge to a universal value in
the gapless phase.
Another striking feature of the results in Fig. 6 is that

in the ordered phases V > |2t| the Binder cumulant is
not zero. This is due to the fact that in the many-body
case the polarization is not a usual Berry-Zak phase (in-
tegral across the Brillouin zone), it is, instead, a single
point [7] Berry phase. One can calculate Zq in the or-
dered phases (see Ref. [35]), and one obtains a Binder
cumulant of minus infinity. Still, the gap closure region
is easily identified.
For comparison, we also used another method to locate

the phase transition point. This method is an application
of real-space renormalization to the polarization ampli-
tude [38]. For a given value of V , Z1 is calculated for
some initial system size L. Then for L/2 the value of
V is tuned to reproduce the same Z1 as for the larger
system. This generates a renormalization trajectory, via

Z1(Vj+1, L/2) = Z1(Vj , L), (74)

and fixed points as a function of V can be determined.
The trajectories tend to an attractive fixed points at
V = 0, V = ∞, and V = −∞, and two repulsive fixed
points occur at finite V in between the three attractive
fixed points. The repulsive fixed points correspond to
the phase transition points. Our calculated results for
the repulsive fixed points are shown in table II. Again,
the phase transition point in the attractive region of the
model (V < 0) is easy to locate, our best result being
V = −2.06t. In the region V > 0, for the largest sys-
tem size we are able to do, the repulsive fixed point is
at V ≈ 2.52, in good agreement with our results in the
lower panel of Fig. 6. We emphasize that the limitation
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is not the finite size scaling methods advocated here, but
the system size accessible by exact diagonalization.

VIII. CONCLUSION AND FUTURE

PROSPECTS

In this work we explored a generalization of the study
of adiabatic cycles initiated in the context of quantum
mechanics by Berry [1]. A geometric phase becomes non-
trivial if the adiabatic cycle over which it is defined en-
circles a degeneacy point. If the path is modified so that
it crosses the degeneracy point, the Berry phase becomes
undefined. The direction of our generalization was the
consideration of cycles which cross isolated degeneracy
points. We showed that it is possible to define quanti-
ties which are physically well defined in this case. The
quantities which achieve the above goal are ratios of the
cumulants associated with adiabatic cycles. We gave a
detailed analysis of how cumulant generating functions
can be defined in the general context of the geometric
phase, as well as the particular context of the modern
theory of polarization. For the latter we drew on the
work of Souza, Wilkens, and Martin [2].
In the modern polarization context we defined cumu-

lant ratios which we showed to be useful for finite size
scaling of quantum phase transitions. We argued that
the method often used in the literature, due to Resta and
Sorella [15, 34], has a drawback, namely that the size scal-
ing of the variance of the polarization is lost at the phase
transition points. We presented an alternative approx-
imation scheme which leads to controlled divergence of
the system size at phase transition point. The geometric
Binder cumulants we derived are ratios of cumulants of
the polarization defined according to our approximation
scheme.
We also presented numerical model calculations of the

techniques developed. The geometric Binder cumulant
can detect the gap closure in all cases studied, which in-

cluded one-dimensional and two-dimensional band mod-
els, and a one-dimensional correlated system.

In two dimensions we investigated two different types
of gap closures. Some models exhibit one-dimensional
Fermi surfaces (for example, a simple two-dimensional
tight-binding model. Other models, such as graphene,
or the topological Haldane model, exhibit isolated points
as Fermi surfaces (Dirac points). We showed that the
geometric Binder cumulant detects gap closure in both
cases, provided, that scaling is done in one dimension
only. We also showed that the variance, if system size
scaling is done in two directions, will not detect the gap
closure in the case of models with Dirac points, because,
even though for one particular k-vector the gap closure
does indeed cause a divergence, this effect is statistically
suppressed by the presence other k-vectors. Scaling in
one direction solves this problem.

The geometric phase has by now a considerable his-
tory, and many generalizations have been done. One
well-known extension [39] is the application to systems
in which degeneracies originating from symmetry exist,
for example, if time-reversal symmetry leads to Kramers
doublets [40]. In this case the integral defining the geo-
metric phase becomes the Wilson loop, and the geomet-
ric phase itself becomes an SU(2) matrix (a quaternion).
The adiabatic loop is of particular interest if it encircles
crossing points between Kramers doublets. We are confi-
dent that our ideas are applicable to these types of more
complex scenarios.
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[36] B. Hetényi, Phys. Rev. Research 2 023277 (2020).
[37] G. Chiappe, E. Louis, and J. A. Vergés, J. Phys.: Con-

dens. Matter 30 175603 (2018).
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