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From logarithmic delocalization of the six-vertex height
function under sloped boundary conditions to weakened
crossing probability estimates for the Ashkin-Teller,
generalized random-cluster, and (¢, g )-cubic models

Pete Rigas

Abstract

To obtain Russo-Seymour-Welsh estimates for the height function of the six-vertex model under sloped
boundary conditions, which can be leveraged to demonstrate that the height function logarithmically delo-
calizes under a broader class of boundary conditions, we formulate crossing probability estimates in strips
of the square lattice and in the cylinder, for parameters satisfying a = b, ¢ € [1,2], and max{a,b} < ¢, in
which each of the first two conditions respectively relate to invariance under vertical and diagonal reflections
enforced through the symmetry € > —¢ for domains in strips of the square lattice, and satisfaction of the
Fortuin-Kasteleyn-Ginibre property, for the height function and for its absolute value. To determine whether
arguments for estimating crossing probabilities of the height function for flat boundary conditions from a
recent work due to Duminil-Copin, Karila, Manolescu, and Oulamara remain applicable for boundary con-
ditions that are not flat, from the set of all possible slopes of the height function given by the interior of the
set of rational points from [—1, 1] x [—1, 1], we sample sloped Gibbs states in the square lattice, which do not
have infinitely many disjointly oriented circuits. In comparison to Russo-Seymour-Welsh arguments for flat
boundary conditions, Russo-Seymour-Welsh arguments for sloped boundary conditions present additional
complications for both planar and cylindrical settings of the argument, in which crossing events that are
considered in the strip, and then extended to the annulus and cylinder, must be maintained across rectangles
of large aspect ratio, in spite of the fact that some positive proportion of faces within the strip freeze with
positive probability. Once additional considerations have been raised for estimating crossing probabilities
in the strip, which primarily relate to estimates of connectivity, and disconnectivity, events between frozen
regions of the square lattice which are introduced as freezing clusters, and in the cylinder, which primarily
relate to the fraction of points about which cylindrical domains are situated that are deemed to satisfy the
good property after reversing the orientation of some loops to make the configuration balanced, we inves-
tigate additional models of interest for which weakened crossing probability estimates can be obtained, by
making use of connections between the spin-representation of the six-vertex model and the Ashkin-Teller
model, discussed in a 2019 work due to Glazman and Peled, in addition to the random-cluster representation
of the Ashkin-Teller model discussed in a 1997 work due to Pfitzer and Velenik which shares connections
with the anisotropic N-vector models. Besides being able to potentially characterize various objects ob-
tained throughout the argument in the future, some of which combinatorially relate to the shape of Young
Tableaux which are in correspondence with directed, oriented loops obtained in the full packing limit for
estimates of the free energy on the cylinder from balanced six-vertex configurations, by making use of prop-
erties of an FK-Ising representation, which provides an FK-Ising representation for the Ashkin-Teller model,
estimates for crossing probabilities in the six-vertex model under sloped boundary conditions are propagated
to obtain similar crossing estimates, under appropriate boundary conditions, for the Ashkin-Teller model.
With a Proposition presented in the 1997 work due to Pftizer and Velenik, crossing probabilities from the
Ashkin-Teller model are shown to admit approximately equivalent representations as o connectivity events
pushed forwards under the generalized random-cluster measure. !

1 Introduction

1.1 Overview

The six-vertex model defined on the lattice was originally introduced by Pauling [22] to study thermodynamic
properties of ice [31] and after having ferroelectric and antiferroelectric phases identified in [20] through a
computation of the free energy, has subsequently been examined to explore conjectured universality results from
fluctuations of solutions to the Kardar-Parisi-Zhang (KPZ) equation [8], large scale simulations of Schramm-
Loewner Evolution (SLE) curves [19], connections to discontinuity of the phase transition for the random
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cluster model for g > 4 [24], variants of the model through modifications to the ice rule with the 4, 5, 8, &
20-vertex models [1,3,4,7,9], computational complexity of the partition function [5,6], and connections to the
corners process from random matrix theory [10], in addition to other interpretations from the Yang-Baxter
equation and Grassmannian [17,18,26,30,31].

To further study sloped boundary conditions for the six-vertex model, for establishing logarithmic de-
localization over the torus, from previously mentioned constraints on parameters a, b, c, we obtain balanced
six-vertex configurations that are measurable under the balanced probability measure Pg‘}vl H that is obtained
from the measure Pp~ [ . ] supported over unbalanced six-vertex configurations. Furthermore, to establish
whether the height function logarithmically delocalizes for such boundary conditions rather than the comple-
mentary localization result for the height function for parameters ¢ > 2, we implement the following series of
steps described in a summary of the paper organization below. Predominantly, arguments rely on providing
Russo-Seymour-Welsh (RSW) estimates for crossing probabilities in strips of the square lattice and in the
cylinder, which has recently attracted significant attention for other models, including the random cluster
model [13,15], whose phase transition has been characterized depending upon the number of colors that is
captured with the cluster-weight parameter ¢ [14,23], in addition to the dilute Potts model, an example of one
model in Statistical Mechanics that is not self-dual at the critical point, for obtaining RSW estimates without
making use of self-duality arguments [25] in opposition to classical arguments which are completely reliant
upon duality [27,28].

1.2 Paper organization

In 1.5, following statements of strict positivity of annulus crossing probabilities, lower and upper bounds on
the variance of the height function, in addition to a lower bound for the annulus crossing probability expressed
in terms of contributions from an exponential in the free energy f., we state corresponding results for sloped
boundary conditions, parts of which the authors of [11] comment are expected to be similar. Following a
statement of the (CBC), (FKG) and (SMP) properties of the six-vertex probability measure that are used for
RSW arguments over the strip and cylinder, in 2.2 we introduce objects used for our analyses of the six-vertex
model in the strip first, including collections of faces that are frozen, denoted as freezing clusters, as well as the
inner and outer diameters of freezing clusters, which are provided in order to demonstrate how macroscopic
qualities of sloped Gibbs states in the six-vertex model impact crossing probability estimates. Such sloped
configurations differ from their flat counterparts from the fact that the latter consist of infinitely many disjoint
oriented circuits, as described in a characterization of different phases of the six-vertex model, namely the
ferroelectric and disordered phase, as presented in [16]. To ensure that strips of the square lattice, in the
first setting of RSW arguments, are conducive for sloped fence and sloped ridge events introduced in 4.6 for
the cylindrical RSW arguments, following Lemma 4.4 we also introduce sloped-boundary domains which are
embedded within the strip, and are collections of subsets of faces bound within left, right, top, and bottom
demarcations.

With these objects, we argue that modified RSW results in the strip, under sloped boundary conditions,
hold, in which we introduce restrictions to domains within the strip over which long vertical bridgings occur
with good probability, with results that are introduced for quantifying crossings across symmetric domains
in the strip that are obtained before the beginning of 3, in the case of non-intersecting, and intersecting,
boundaries. By introducing a decomposition of boundary conditions, we are also capable of determining ways
in which paths of faces can avoid freezing clusters which can present compilications to RSW arguments in
the strip, not only through preventing long vertical bridgings from occurring, but also through preventing
cylindrical domains from satisfying the tight and good properties that are introduced later with a list of
13 properties in 4.4 for a description of several characteristics of cylindrical domains, which share in several
characteristics of symmetric domains initially considered in the strip. Before quantifying crossing probabilities
over the cylinder, however, in 2.5 we introduce Proposition 2.7.5 before transferring estimates from the strip
crossing probability to the annulus crossing probability at the beginning of 8. Such arguments allow us to
obtain a lower bound for the annulus crossing probability that is provided in Theorem 6V 1 which is dependent
upon a strictly positive parameter ¢’ expressed in the connectivity event, which we take to be strictly smaller
than a strictly positive parameter § introduced in [11] for RSW results for the strip that are propagated to
obtain RSW results for the cylinder. After having established the form of the power to which the exponential
is raised in the annulus crossing probability lower bound, we proceed to the cylindrical setting of the RSW
argument, after which results can be extended to simply connected domains, and finally, to the torus, for
establishing logarithmic delocalization of the height-function, upon analyzing crossing probabilities over the
cylinder from arguments presented throughout 4.

To demonstrate that upper and lower bounds for logarithmic delocalization of the height function hold
under sloped boundary conditions, within the cylindrical setting we present modifications to the loop reversing



map, which is denoted with 77, that was first introduced in [11] for obtaining balanced six-vertex configurations
over the cylinder. In /, properties that this map satisfies are further put to use, for establishing Theorem 6V
0, and Theorem 6V 2, in 5, after having introduced sloped analogues for the quantities v,, and w,, respectively
with v%SIOPEd and w%smped, which also were originally introduced in [11] under flat boundary conditions. The
sloped counterparts of the two aforementioned quantities establish that logarithmic delocalization holds under
sloped boundary conditions, provided in 5.3, following several inductive arguments which guarantee that
annulus crossings, denoted with O, and annulus x-crossings, denoted with O*, occur along sufficiently high
level lines of either the height function, or of the level lines of the absolute value of the height function.
Following the completion of arguments for establishing logarithmic delocalization of the height function under
sloped boundary conditions, beginning in 6 we introduce the Ashkin-Teller model, the spin-representation of
the six-vertex model, and propagate results, when applicable, only for crossing probability estimates over strips
of the square lattice. One significant difference in formulating crossing probability arguments between the six-
vertex and its spin representation is that for the latter, the FKG inequality only holds on the marginal of spin
configurations, which is related to the definition of the mixed Ashkin-Teller model on two dual lattices, namely
the odd and even faces of the square lattice, over which connectivity events are probabilistically quantified.
Most importantly, the positive association condition holding for the marginals of mixed spin-configurations
holds for the identical parameter regime as in the arguments that were obtained for RSW estimates under
flat boundary conditions, namely that the weights satisfy the condition a,b < ¢, which is presented for RSW
arguments of flat boundary conditions for the six-vertex model in [11], in which the authors state that the
parameter regime max{a, b} < c¢ is required. The Ashkin-Teller model represents the special case a = b = 1,
which is also consistent with the requirement for RSW arguments for the six-vertex model under flat boundary
conditions provided in [11]. Finally, for two more models of interest, from results provided by Pftizer and
Velenik in [23], in 7 and 8 we explore connections between the random-cluster representation of the Ashkin-
Teller model, in addition to the (¢, qr)-cubic models which share connections with anisotropic N-vector
models.

In other models of statistical mechanics, RSW results have been proposed in earlier works, [15], in which
the authors demonstrated that a suitable class of symmetric domains satisfying several desirable properties
ensures that crossing probabilities occur with good probability over specifically chosen finite volumes. In the
setting of the six-vertex model, and other closely related models, RSW results take place in both the strip of
the square lattice, and also over the cylinder, in order to not only obtain estimates on the decay of the free
energy over domains of aspect ratio modulo 6, but also to make connections with sharp logarithmic bounds
on the variance of the height function. For sloped boundary conditions in the six-vertex model which are
chosen suitably so that complete freezing within the domain does not occur (ie, that the slopes of the Gibbs
configuration do not belong to the boundary of the rational points of [— 1, 1] X [— 1, 1] ), symmetric domains
with several additional properties must be considered. Throughout the paper, the modulo 6 condition of
symmetric domains over the cylinder refers to a statement originally provided in [11], which is restated in the
next section as Theorem 1.5, that the probability of a certain annulus event occuring over the cylinder can
be lower bounded by the exponential of a suitable free energy function for the six-vertex model, given factors
of 6 which appear in the dimensions of the annulus event in the upper bound that are pushed forward under
the six-vertex probability measure P[ . ]

The properties that such domains satisfy, building upon previous RSW arguments for demonstrating
that the height function of the six-vertex model delocalizes under sufficiently flat boundary conditions, [11],
partially include: constructing symmetric domains in finite volumes of the strip, excluding collection of frozen
faces which are denoted with a countable collection of freezing clusters % %; obtaining constants for which
vertical crossing events across the strip occur, with sufficiently good probability, that are dependent upon
the occurrence of events in which multiple freezing clusters in the strip are disconnected, due to the fact
that countably many freezing clusters in the strip being connected to one another could form a blocking
surface preventing crossings with the strip from occurring with sufficiently good probability in the infinite
volume limit; incorporating additional properties rather than the tightness, good, and related properties, of
cylindrical domains, which, in opposition to cylindrical domains originally introduced in [11], do not respect
the modulo 6 condition which appears in the lower bound for the exponential of the free energy decay of the
six-vertex model under sufficiently flat boundary conditions. Regardless of these differences in the symmetric
domains for sloped Gibbs states over both the strip and cylinder, we achieve a logarithmic delocalization result
which parallels that provided in [11], with appropriately adjusted constants.

The notions that we expand upon in this paper for the six-vertex model under sloped boundary conditions
naturally allow for extensions to other models, in which we also explore the Ashkin-Teller, generalized random-
cluster model, and (qg, qT)—spin model. In comparison to the six-vertex model under flat and sloped boundary
conditions alike, these other models satisfy very similar properties of the Spatial Markov Property, Comparison
between Boundary Conditions, and Fortuin-Kestelyn-Ginibre lattice condition through the FKG inequality.



However, especially in the case of the Ashkin-Teller model, the correspondence between the six-vertex model
and the Ashkin-Teller model only exists along the self-dual line of parameters, in which the exponential of one
Potts coupling constant can be expressed in terms of the hyperbolic sine of another Potts coupling constant.
More signficantly, the three main ingredients for obtaining RSW results for the six-vertex model [11], random-
cluster model [15], and dilute Potts model [25], each hold for all faces over the square lattice in opposition to
only holding over collections of even and odd faces of the square lattice for the Ashkin-Teller model, which poses
significant constraints on the random geometry of configurations that can be drawn from the sample space for
which crossings across strips of the square lattice occur with sufficiently good probability. For the generalized
random-cluster and (qo, qT)—spin models, the main ingredient allowing for an extension of RSW results from
the Ashkin-Teller model consists of a result from [23], in which, from a random-cluster representation of the
Ashkin-Teller model, the authors provide a correspondence between spin-spin correlation type quantities under
one probability measure to connectivity properties under another probability measure. By leveraging this
approximate correspondence, it is possible to rephrase arguments for weakened crossing probability estimates
in the Ashkin-Teller model over strips of the square lattice to arguments for weakened crossing probability
estimates for the generalized random-cluster, and (qg, qT), models, over the same environment.

Beyond strips of the square lattice for which RSW results are first obtained, several components of RSW
arguments for relating crossing probability estimates from the cylinder back to the torus for obtaining the
logarithmic delocalization result under sloped boundary conditions parallel arguments first presented in [11]
for establishing that logarithmic delocalization holds under sufficiently flat boundary conditions. For other
models of interest besides the six-vertex model which are considered in forthcoming arguments, encoding
boundary conditions in the Ashkin-Teller, generalized random-cluster, and (qg,qT)7 models largely differs.
While encoding boundary conditions in the six-vertex model is dependent upon the slope of the height function,
which has several alternate characterizations, boundary conditions for the Ashkin-Teller model largely differ,
from the fact that there are only ++ or —— sets of boundary conditions that can be enforced over the
boundary of finite volumes so that the positive association (FKG) inequality holds. From a suitable restriction
of parameters to the self-dual line of the Ashkin-Teller model which makes it possible for one to relate the six-
vertex and Ashkin-Teller models to each other, one loses the interpretation of the slope of the height function
for the six-vertex model, which does not make it immediately clear that RSW results for the Askin-Teller model
can be obtained as RSW results for the six-vertex model are, from characteristics of the slope of the height
function. Nevertheless, it is possible to reinterpret RSW results over strips of the square lattice under ++ and
—— boundary conditions of the Ashkin-Teller probability measure, given the caveat that crossing probability
events over strips of the square lattice are argued to hold over collections of even and odd faces over the
square lattice, hence constituting a weakening of crossing probability estimates for the six-vertex model when
restricting to the self-dual line of parameters for the Ashkin-Teller model. Given this correspondence, and lack
of information from the slope of the height function that is encoded in boundary conditions for the Ashkin-
Teller model, it is possible to further rephrase results for crossing probability estimates over the strip of the
Ashkin-Teller to crossing probability estimates over the strip for the generalized random-cluster and (qg, qT)-
spin model, which are weakened for the same fundamental reason - the fact that the positive association (ie,
the FKG inequality) does not hold over the entire square lattice but rather only over the even and odd square
sublattices.

The results obtained from analyses of crossing probabilities for the six-vertex model under sloped boundary
conditions hold promise for future studies, mostly notably in being able to characterize the behaviors of several
models together simultaneously. As presented in several recent research articles in the areas of Statistical
Mechanics, Probability, and Mathematical Physics, it is of upmost importance, when determining whether
analogues, or reinterpretations, of one result can be applied from one model to another, the manner in which
boundary conditions, correlations, and related quantities are encoded in the probability measure of the model.

1.3 Statements of previous six-vertex results

We define the cylindrical six-vertex model and from such configurations, distinguish between localization
and delocalization results. As mentioned previously, in comparison to the sample space the sample space (2
of all six-vertex configurations, cylindrical six-vertex configurations are not balanced at each level. Before
defining the probability measure for configurations supported over the cylinder, we recall that some six-vertex
configuration w on Ty = (V(Tx), E(Tx)), for N even, is weighed according to the following product over
each possible vertex type,
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Figure 1: Each possible vertex for the six-vertex model, adapted from [11].
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for a1, ag, b1, b, c1,co > 0, and each n; indicates the number of vertices of type i, from which the corresponding
probability measure takes the form,

_ ww)
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Pr, w] = P[w]

where the Zp, = Z = ) .qw(w) is the partition function (see Figure 1). We denote Er, = E as the
accompanying expectation of the probability measure P. For balanced 6V configurations that cross each
level of the torus the same number of times in the upwards and downwards directions, the measure of such
configurations takes the form,

PRI | =PB[ - |we B,

where the sample space QP2 ¢ Q, and E%\lf = EP is the accompanying expectation. Moving forwards, in the
weight w for each six-vertex configuration we set a = a1 = a9, b = by = bg, and ¢ = ¢; = co. Finally, we
denote h : F(Ty) — Z as the six-vertex height function, which as a graph homomorphism is oriented along
incoming edges of vertices on the square lattice so that h is greater to the left of the incoming edge rather
than to the right (see Figure 1 above). Under the balanced expectation, the square of the difference of the
height function for z,y € F(Ty) is equivalent to,

where Var® denotes the balanced variance under PB. As mentioned in the previous section, to study the delo-
calization, or localization, behaviors of the height function, we introduce the following previously established
results.

Theorem 1.1 (delocalization phase of the height function with a tight logarithmic bound on the balanced

expectation [11], Theorem 1.1): For ¢ € [1, 2], there exits constants ¢, C' > 0 such that the following expectation
of balanced six-vertex configurations satisfies,

¢ log(d(z,y)) < EP[(h(z) — h(y))?] < C log(d(z,y)) ,

where N is even, z,y € F(Ty), and d(x,y) > 2, for the graph distance of the dual graph T} of Ty.

Theorem 1.2 (localiztion phase of the height function [11], Theorem 1.2): For ¢ > 2, there exists some
C € (0,00) such that the six-vertex height function under the balanced expectation satisfies,



for N even and, z,y € F(Ty).

For planar domains, to construct symmetric domains similar to arguments provided in [25] that are applicable
to other models, we introduce annuli crossing events. For n € Z with 0 < n < N, for the box A, = (—n,n)?
we denote the annulus A(n, N) = Ax\A,, across which crossing events occur as Op>(n, N); the crossing event
demands that h > k for the circuit of adjacent faces across which crossings occur with positive probability.
From P, we denote P¢ as the six-vertex measure with boundary conditions £&. We gather two more related
results concerning a uniformly positive lower bound for circuit probabilities, in addition to logarithmic variance

of h.
Theorem 1.3 (lower bound on circuit crossing probabilities [11], Theorem 1.4): From the annuli crossing event
On>k(n, N), for ¢ € [1,2] and every k,l > 0, there exists ¢ = ¢ = (¢, [, k) > 0, under admissible boundary

conditions £ on dD (or a boundary subset D C 9D), with |£] < [, the following circuit probability is uniformly
bounded below by c,

PgD[(’)th(n,Qn)] >c,

where P is supported over Ay, C D.
Across a restricted scale in the annulus, we provide a similar statement under sloped boundary conditions.
Theorem 6V 0 (strict positivity of the annulus crossing probability under sloped boundary conditions across
a restricted scale). Across the restricted annulus A(n,n'n) C A(n,2n), for n’ < 2,

P%Sloped [Op>k(n,n'n)] > " |
for some ¢” so that ¢’ # c.

Corollary 1 (tight logarithmic bound on the variance of the height function [11], Corollary 1.5): For ¢ € [1, 2],
there exists constants ¢, C' > 0 such that for a discrete domain D, for any admissible boundary condition £ on
0D and any face z € D\OD, the variance under P with respect to £ satisfies,

¢ log(d(x, dD)) — 41% < Var$, (h(z)) < C log(d(z, dD)) + 412,

where in the upper and lower bounds, [ = max,ecap|&(y)|-

Corollary 6V 1 (accompanying tight logarithmic bound on the sloped variance of the height function from
Corollary 1 above). Under the same assumptions of Corollary 1, the sloped variance satisfies, under sloped
boundary conditions,

log(d(x,dD)) — 4|¢51oPed|2 < yyySloped [h(z)] < log(d(z,0D)) + 4|gBloped |2

for parameters ¢5lored ~ BCSlored 4 ¢ £ ¢

In comparison to the measures P and P®, to apply RSW arguments for crossing probabilities over the cylin-
drical square lattice O,y whose height consists of M faces, and whose perimeter consists of N faces (also for
N even), we introduce the partition function,

Iym =27 = Z w(w) ,
weNs



corresponding to six-vertex configurations defined on the cylinder for which every row of N faces is crossing
2[s| more times in the upwards direction than in the downwards direction. To conclude the section, we define
the cylindrical 6V free energy and the lower bound estimate for circuit probabilities.

Theorem 1./ (cylindrical siz-vertex free energy [11], Theorem 1.6): For ¢ > 0, for the unbalance parameter
« the cylindrical free energy is of the form, for M, and then N — 400,

. . . . _1

1 fl f( NM I VA —

i inf lim inf (NM )™ log (Z80) = fe(a)
N—+00

where the function f, : (—%, %) — R, For another regime of ¢, namely 0 < ¢ < 2, for every o € (—%, %) the
free energy for the six-vertex model satisfies,

fc(Oé) < fc(0> - Ca2 )

where C = C(c) > 0.

Theorem 1.5 (lower bound for height function circuit probabilities [11] Theorem 1.7): For all integers k < r,
given k sufficiently large and ¢ > 1, there exists 1, ¢, C' > 0 so that,

P?\’llw [Oh>ck(12r,61)] > ¢ exp [Cr2 (fC(:r) — fc(O))] ,

where superscript 0,1 on the probability measure indicates mixed boundary conditions on OAi9, take values
of either 0 or 1.

We introduce an analogue of Theorem 1.5 above in 4.3 for sloped boundary conditions. In the following
properties listed below, consider boundary conditions &, & with & > £. Besides the previously mentioned
results, the six-vertex model enjoys the two following properties, the first of which provides a lower bound for
the following,

PS[F(h) G(h)] > PE[F(h)] PE[G(h)] <= E°[F(h) G(h)] > E*[F(h)] Ef[G(h)]
PY[F(h)] > PS[F(h)] <= E°'[F(h)] >

=

PE[E(|n)) G(In)] = PEIF(A))] PEG(A))] <= ES[F(IR]) G(R)] > ESF(A)] ES[G(R])] ,  (FKG — |h|)
PE(F(|h))] = PEF(|R))] <= E¥[F(|A)] = E[F(JA)] . (CBC — |h))

for increasing functions F, G defined over the set of all admissible height functions, in addition to, for A, B 7,

P$[AN B] > PS[A]P¢[B] , increasing A, B (FKG)
PS[ - |h=¢on D°UOD] =P%2[ . |, (SMP)

For subsets of the plane over which A is frozen, from each possible six-vertex weight the (CBC) inequality for
pairs of boundary conditions takes the form, for increasing events A in finite volume A, with associated vertex
set V( A') and boundary vertices OV ( A ), boundary conditions £ < ¢’, and i > 0,

)

! ! ! PS [A]
S| X A S (€l alay) A <
2€V(A) 2oV A) A



for Pi[ A ] # 0, where, for a collection of faces {]:k}keN with UpFr = A,
S = sup Hv:ve}_gl}‘
- keN {v:veV(A)}

34 &/
V¢, Fp frozen : Fp CA

in addition to the following quantity,

(n§l+n£l)1 = — (n5/+n5/)1 — - (n§/+n§/)1 — -
1 2 (ve=1) or (vy=2) b 3 4 (vge=3) or (vp=4) 5 6 (vg=5) or (vy=6)
AGE = 2 x Ca
z ( §+ 5)1 _ _ ( §+ 5)1 _ _ ( §+ 5)1 _ _
a NN ) L(vp=1) or (vp=2) b N3TNy)L(ve=3) or (vp=4) c N5TNg)L(vr=5) or (vy:=6)
X X X

for v, € V(Z?). In the special case of the (CBC) inequality above, collections of frozen faces under boundary
condition £ are denoted with .7-"5. Besides the multiplicative prefactor in the supremum taken over a countable
number of freezing domains, the summation over lattice sites of the square lattice arises from the Isotropic
parameter choice, and accounts for the manner in which changes of h at the boundary of the finite volume
impact the values of A in the bulk.

In comparison to the dependence of boundary conditions for other models in Statistical Physics, sloped
boundary conditions for the six-vertex model imply, for some finite volume A of Z2, that,

VF € F(A) boundary conditions £5°Ped gloped if £51°Ped € QN (( -1, 1) X ( -1, 1)) —
P%S(lj\ped [all vertices are of the same type] =0,

VF € F(A) boundary conditions £51°Ped gloped if ¢5loPed € QN ([ -1, 1] X [— 1, 1]) =
Sloped
Pg( Ap) [all vertices are of the same type] =1
Within the parameter regime with ¢ > 1, the FKG inequality is not satisfied. Otherwise, independently of
choices for a and b the inequalities provide conditions for positive association amongst crossing events on the
lattice, in addition to comparison between boundary conditions, conditionally upon the absolute value of the
height function for some real k,

ES[F(|A)G(IR)] > ESLF([A)ES[G(IR])] (FKG — [h)
E¢[F(|h])] = B [F(JA])] - (CBC — [h)

Each pair of inequalities will be extensively used in the forthcoming construction of symmetric domains with
sloped boundary conditions. The pair of inequalities above also hold conditionally upon the value of h, or upon
the value of |h|. When analyzing the Ashkin-Teller, generalized random-cluster, and (qg7 qT)—spin models, there
are no such families of inequalities due to a lack of analogy for the absolute value of the height function. In
spite of such differences between these models of Statistical Mechanics for which positive association properties
hold, crossing probability estimates along strips of the square lattice can still be obtained, albeit with different
consequences. Out of the four models considered in this work, the six-vertex model is the most rich in the
sense that it allows for analyses of the sloped free energy functional over the cylinder. Due to there being no
direct analogy for the slope of boundary conditions, in addition to the existence of |h| for the height function
of the six-vertex model, extending weakened crossing probability estimates obtained for the Ashkin-Teller,
generalized random-cluster, and (qa, qmu)—spin models for interpretations of the free energy does not remain
entirely clear.

1.4 Beyond the minimal height function for sloped boundary conditions

We denote the set of sloped height functions over an arbitrary finite volume A as H AS IOped, and the set of all

sloped boundary conditions at BC®'°P*d Under such boundary conditions, denote the probability measure
Pibped[-], for some finite volume A C Z?2, that is normalized by the sloped partition function,

Zﬁ?ﬁed =Zyun = Z w(w) = Z exp[ge(w)(1+o(1))] = Z explge(w)(1+0)]

weQSloped weQSloped weQSloped



which will be further analyzed in 4.3 when defining the sloped free energy function.

Proposition 1.1 (Comparison between boundary conditions under sloped boundary conditions, in which bound-
ary conditions of the lower bound probability are taken along a finite volume boundary): For a pair of sloped

boundary conditions £ < ¢ and h € H AS 1°ped, there exists a strictly positive constant € such that the proba-

bility of an increasing connectivity event & = {.%; 22K Z;} in cluster of faces C taken under the restriction

of boundary conditions for any A CcA satisﬁes,
PﬂaA/ & < € PEI &
A [Ex] A[ A

where .%;, %; € C are faces, with .#; N.%; = .

Proof of Proposition 1.1. It suffices to upper bound the ratio of probabilities,

PS (&)

for the increasing event & defined in the statement, and Pi [€k] # 0. The (CBC) condition implies the product
of observables,

-1
SIS s S b o]
2eV(A) 2€dV(A)

in which the reciprocal of a strictly positive prefactor is strictly positive, as there can be at most countably
many ]:Ig with ]:,E C A for each k under &'

Besides these contributions in the upper bound, changing the slope of boundary conditions from the values
assigned by £ to those assigned by & can combinatorially result in the following probabilistic changes for the
occurrence of crossing events, in which under an isotropic choice of parameters (a = b and ¢ > 1) contributions
from the bulk in (CBC) take the form,

! !
(n] +n5 —ni—n3) Lup=1) or (ve=2) o
E Oz ’ ’ C("g +n§ —n5—ng) 1(yy=5) or (vs=6)
T

! ’
xGV( A ) b:(tn§+niin§ 7”3 ) 1(”153) or (vgp=4)

The expression above can be rewritten as,

! ! / ! ! !
z a](n? +n§ —nﬁ—”g) 1(1@51) or (vzz2)_(n§+n§1_n§ _ni ) l(vzz3) or (vgp=4) c(ng +TL§ —ng_”g )l(vzz5) or (vy=6)
X

€T b

z€V(A)

while contributions from the boundary dependent summation in (CBC) take the form,

! ! ! !
G thaA)a(nf +n5 —ni=n5) Lop=1) or (vp=2)~ (51§15 —1§) 1(0;=8) or (vo=1)
xX

2€dV( A)
! !
(n'S +n£ _ng_ng) 1 +=5) or (vy=6
Xcg's T8 TETG) L(va=5) or (v5=6)
! g 3 S 3 ¢ I 3 ! € 3 ; : ; :
where n; +n3 —nj —n3, n3+n; —n3 —nyg, ng +ng —nz —ng >0, in which vertices of Type 1 and 2 in

finite volume increase.



Horizontal infinite volume limit

1
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Figure 2: Distinguishing between flat and sloped Gibbs states in the siz-vertex model. In panel one, six-vertex
configurations on the square lattice in the horizontal weak volume limit must be individually composed of
vertices satisfying the ice rule. In panel two, a sequence of compatible faces is constructed, and exhibits
partial freezing of the height function with repeating vertices of type 2. In panel three, a vertical weak volume
limit taken along the finite volume boundary exhibits an interface consisting of edges oriented inwards or
outwards. In panel four, a Flatt Gibbs state is provided in comparison to the Semi-Sloped Gibbs state, which
has vertices partially freezed along the boundary which are predominantly either of Type 5 or 6.

Otherwise, if vertices of type 5 and 6 simultaneously decrease under ¢ with vertices of type 3 and 4, ng/ +
ng — ng — ng < 0, and contributions from the bulk in (CBC) instead take the form,

/ / ! !
a(nﬁ +ng 7”% 7”5) 1(vm51) or (0152)7(’”’%4’"27”% 7’”’451 ) 1(1)153) or (vyp=4)

x
Z I3 14 ’

[~ !
1 V= or (vp=
zeV(A) Cénf) 1615 ~1g ) L(vy=5) or (vz=6)

while contributions from the boundary in (CBC) take the form,

/ / / /
("ﬁ +n§ _ni_ng) 1(1;9651) or (U‘ZEQ)_(TL§+”§1_”§ _ni ) l(vxES) or (vp=4)

/ Q
> (h¥]oa — hfloa) = :

! !
€IV (A) C;n§+n§—n5 —ng ) L(vp=5) or (vz=6)

In remaining cases, there can be an asymmetry between the number of vertices of Type 3 and 4 under £ and &',

in which contributions from the bulk in (CBC) take the same form, but are instead subject to the constraints
in which vertices of Type 3 and 4, or of Type 5 and 6, with ng/ + ni/ - ng - ni - ng - ni - n§ - ng + ngl + n4/,
n5/+n6/ —ng—ng > 0 or with ngl—i—nil —ng—ni—ng—ni—nﬁ—n§+n§+ni/ > 0, n§/+n6/ —né—né <0.
Contributions from the bulk and boundary of finite volume in each case are strictly positive, and remain
strictly positive when multiplied by é 0

Corollary 1.2 (Applying (CBC) and (SMP) properties of the siz-vertex probability measure for an upper

bound of the probability of height-function crossing events at higher levels with the probability of height-function
crossing events at lower levels): For sloped boundary conditions ¢ < ¢ and some j > 0, and finite volumes

10



A" € A such that & and & are equal on A N OA’, the probability of a height-function crossing event & =

{Z L F;} occurring satisfies the upper bound,

1 .
7z P [Erey) < PRIE

where the probability measure in the lower bound is supported over the finite volume subdomain, and the
probability measure in the upper bound is supported over the entire finite volume. & is the height-function
crossing event defined in Proposition 1.1, and % is also defined in Proposition 1.1 from the upper bound.

Proof of Corollary 1.2. Applying (CBC) to the probability of £,1; occurring in the lower bound of the
Corollary yields, for £ > ¢,

Pi,[5k+j] < Pf\/[(gk—i-j] ;

which yields the lower bound,

, (Proposition 1.1) , (SMP)
PS [k ] > ¢ PN [Ey] > € P [E]

We conclude with the following lower bound for boundary conditions along OA’, as collecting previous estimates
yields,

(CBC) 1

i , 1 e
Pi%(Es] < 2 Pilei] = 2 PiVlE]) & Pileg) < Z PUYI6 =

hence concluding the argument.

To proceed, we characterize the crossing probability across the annulus and variance of the height function,
each of which are dependent upon the slope of the boundary conditions. For boundary conditions in which h
is not sufficiently flat, it is expected that Var®(h(z)) should also contain a lower order term that scales with
d(zy)

N 9

d(z,y)

Varé(h(:c)) = log(d(z,y)) + N )

where x,y belong to disjoint faces, and NN is one degree of freedom about which the infinite weak volume limit
is taken (recall the infinite limit volume limit given in Theorem 4 ).

In the next section, we further detail estimates relating to various distributions of vertex weights which
are first studied in domains in the strip, afterwards allowing us to obtain approximations of the cylindrical
free energy over finite volume.

1.5 Heuristics for the change in annuli crossing probabilities between flat and sloped
boundary conditions

To quantify the change in probability of obtaining crossings across annuli of sloped boundary conditions of the
height function, we study crossing probabilities of events supported over strips of the square lattice. When
taking the infinite volume limit, in the presence of sloped boundary conditions, the height function can freeze
uniformly to any one of the six possible configurations within a finite volume if any of the slopes of the height
function are the rational points of [— 1, 1] X [— 1, 1]. Otherwise, the height function with positive probability
some proportion of the faces of the height function within the finite volume will freeze. When constructing
sequences of rational points for the values of the height function within a finite volume, if the final value of
the height function is a rational number lying on the boundary of [ -1, 1] X [ -1, 1], then with positive

11



probability sampling a configuration of the height function for which a crossing event occurs in a long strip
decreases as there will be a nonzero number of frozen over which the height function is freezes. To counteract
the possibility of blocking interfaces forming within the strip from frozen faces of the height function, crossing
estimates in long strips are obtained by allowing for the possibility that countably many blocking surfaces
of frozen faces - freezing clusters - exist with positive probability that intersect the boundary of the strip.
Moreover, the cardinality of such a collection of faces that are frozen in finite volume is dependent upon the
value of boundary conditions of the height function along the bottom and top of the strip.

Define the polarization of a finite volume A; C Z? as the fluctuation of the height function, namely the
difference my = maxr, rer,,hr — hr,, for faces F1 and F over A. Dependent upon the choice of finite
volume, the maximum order of fluctuation of h can give rise to the freezing phenomena, in which the the
random function f undergoes the following change of behavior,

_ _J >0 for c(k+B)>h=>ck ,
f:f(h)_{() for ck <h

for connectivity event of the height function across faces. Specifically, the random f is given by the probability,

c(k+B)>h>ck
(k+5)

Pf\ll [A B|,

for 3 sufficiently small and boundary conditions £, in which is a positive probability that the faces A, B C Fy2
are connected along a path of height for a restricted regime of parameters of the height function. Correspond-
ingly, if one encounters another subset of the square lattice over which the maximum fluctuation of the height
function does not concentrate within ¢(k—3) < h < ck on Ag with A;NAy = (), the height function connectivity
event,

h>ck

P5A22 A5 B,

holds with positive probability, for boundary conditions &,.

Under sloped boundary conditions, if the value of the slope along each face of the interface belongs to the
boundary of the set of rational points of [—1, 1] x [—1, 1], the following transition parameterized in the height
function is expected to occur, in which,

ESuperitical hZcSupcriticalk . B
]':)1\1up . [ A B ] with hfSupcnticgd = CSupcriticalk +€ ,

— EN —critical hZCNear—criticalk . _
{% = PAlear critica [ A <— B ] Wlth hfSupcritical = CNear—criticalk + €2
ESuberitical hZCS%_lb it 1k : —
PAlu eritiea [ A =" B ] with hESubcritical = CSubcriticalk + €3,

occurs, where csyperitical = CNear—critical = CSuberitical = 0, and €1, €2, €3 > 0. To empirically realize distribution
of six-vertex weights for which the transition above occurs, a sequencing approximating each ey, €2, €3, which
after being set to be arbitrarily large, would induce a freezing of the height function in the finite volume
bulk. As a discontinuous phase transition, with respect to stipulations of the slope of A on the boundary,
RSW arguments can be appropriately fashioned by determining the critical height at which the connected
components of the connectivity event initially form. The superscripts of P, {supcriticals {Near—critical> $Suberiticals
respectively correspond to boundary conditions of the subcritical, near-critical, and supercritical phases, under
which there emerges a positive probability of crossing an annulus of a Near — critical height cNear—criticalk-
The transition,

€Supcritical h>csuperiticalk &ESuperitical hZcsuperiticalk
PAl‘JPC“tlca ! [ A u{ PC“} - B ] - PAlupcrltlca 2[ A u{ pm} - B ] ~ 0 ’ fSupcriticall > §Supcritica12 5
— _criti h>c _criticalk 13 _criti h>c _criticalk
% e Pchar criticaly [ A < CNear—critical Near—criticaly ~ CNear—critical
= — B|-P [ A — B]>c¢ , &Near—critical; > ENear—criti
A1 A1 s SNear—critical; = SNear—criticaly
ESubcritical hZCSg}bo ;’t‘calk &Subcritical hZCS]\}bc ;’t'calk
PAl ! [ A -+ B ] - PA1 2[ A -+ B ] ~ 1 5 gSubcriticall Z {Subcriticalg 5

encapsulates whether there is positive probability of the height function exhibiting frozen versus liquid behavior
in the finite volume across which the crossing probability is quantified, where 0 < ¢ < 1. In the Near-
critical phase, the mixing time with respect to the two pairs of boundary conditions under which the crossing
probability across an annulus is bounded below by a positive constant. Similar distributions of six-vertex
weights, as those provided under the transition 7, will be analyzed in future sections.
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1.6 Annuli crossing probabilities across spacing that is not uniform

As a byproduct of introducing sloped boundary conditions of the height function that are not as flat as those
considered in [11], one must consider annuli of unequal spacing instead of always considering the annulus
comprised of a larger box of length 2n, enclosed within a smaller box of length n. In addition to the fact
that the probability of a horizontal crossing event of the height function occurring in long, near infinite
volume, strips decreases as the number of frozen faces increases, the probability that crossings of the height
function can still be sustained results from estimates on crossings of the height function across faces that
are not frozen in finite volume. Across faces of the height function that are not frozen despite imposing
boundary conditions that the slope of the height function lies within the interior of the set of rational points
of [— 1, 1] X [— 1, 1] , long horizontal crossings of the height function can be obtained in the presence of sloped
boundary conditions. For such long horizontal crossings, sloped boundary conditions within the interior of
the set of rational of [ -1, 1] X [ -1, 1] dictate that crossings of the height function could ’escape’ finite
volumes contained within the strip by passing through the bottom and/or top. However, given the encoding
of sloped boundary conditions for the six-vertex model, long horizontal crossings occur with sufficiently good
probability if the height function encounters as few frozen faces as possible. In the optimal case in which
the frozen faces are dispersed nearly homogeneously throughout finite volume, with positive probability there
exists crossings of the height function which traverse in the long horizontal direction. Under less homogeneous
conditions, one must consider crossing events for which the height function completely avoids collections of
frozen faces altogether. If the distribution of frozen faces over a finite volume of the height function under
sloped boundary conditions is significantly larger than the number of faces in finite volume that are not frozen,
then there exists a slightly larger finite volume for which the number of frozen and unfrozen faces is equal,
allowing for a similar use of the following arguments.

Heuristic (annuli crossing probabilities under flat and sloped boundary conditions are not uniformly positive):
For sloped boundary conditions £, crossings of h are not uniformly positive for all annuli aspect ratios, in
which the following spatially-dependent change in the following probabilities occurs, for A, v = An\Ap,

Pin[(’)hzk(n,N)] >c forn<N+1, withe>0,
ST =14 P} [Opsi(n,N)] ~0 for N+5>N+1, withd>0,
PS [Opsk(n, N)] =0 forn << N,

in which the three phases above indicate different scales over which the crossing Cp>,(An,n) = Op>i(n, N)
can occur. We denote the scales over which the annulus crossing probability is either strictly positive or zero,
a spatial transition, abbreviated ST.

Besides the Heuristic above, we further study how RSW arguments can be formulated for sloped boundary
conditions, which produce six-vertex configurations in comparison to those of the flat Gibbs states which are
defined below. Over finite-volume, we denote the total number of vertices of each type, k, as Tg.

Definition 1 (flat Gibbs states in the siz-vertex model). A flat Gibbs state over a finite-volume A is a
configuration sampled from the six-vertex probability measure satisfying, for ’U,’j, vfﬂ € T, and the Euclidean
metric d,

PiFlat [xvf’mvﬂl c V(Z2> : d(xvf7$vzl_c+l) > 2] >0 ,

where k € Zg , i € Z>0, in which under sufficiently flat boundary conditions pjat, the ith vertex of type k is
at least within Euclidean distance of two of the (i + 1)th vertex of type k over A, making the probability of
encountering the (i + 1)th vertex of type k within distance 1 of the ith vertex vanish.

By contrast, six-vertex configurations taken under sloped boundary conditions can be composed of multiple
faces, in succession, over which are all nearest-neighbor vertices are of the same type, which raise immediate
implications for the level of the height function required for crossings across symmetric domains, in addition
for other components of the RSW argument.

Definition 2 (sloped Gibbs states in the siz-vertex model). A sloped Gibbs state over a finite volume A is a

configuration sampled from the six-vertex probability measure satisfying, for v,’i , vfﬂ € T, with respect to the
Euclidean metric d,
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P [z, 2, € V(Z2) 1 d(apa )2 1] > 0,

ky T
vk )=

Yi

where k € Z¢g , i € Z>0, in which under sloped boundary conditions £gjoped, the probability of obtaining
vertices of the same type is strictly positive.

Differences between six-vertex configurations that can be obtained from conditions placed on d in Definition
1 and in Definition 2 are provided in panel four of Figure 2.

2 Sloped Gibbs states for crossings across the strip

2.1 Overview

Depending upon the distribution of weights, the height function can interpolate between regions of the plane
over which it is increasing or decreasing. To account for the influence of sloped boundary conditions on crossings
across symmetric domains, and consequently for RSW results, modifications to the boundary conditions arising
from the slope of the height function at the boundary of finite volumes is first addressed for height function
crossings across the strip. With negligible probability, the change of sampling a sloped Gibbs state in the strip
for which there does not exist a long horizontal crossing is demonstrated to hold, as it does from arguments
developed in [11] for sufficiently flat boundary conditions. Besides this commonality, one must additionally
stipulate that sloped symmetric domains in strips of the square lattice avoid, in the optimal case, all collections
of frozen faces of the height function.

We denote Z; = [j|on], (j+1)[dn]] x {0}, and fj = [jlon],(j+1)|dn]] x {n} for ,n € R and j € N, with the

. .. ~ >k = . . .
corresponding connectivity event E>; = {Z; b2k Z;}. In comparison to previous notation used for sloped

boundary conditions, in all forthcoming results sloped boundary conditions are denoted with £sjopeqa. We begin
by addressing scaling of horizontal crossings in the strip, in which we examine the weak infinite volume limit

of strip probability measures as m — oo under sloped boundary conditions, as P[gil;;f,fz}x[o, o] PEZS;O[IE)e,gn]'

2.2 Six-vertex objects

Definition 3 (freezing cluster). A freezing cluster is collection of faces .# over Z? for which each vertex is of
the same type, which is given by the countable collection, for an index set Z, corresponding to the faces in
the finite volume interior,

76 = |J {YFeF(Z°nA) ,3j#i€Ts: Ly iy = s =i}

i € T
where vertices are checked for compatibility of the same type.

We denote the set of all such freezing clusters as FC.

Definition 4 (freezing cluster inner and outer diameters). The inner diameter of a freezing cluster sampled
from FC is the maximum length for which a horizontal or vertical connectivity event within the freezing cluster
occurs between D faces, of height at least ck,

— _ g . . &Sloped 9?%”
D(D.I) = Dy = max {VZ3{%},\ep: PR 25 Fp] >0}

consisting of |Dy| = D faces, while the outer diameter is the maximum length for which the number of faces
for which a horizontal or vertical connectivity event within the the freezing cluster occurs between fewer than
D — [ faces, for positive I’ # i, of height at least ck,

— = — 6‘, ar . . fSloped , FC o
DD —-L,0) = Do = e V7 3{F }yacicpt PR T o Ip-i1] >0},
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consisting of |Do| = D — [ faces. See Figure 3 for an illustration.

Definition 5 (sloped-boundary domains). A domain T is a face-contour satisfying, for n’ > 1 and IL,Z,IR,f;g -
[—m,m] x [0,n/N],

CF Z2 . PESloped ) T h>ckz. > 0 ’
F(Z2) 2 T =T(vwm lon,di) lamar) ) = { LS00 ) ool T4 T
- C F( Z2 ) . PESloped [I h>Ck I ] > 0
TR = : [—m,m]x[0,n’ N] R < 4R )

where v, 7r denote the left and right boundaries comprising two sides of I which are also face-contours, and
ar, €15, ay, € IL, ar € Ir, ar € Ir denote points demarcating the top and bottom sides of the domain along
the boundary of the strip.

2.3 RSW scaling for frozen square sublattices

To obtain desired estimates for crossing probabilities in the strip, we characterize properties of strip symmetric
domains. If the boundary conditions of the height function along finite volume are sloped, then, with positive
probability, if the aspect dimensions of the supporting finite volume on the probability measure are taken to
be too narrow, the probability of a long vertical crossing vanishes. To obtain such desired crossing estimates
for horizontal traversals in infinite volume, we introduce properties of the strip environment, ranging from
observations that long horizontal crossings in the strip occur with sufficiently good probability in infinite
volume if, with positive probability, there exists paths which can avoid at least a positive proportion of the
faces that are frozen so that long horizontal crossings occur with sufficient probability; in finite volume, the
crossing probability of a horizontal crossing occurring between two segments of the lower boundary of the strip
occurs with negligible probability; the occurrence of countably many collections of frozen faces in the strip
does not prevent long horizontal crossings from occurring with sufficiently good probability.

Lemma 2.1 (Scaling of the width of the square lattice strip for long horizontal crossings of the height-function
under sloped boundary conditions): For any freezing cluster, there exists n € R~1 such that the probability of
Ey), occurring is proportional to the conditional probability of a crossing across height k& not occurring, where

any one of the three conditional connectivity events over Z? holds:

e Blocking inner diameter of the freezing cluster

The conditional crossing event is between the boundary of the inner diameter, one face of the freezing
cluster and the boundary of the inner diameter, in which,

~ h>ck h>ck
Py By | { 3¢ € FC with Dy <oo } N{Z; 4~ 0D, }n{ FC 4— T; }

e Blocking outer diameter of the freezing cluster

The conditional crossing event is between the boundary of the outer diameter, one face of the freezing
cluster and the boundary of the outer diameter, in which,

h>ck

pEimt By | {3.5% € FC with [Do| < o0 }n{ T s 0D }N{ FE 43 T, )

o Simultaneous blocking of inner and outer diameters of the freezing cluster

The conditional crossing event is between the boundary of the outer diameter, one face of the freezing
cluster and the boundary of the outer diameter, in which,

~ h>ck h>ck
Pt | By | {3.9% € FC with [D;UDo| <o }N{T;#— (0Do U 0D;) }n{ F€ ¢ I, }
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From configurations drawn from the six-vertex sample space, it is possible to encounter any one of the three
possible configurations above with positive probability, namely the first configuration in which, given the
failure of the height function to maintain a level > k for all faces in the strip, the existence of a freezing

cluster for which PSZSIXO[‘EZ N] [Ij bz 87)1] =0 and P;S;OEEZN] [ﬁ @ 2% Ij] = 0, consisting of finitely many

frozen faces; the second configuration in which, given the failure of the height function to maintain a level

> ck for all faces in the strip, the existence of a freezing cluster for which szsio[‘g’i N] [Ij bzl 82)0] = 0 and
h>ck

szsi‘;’%ei N [ﬁ C — Ij] = 0, consisting of finitely many frozen faces; the third configuration in which, given

the failure of the height function to maintain a level > k for all faces in the strip, the existence of a freezing

cluster for which P;S;O[%e,i,]\ﬂ [{Ij ]&Ck 8Do}, {Ij M 82)[}} =0 and PSZS;O[I[);':LN} [9"5 M Ij] = 0, consisting

of finitely many frozen faces.

Proof of Lemma 2.1. We characterize the crossing probability in the first case with the blocking inner diameter
of the freezing cluster. As a matter of notation, we write

A([-m,m] x [0,nN]) = ([-m,m] x {0}) U ([-m,m] x {nN}) .

The conditional probability under sloped boundary conditions is equivalent to the product of crossing proba-
bilities, in finite volume,

~ h>ck h>ck
Pt o[ B ] P {3 7€ e FC with |D;| < oo} N{Z; 4 0D; } n{FC > T;}| .

[—m,m]x [—m,m]x[0,nN

To lower bound the second term of the above product, observe, by (FKG),

P&Slopcd El Egzcg fc th D Pgslopcd I h>ck aD Pgslopcd gz% h>ck I
][ € with |Dr| < oo ] [O,HN}[ i ¥ 7] ]x[O,nN][ — I |,

[=m,m]x[0,nN [—m,m]x [-m,m

h>ck h>ck
from which the disconnective probabilities of {Z; #— 0D}, and of {F€ #— I;}, occurring can each
respectively be expressed with,

h<ck h<ck

& ope: g ope
P[Elnf,ndﬂx[o,nN] [IJ — aDI] , and P[Elnf,ndﬂx[o,nN] [ﬁ% — I]] ,

from properties of x-crossings introduced in [11] for crossings of the height-function in which the distance
between neighboring faces can be two. For the first probability, under £sioped and Xsioped 7 &Sloped, there
exists a positive integer n’ > n > 1 for which,

[—m,m] x [0,nN] C [-m,m] x [0,n'N] ,
implying, by (SMP),
&Slope h<ck _ XSlo 9d|8([7m,m]><[0,nN]) h<ck
P mix oL = 0D1IC] = PN o [Z; <— 0Dy]

where the conditioning is over a sub-lattice of the strip given by the union below,

C={h= XSloped 00 ([-m,m] x [nN,n'N]) U ( 8([-m,m] x [0,nN]) ) },
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Figure 3: One realization of a crossing event of height < k occurring in the strip, conditionally upon the
existence of a freezing cluster composed of finitely many faces intersecting the bottom boundary of the strip.
One vertical line intersecting the freezing cluster, in addition to the final face of the path, is also depicted.

in addition to the existence of 5/810ped > Esloped for which, by (CBC),

PfSloped [ h<Ckf 8D[] < Pngped h<ck

[—m,m]x[0,nN] [—m,m]x[0,nN] [Zj < D]

We relate these spatial properties by taking m — oo and varying the slope of the boundary conditions, from
which we obtain the lower bound estimate for the conditional crossing event,

XSlope | m,m]x[0,n h<ck
gSloped h<Ck' P[ S;TLPWCLI} i([[() nN]] 0. tD [I < C> aDI]
P[ mm]x[on’N][ aDI] = ¢
P Sloped [C]
[=m,mn]Xx[0,n'N]
- ope —m,m|Xx[0,n h k
= Cés}oped Pf(s;npﬁ}b([[o nN]] o7, EX 9Dy

where the probability in the uppermost bound is dependent upon h achieving the boundary conditions

stipulated by &sioped, Which occurs with positive probability because over all faces max { hXSl"I’Ed —
Fi#F;€F(2?)
hi%"ped } < = oo; hence this term can be bounded below with strictly positive Cey, o og-

For the numerator term, under XSIOped|8([fm,m]X[O,nNDa

n

X81opcd\a<[—m,m]x[o,nzv]) h<ck Xsloped |a([—m,m]x[0,nN]) h<ck -

P[fm,m]X[O,nN} [Zj <— 0D1] = P[ m,m]x[0,nN] ﬂ { 1j — Iy }
i=j+1

Vil e€B(Z2)3#{FEF(Z?)}=n : FNI;j=e

FKG) . Xsloped|a([ 1x[0,nN1) h<ck
ope —m,m n . .
H P[—mm 1x[0,nN] [IJ Ly ]

n
min Xsioped|a([—m,m]x[0,nN]) h<ck
> H P [—m,m]x[0,nN] [I Ly ]
/:1

> P
C(mln XSloped) ?

is the infimum over segment connectivity events dependent upon i’. We characterize the sloped boundary
dependence on the conditional event & stated in the Lemma by collecting previous estimates, yielding

where in the first inequality, a lower bound is provided for Z; C [—m,m] x [0,nN] with Z; N Z; # ( for
i" = j+1 and Zj1o NZj3 # 0 for each i’ > j + 1; in the second inequality, a lower bound is provided by
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Figure 4: Representative freezing clusters which macroscopically penetrate the finite volume bulk from the
boundary of the strip. Under sloped boundary conditions, the height function can become frozen, inducing
a cluster of vertices that are either all of the same type, or are of alternating type between pairs of vertices
(Freezing cluster one is a six-vertex configuration sample for which the height function is frozen on vertices
of type 3, while Freezing cluster two is a six-vertex configuration sample for which the height function is
frozen on a combination of vertices of type 5 and 6). In the complementary region of the strip outside of the
freezing clusters on the upper and lower portion of the strip, standard RSW arguments for flat Gibbs remain
applicable.

(FKG) for crossings across the set of Zy; in the third inequality, a lower bound is provided from minimal

boundary conditions min &sioped|a([—m,m]x[0,nn]); 0 the fourth inequality, there exists a uniformly, strictly

positive constant c?min Xstoped) for the connectivity event under minimal sloped boundary conditions occurs,
ope

where,

1nf {Pmm XSIOped'B([—m,m]X[O,nN]) [I M IZ/]} c (0, 1] ,

& g U [mm,m] x[0,nN] j

min XSloped) =
which appears as a prefactor to the probability in the lower bound,

g ope C?min XSlo ed) E ope - 5 ope .
P ixomn €] > 7&3]0“: P o [E2k] P onn [{ 3F € € FC with [Dy| < oo}]

which reads, in infinite volume,

'

C, .
&slope (mlnXSIO ed) &slope I &Slope :
Prdtonn (€] > = =25 Pyitam [Ban] Pafinn [{3F€ € FC with [Dr] < oo}]
Sloped

To conclude the argument, observe that the second probability in the inequality above occurs with positive
probability as the number of frozen faces of the height function in a freezing cluster over [—m,m] x [0,nN]
is 8mnN, and that the last probability can be similarly bounded from below by following the same argument
as given for the previous two crossing events (ie, express the disconnectivity event in terms of a connectivity
event through complementary x-crossings, and apply (FKG) to n’ crossings). Altogether,
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n nn'
C/ . C C
(mln XSloped) ( ) 3

>cy >0,
&Sloped

. !
for suitable constants, (¢/)™, ¢! . and
’ ’ (Inln XSloped ’ ’

3 = e3(|Ds1l)

given |Dy| < oo and arbitrary c.

The remaining cases follow by executing the same argument, in which the conditioning is dependent upon the
boundary faces incident to 9Dy, or incident to 0Dp U 0D;. Hence there exists such an n’ for each case.

To proceed, we analyze how placement of the left and right boundaries of the symmetric domain from strip
crossings placed relative to the occurrence of freezing clusters provides the following upper bound.

Proposition 1.2 (sloped-boundary crossing event upper bound): Fix suitable §,6”,n > 0 such that |én| >
|0"n| € Z. For any k > % and i € Z, the crossing probability in the strip,

Pt [10.0"n] x {0} " i+ o] x )] < 1-c

admits an upper bound dependent on c.

The boundary conditions along the strip for the study of sloped Gibbs states completely differ from those
imposed for flat Gibbs states in [11]. In the following arguments, the changes primarily emerge from the fact
that long horizontal crossings in infinite volume under sloped boundary conditions

Proof of Proposition 1.2. We establish the following.

Lemma 2.2 (maintaining sufficient distance between left and right boundaries of the domain with freezing
clusters as the slope of boundary conditions increases): Suppose that there is a countable number of freezing
clusters N distributed over the finite-volume strip boundary, in which,

{V 1<igy=i¢< N, 3F%, cFC : FEnN (8([—m,m] X [O,nN])) + V)} )
For v € V(Z?), e € E(Z?%), and .%, € F( Z* ) with .%, N~ = e, the difference is bounded below by,

37
61 )’

(2.2 left boundary symmetric domain lower bound)

é-glopcd h>ck ar géloped h>ck o 1
P o L S FE] = P oL €= FG]| = | F(in N Lsy,)

between crossing events respectively taken under boundary conditions ggloped = féloped + % > féloped for

arbitrary 0 < 61 # 62 # 0, E}‘i‘ﬁ is a line intersecting the strip at an arbitrary distance to the left of %%,
and 73 denotes a horizontal translation of boundary conditions rightwards along the boundary of the strip by
k faces.

Similarly, given some %%y for which the below infimum is achieved,

one similarly has,
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(ggloped)/
[=m,m]x[0,n'N]

(géloped)/

p [—m,m]x[0,n’ N]

[9%}\[ M ")/R] - P [9\(@”}\7 M ’yR]

2 ’F(’YR NL%4,)

%
o)

between crossing events respectively taken under boundary conditions ({glope ) = (félop D (féloped)’
for 0 < 6} # 6% # 0, and Ei@‘%]v is a line intersecting the strip at an arbitrary distance to the right of F%y.

Proof of Lemma 2.2. Performing straightforward rearrangement to obtain the first relation implies,

Egloped [ h>ck h>ck
[7m»m] X [OvnlN]

1
Cimm]x [0, N] VL <7 FE€] — P Stoped [y 9‘5]'

{$ (SMP) applied to the second term

Elope h>ck Elope h>ck
'P[ilm,ri]x[o,n’N] [y == 7€) - P[Elm,ndﬂx[o,n’N] [y = €]
52 opet
XP[EIW}L),;L]X[O,n’N] [h = f%loped on ([-m,m] x [nN, n’N])}'
i
Péglopcd hZCk 0‘\% 1 Pfélopcd h _ 1 a N /N
o) (V0 €= FEL=PETC 0w [P = Eiopea on O([=m,m] x [nN,n'N])]
As a result of the existence of f’gloped > §§10ped for which,
1 ngloped hECk‘ 0“(5 > 1 ngloped hECk g‘*cg
=P o L FE =1 =P o L FE]
one also has that,
(CBC) ngloped h>ck 5\(5 1 ngloped h _ 1 a N /N
[—m,m] x[0,n/N] [y &= F¢](1- [—m,m]X[O,n’N][ = &Slopea 00 O([—m,m] x [nN, ' N])]
> Pfglopcd [ M y%] 1 _ nglopcd [h _ 1 8 _ N IN
= [—m,m]x[0,n’N] LTL [—m,m]x[0,n/N] L"" = €Sloped O ([ m,m] x [nN,n ])]
FeF(ynLy,): 78" 7% 3
= { o g%) h<ck 1} ’1 N P[éilg,i]x[o,n/m [h = féloped on 3([—m,m] X [nN, n'Nm‘
{FeF(v ﬂﬁ}%gl) L F S TG}
F e FyunLL,): 7 "8 74 3
= H (rYL ggl) h<ck 1}’ 1- P[gEI;:,ETiL]X[O,n’N} [h = géloped on 8([_m7 m] X [an nIN])] ‘
Hﬂ € F(’YL ﬂﬁ}ycﬁ) IS 9%1}’
> Nl 1 ngloped h = 1 a N /N
= E - [—m,m}x[O,n’N][ - fSloped on ([_mvm] X [n ) ])]
Ny
g (1 — EL)
> N3 (1—e€r) > N3 o7 ,
é.gloped h>ck

from a lower bound on P — F %1] dependent upon the number of .% for which the desired

[=m,m]Xx[0,n/ N] [IYL
crossing occurs, suitable N1, No, N3, and €7, which can be bound below with arbitrary 5%. For g, following
the previously described argument, instead for the connectivity event between .#%, and 7ygr provides the

accompanying lower bound for the other case.

Besides crossing events defined in the vicinity of left and right boundaries, with positive probability freezing
clusters can also be embedded within the interior of strip domains, as mentioned from previous remarks and
objects. To maintain long horizontal crossings in the infinite volume strip, in spite of the fact that with positive
probability there exists countably many freezing clusters intersecting the finite, and infinite, volume strip, one
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Figure 5: & rotation of a depiction of four freezing clusters intersecting the strip, in which the first and fourth
freezing cluster intersect the top strip boundary, while the second and third freezing cluster intersect the bottom
strip boundary. Within the complementary space to the four freezing clusters in the strip, the probability of

a macroscopic horizontal crossing is quantified.

21



can quantify crossing probabilities across smaller regions of the finite volume strip, which occur with good
probability in infinite volume. That is, there exists other connectivity events within smaller parts of the strip
that occur with good probability between faces within small enough neighborhoods of frozen faces.

Lemma 2.3 (strip crossing events with obstructions from a countable number of freezing clusters): Given a
countable number of freezing clusters sampled from FC, the probability of a connectivity even between each
pair of neighboring freezing clusters,

gSlo ed h<ck
P m]x [0 N] (T 6 = FEN_1]

has lower bound cpc gcate > 0.

Proof of Lemma 2.3. We analyze the complementary h x-crossing event,
h>ck
Pgsloped [5\%2 h<ck ngN_l] — Pfsloped }[g\(g2 >c N ycgN_l] ’

[—m,m]x[0,n’ N] [=m,m]x[0,n' N

and subsequently apply (FKG),

N-—
ESloped h>ck &Sloped h>ck
P mmixion ) [ FE2 Tx FEN-a] =P ﬂ S5 Fin )]
g 3 h>ck
Sloped &
H P rrfm]x On/N][J\Cg —x chz-i-l]
=2
N—-1
- ] -
1=2
> CFC scale

for a horizontal crossing event across all freezing clusters simultaneously from N — 2 vertical crossings and
c; > 0V i where,

N7\2/ CFC scale = . inf . S

I<N,i,NeZ:2<i<N-1

appears in the penultimate lower bound.

In arguments relating to crossings across domains, we will also need to make use of the following property
of freezing clusters pertaining to their separation with respect to boundary conditions. In the following, we
consider the number of connected components across freezing clusters as a sequence of probability measures
with increasing slope along the boundaries.

2.4 Frozen, and unfrozen, faces of the height function in the striip environment

Definition 6A (partitioning faces of the height function along the strip finite volume boundary). For a collec-
tion of faces over Z?2, denote

oNTF = {35+ € F(Z2NA°) : FT N.F(OA) # (7)}
as the collection of faces contained within a subset of A¢, and,
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oNF = {ff* EFAN): F  NF(ON) # @}
as the collection of faces contained within a subset of A, where,

F(OA) = { F0 = {61,6‘29, ey, e } € F(Z% N ARestriction): edges e? and e? lie incident to F(OA)

vﬁln S F(ZZHA) o“out S F(Z2mAcRestrlct10n) 73 1 S] S 4: yinmyout :e? )

denotes the collection of faces incident to A, and ARestriction 1S the restriction of the faces enclosed within
A that are within Euclidean distance 1 of any boundary faces, in which any face incident to the boundary
is spanned by the four edges e?, e ,62, any two of which overlap with intersecting faces from F'( 7’ N A ),
and from F( Z*N A%Restriction )- Examples of incident edges to the finite volume boundary are provided in the

fourth panel of Figure 2.

With the definition below, we construct sequences of sloped boundary conditions. Such sequences of boundary
conditions are significant not only for further discussion of differences in the strip, but also for obtaining
desirable properties of slopped symmetric domains in the strip.

Definition 6B (sequences of sloped-boundary conditions, from the irreducibility property of the height function
for the siz-vertex model). Over the finite strip [—m,m] x [0,n'N], a sequence of sloped boundary-conditions,

{§SIOped( ( ([ m, m] % [Oyn/N])))}keN — {£SIOped}keN :

with a corresponding sequence of irreducible height functions,

(R P (F([=m,m] x [0,7'N])) bren = {7y " bren

satisfies the condition,

F

J ae|n] U e

FeF ([~m,m]x[0,n'N]) FeF ([~m,m]x[0,n'N])
for 0 <k—1<k<|F([-m,m] x [O,n’N])‘, and some .Z.

Definition 7 (collections of faces incident to the strip over which h achieves its minima, mazima and all
intermediate height values). Define,

0F i n = {F1, P2 € F(Z%) : h(F) = ifglfh(yﬂ}a

corresponding to the collection of faces over the boundary of the strip for which A achieves its infimum.
Similarly,

OF heow = {F1,F2€F(Z OF 1nf h(F2) < h(F]) <sup h(F2)} ,
Fa

corresponding to the collection of faces over the boundary for which h achieves a height above the global
minimum, and maximum, of h, and finally,

OF woer = {Fb, Fo € F(Z%) ,F5 € OF peer : h(F3) < sup h(F) , Sup WF3) < h(Fy)}
T
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k=N

Figure 6: A depiction of the recursive procedure for defining the boundary conditions from the height function
along the bottom and top boundaries of strips of the square lattice. For a single face given by k = 1, the
interface created from sequence of irreducible height functions begins by enforcing the boundary condition of
the height function, through the image of the graph homomorphism, on a single face. In all subsequent steps,
for an arbitrary, strictly positive N, faces are appended simultaneously on the left and right sides of the top
and bottom boundaries.

corresponding to the collection of faces over the boundary for which h achieves a height exceeding ck.

With the following, we demonstrate that the crossing event that one would like to occur with sufficiently good
probability over long strips is dependent upon two factors, the first of which captures effects from the (SMP)
property as boundary conditions of new faces along the strip are appended to the interface in infinite volume,
and the second of which captures effects from the number of frozen faces relative to unfrozen faces that appear
when taking the weak volume limit. For estimates on other crossing probabilities later in the section before
transitioning to the cylinder, a combination of effects from both (SMP) and (CBC) arise for similar reasons,
in addition to the fact that sloped Gibbs states over the strip can, with positive probability, contain finitely
many connected components of frozen faces, in comparison to flat Gibbs states which have no frozen faces.
Regardless of the difference in slope of boundary conditions, logarithmic delocalization results for either case
for the six-vertex model can be established, by further analyzing how flat symmetric domains change in the
presence of rational slopes.

Proposition 2.3 (decomposition of the the lower bound constant from Proposition 2.2): The constant in the
lower bound of the ratio of crossing probabilities given in Proposition 2.2 can be decomposed as,

Cr= Cip=C1+Cy

where 6172 = CI,Q([_ma m] X [07 n/N]a Qg bl‘7 Cx), Cl = Cl([_ma m] X [07 n/N]v Qg, ba:7 cﬂ?)? and C2 = 62([_7”7 m] X
(0,7 N, @z, bz, z).

Proof of Proposition 2.3. From arguments used previously for Proposition 2.2, one reads, from contributions
in the lower bound, that

Cj = S// jiV([—m,m]X[O,n/N]ﬂ + 2 Z thloped//N A§1’£2 ’
€0V ([-m,m]x[0,n' N])

from which it suffices to show that,
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Cr o §".7IV(=mmlx{on' N

)

and also that,

d////

Co x 28" > he>re
€AV ( [—=m,m]x[0,n/N] )

1 ¢2
Ag,é

To accomplish this, observe, for the first term,
S”fx‘ V([=mm]x[0n'N) | o (V([—m,m] X [O,n’N]))(wgv) o Cl([—m,m] X [O,n’N],ax,bx,cgc) =C ,
where wgy is the weight introduced in 1.3, while similarly, for the second term,

5 S 3 R ALE o (V([—mym] x 0,0/ N))) (wey)
€V ( [-m,m|x[0,n'N] )

x Cy [[—m, m] x [O,n’N],az,bx,cx] =Cy

As a result,

CI,Z X Cl +CQ = Cl [_m7m] X [Oan/N]7al‘7bafac$:| +CQ|: [_m7 m] X [Ovn/N]aaxabxvcw:| )

from which we conclude the argument.

Besides the result above, there should also exist a constant - which also exhibits the difficulty that sloped
boundary conditions impose on horizontal crossing probabilities - which we denote as Céloped‘ Given the ex-
istence of a horizontal crossing event H’, the probability of H' occurring under the six-vertex model with
sufficiently flat boundary conditions is greater than the same event occurring under the six-vertex model with

sloped boundary conditions. Quantifying the absolute value distance between the ratio of these crossing prob-
Sloped
T

abilities for different sequences of sloped boundary conditions, Lg}“;;’;ﬁx[o*" N with 1, yields the constant.
by /
[—fn,im]x[&n’N] (H']

By taking the width of the strip large enough, with positive probability there exists finite volumes of the
strip which satisfy any one of the possible configurations, described in Lemma 2.1, to counterparts in infinite
volume satisfying the same property.

Lemma 2./ (freezing clusters are ‘well separated’ with respect to values of the height function encoded through
boundary conditions of the probability measure over the strip): For a sequence of boundary conditions as
provided in Definition 6B, the difference in a horizontal crossing across the strip is bounded below by the
following quantity,

Sloped
€, "

PF%MMDWNﬂHq

/
-1 > CSloped )

[=m,m]x[0,n/N] [Hl]

for j > 0, H' = H'([-m, m] x [0,n'N]) and suitable, strictly positive, Céloped, with,
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m m
Céloped = Céloped [_ 575] X [Oan/N]vaxubzacz

By making use of properties such as the one above for sequences of sloped boundary conditions, there exists a
third constant, for which the distance between freezing clusters which possibly intersect the bottom and top
boundaries of the strip, can be taken sufficiently small. This sufficiently small constant is dependent upon the
two previously obtained constants depending on the sloped boundary conditions.

Proof of Lemma 2.4. By direct computation, from the LHS given in the statement of Lemma 2.4,

Sloped
P R , Hl (*) .
[ggfzz),g]x[o,n N][ ] ERTIRS |Cy B 1‘ (Propos;tlon 2.5) ’CLQ B 1|

P[T;n,lm] x[0,n'N] (1]

in which case we further lower bound the last estimate with,
|Céloped -1 ’

after having set /#% = H’ from applying the bound given in Proposition 2.2, given a suitable constant in the
lower bound for which,

Ci2=C1+C2>C1+C,

where,

Ci+Cy=Cr|[—

m
2

v 3

] X [O,n’N],am,bx,cx} —1—65[[— %,%] X [0,n'N],az, bg,ce| o C’Sloped )

in addition to the fact that, for (*),

Sloped
&

P[ m,m]x[0,n' N] [%Cg]

e BG4

[=m,m]Xx[0,n/N]

> Cy

for the intersection,

8§ck ma nf — { O\” J\” <ck ’ ﬁ” € 81nf lnf h( O\”) < h( ) < sup h(gfl)} )
g‘//

o.FF =0 and ok  =0o¥  F €+ denotes the reezing cluster
h<ck <ck s Z>Ck >ck k
ope

for all ¥’ > 0, where 0.7 mf h = = o~

inf?
Sloped ar fk
, FC,

under & denotes the freezing cluster under &, , and JZ%€ a horizontal crossing, and,

Cy x {connected components of .%# Cf,fk“ } N {connected components of F# ‘5,5’“}

denotes a suitable constant satisfying, which provides the desired estimate.
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Figure 7: Lines placed after right and left boundaries of strip domains. For a countable number of freezing
clusters along the top and/or bottom boundaries of the strip, the probability of a horizontal crossing is
dependent upon the values of the height function surrounding each freezing cluster.

With this result, we examine the following bound involving height-function crossings in domains. The in-
equality is expected to hold as for sufficiently flat boundary conditions, however with an adjusted constant for
sloped boundary conditions.

Lemma 2.5 (upper bound for the probability of the segment connectivity event between o and fo, and between
Z; and Z;, under sloped boundary conditions). Fix féloped < &sloped- With regards to connectivity events

between two segments Zp and fo, which are respectively on the top and bottom boundaries of the finite
volume strip,

h>(1—c)k =~ h<ck h<ck h<ck:

D] <1-Z P N7,

&Sloped
Py [IO Zx[0,n'N]

Zx[0,n'N] ZJ’}O{I/ IJ}Q{I%’ IJ/}

for 0 # .7 < # < 2 with a strictly positive multiplicative factor Z for the intersection of crossing proba-
bilities appearing in the upper bound, which is dependent on the slope of the boundary conditions, and the
width n’ of the strip,

2 — 7 7 — — / /
% = ‘%{52_yv£z_~ﬂ} + %y Lz_, v['fj;z} + % Lr ki 7 4 Lz gon Ly b = Z Lz g Ly } (EStoped: ') »
for L7 _, denotes the line centered about some point in Z_j.

Proof of Lemma 2.5. We adopt notation from previous arguments, in which we begin with flat boundary
conditions &g,y and translate the vertical crossing event along the strip before freezing clusters occur with
positive probability as the height of the boundary conditions increase. To begin, fix ¢ = 0, in which case the
RHS of the inequality provided in the statement above can be lower bounded with

h<ck Z_/}Pgsloped [I_j/ M T, ] ,

£lSlo ed h<ck 5/Slo ed
Poer [Z_] EXT, s|Per [ -7 [—m,m]x[0,n’ N]

[—m,m]x[0,n' N] [—m,m]x[0,n' N]

by (FKG) from the intersection of the three crossing events occurring. Next, for each probability, given the
existence of flat boundary conditions for which the crossing event occurs, there exists a lower bound,
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. £/Sloped h<ck EFlat
ke{_}r};7%}{P[—m,m]X[O,n’N}[I_k<—>I_ W} > P mm]X[On’N][I «— To|

dependent upon the segment connectivity event for ¢ = 0, implying,

Slope h<ck =
II P i om N [ Lk ST >

ke{.s, 7,4}

at (1 ok =~
PfFlm m]x[0,n/N] [IO IOD

To ensure that the probability in the lower bound of Lemma 2.5 is strictly less than 1,

£Slope h> (1 L
P own Lo %= 1] <
11
EStope h>(1-ck =, (FKG) ~ ope h<ck
PotownZo =" L] < 1- % 11 S S e Y
ke{s, 7,4}
h>(1—c)k =~ 1\
31_%(Pf$;§e£]x[0n/m [Zo = IO])S <1

%(P[éSI;rfji]x[o n/N] [Zo e fﬁ])s <1

(Pt [T SR > VA > 0

(Constant for upper bound on segment connectivity event)

exhibiting that the claim in the Lemma above holds for ¢ # 0, given % sufficiently small satisfying the

conditions above. Besides i # 0, for other i so that i € [—26"n,2§"n|, observe, given ¢ = g,

Sloped hZ 1-— C)k? ..
P[g—m m]x[0,n'N] [[O L(s//TLJ X {O} [Z7 t+ L(S”Tl“ X {n}}
(CBC) Sloped 9 .
< P g [0.10"n) x {0} S it (67 x {n)] <1

Finally, for i ¢ [—2§"n, 26" n], namely i > 2§"n, observe,

gSlopcd h<ck

P mpxonn L071)5 21070 ]] x {0} <= [—i + [0"n], —i + 2[8"n|] x {n}]
)
[—i+ [6"n]), —i+2[0"n]] x {n}]

gslopcd k! h< 1— C

pe ke o l[187n ), 208" x {0} "

for suitable k” > 0, from which the final probability obtained under boundary conditions ¢51°Ped — & obtained
above can itself be lower bounded with,

Sloped

P o [0 107) x {0} 5% (i i 4 (7)) x (n)]

implying,

gSloped h<ck

P o [0, 15771 10} 5% [ 4 197n)] x ()] < 5

from which we conclude the argument, for a suitable constant < % 0

With the claim below, we characterize vertical crossing probabilities across domains.
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Lemma 2.6 (vertical crossing probabilities across domains). Lower bound estimates for vertical crossing events

Yh=(=ak(g) = Yh=(-9k ynder £5°Ped ycross domains 2 take the form, with suitable constants Qf/o’j”’m and
cy,

1 gSloped (L p<(1—c)k 0
¢ <Py sk <o

for non-intersecting left and right boundaries of &, while the vertical crossing estimate takes the form,

ESloped

P@ [th(lfc)k] <Cy
for intersecting left and right boundaries of .
h<(1—c)k h<(l1—c)k

Proof of Lemma 2.6. Abbreviate Vimm x[O,n’N](gl’ s I, FV) = Vi mm x[o,n’N](FV) = Vh=-9k for a
vertical crossing that is a function of the height function over n faces over a finite strip volume F'V.

Case one (non-intersecting left and right boundaries of the strip domain). We have,

5 ope h<(l—c)k ﬁ ope h>ck hZCk h>ck
P[Elr;,ri}x[o,n’N] [V == ] = P[Elrf,ri]x[o,nqv] [{’YL = 9651} N {9% # y%N—l} N {d@%N = ’YR}
(FKG) e h>ck e h>ck ope h>ck

= P[gilnf,ri]x[(),n’N] [ & ﬂ%ﬂpﬁlﬁ,é]x[mw} (F6 & ﬁ%Nq]P[gil,,i%]x[O?n,N} [FEn & r|

in which the second term can be bounded below by another application of (FKG) over countably many
horizontal, nonintersecting crossings with freezing clusters,

h>ck (FKG) h>ck

é ope 7 é ope
P[il7:,7(ril]><[0,n/N] [9% ¥ yng_l] 2 H P[Elrrf,ri]x[o,nqv] [J@%J # 9%@41]
2<i<i+1<N—1

as the lower bound probability is equivalent to, for a subdomain . = [rg,, 24| X [0,/ N] C [-m,m] x
[0,n/N] of the strip,

h>ck

ope : h<ck =
[T P B adiacentFE, FEi1 € FCF1 o Fy € Coy s Fy 5 Fo, TG 0 TG4
2<i<i+1<N—1
> PEsloped F h<ck F 7, h>ck z
- H [—m,m]x[0,n'N] { 1 7 n} N { P T z+1}
2<i<it1<N—1 :
(*) gsloped hgck hSCk hch
> H P[—m,m]X[O,n’N] {gl A Fcrit} N {Fsupcrit > g?} N {(g'cgz % 9%—&-1}
2<i<i+1<N-1
(FKC) £Stoped peck £Stoped peck
= H P X [0 N] (L1 = Frit] P X 0. N] [Fouparit < 23]
2<i<i+1<N-1
Pgsloped ﬁ% hZCk ycg
X [fm,m]X[O,n/N}[ v §L> 2+1] s

(2.6.1)

in which in the sequence of inequalities above, we decompose the product of crossing events dependent on
i as two events, the first of which depends upon Ce,y, defined to be the values of A on all faces outside of
the adjacent freezing clusters, while for the second event we examine the lack of existence of crossings of the
height function of level at least ck. From the second to third inequality annotated with (*), we lower bound
the probability in the previous inequality, which is dependent upon the intersection of two events occurring
simultaneously, by the intersection of three events occurring simultaneously.

We lower bound each portion of (2.6.1) with the following series of results. The following estimates will be
gslopcd

incorporated to obtain the desired bound for other crossing probabilities taken under P[_m m]x [0,/ N] [ . ]
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Figure 8: Various depictions of the intersection of crossing events involved in Case One.
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Lemma 2.6.1.1 (a lower bound for the first crossing probability of (2.6.1)). For the line .7 appearing before
the first freezing cluster in the finite-volume strip, one has the strictly positive lower bound,

é‘Slopcd
[—m,m]Xx[0,n/ N]

[XIMFcrit] > Cgl )

Proof of Lemma 2.6.1.1. The probability of the connectivity event between the first line and the critical
freezing cluster occurring will be analyzed through the following series of inequalities. Beginning with the
probability given on the LHS of 2.6.1.1, for some index set Z”,

£SIOPCd h<ck &'Slopcd h<ck
[—m,m]x[0,n/ N] [gl — Fcrit] > P[—m,m]X[O,n’N] |: ﬂ {:%L — GZH-I}]
ieT!
(FKG) Sloped
geiop h<ck
= H P[—m,m]x[O,n’N} ["% — "%-i-l]
ieT!

Z Cgl(’IHD E(fl y

where in the second inequality after the LHS probability, we introduce a series of connectivity events between
lines .Z; and %11, where the final line in the series intersects Fi,it. Hence we obtain the desired lower bound
for the first probability.

Lemma 2.6.1.2 (a lower bound for the second crossing probability of (2.6.1)). For the line £ appearing
before the first freezing cluster in the finite-volume strip, one has the strictly positive lower bound,

ope h<ck
P£Sl ped ] [Fsupcrit <—C> 32] > %2 ’

[—m,m]x[0,n' N

Proof of Lemma 2.6.1.2. Beginning with the probability on the LHS of 2.6.1.2 we obtain the lower bound,
for some index set 7",

ope: h<ck ope: 3 h<ck h<ck )
Pfilrri),ri]x[o,n/N] [Fsuperis < 23] > P[gilnf,:l]x[o,n’N} { N {{i’élupcrit = Fyuperit } N { Fouperic ¢ %5 }H )
iz

where ‘,?ﬁupcrit = 2" is a series of lines, indexed by 7, each of which appears before Fyyperit, and £ is a series

of lines appearing before %. The lower bound provided above strictly dominates the probability,

5510pcd i h<ck ) ) h<ck i
H P[—m,m]X[O,n’N} { supcrit < ? Fsupcrlt} N {Fsupcrlt < ” 32} )
iEI///

by (FKG), from which we observe that the probability above strictly dominates,

£Sloped . h<ck gsloped h<ck :
H P[fm,m]X[O,n’N] ["g’ﬂslupcrit Fsupcrit] P[fm,m]X[O,n’N} [Fsupcrit 321] ’
ieI//
also by (FKG). Hence it suffices to bound, from below,
Sloped ; h<ck
[g—m,m}X[O,n’N] ["%Zupcrit — Fsupcrit] )
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Figure 9: One sample of the random environment in the strip, with one freezing cluster depicted. By situating
vertical lines that intersect the top and bottom of the strip, arguments to quantify the crossing probability
between series of lines, such as the first, and final, lines depicted above, are provided.

and,

§Sloped h<ck
[=m,m]x[0,n' N] [FSUPCHt "%2]

For the first term, we observe that the crossing probability can be rearranged as, for Zf, = %r,

supcrit

6810ped i hSCk ' ESloped ﬂ h<ck
[—m,m]x[0,n'N] [ superit < Fsupcnt] > P[ m,m]x [0,n’N] { SupCI‘lt gF}
ZGI/”
(FKG)
> H gSloped |: i h<ck g :|
—m,m]x[0,n' N] supcrit €7 <LF| >
i€

where Z} are a series of lines appearing in the strip before Fyyperit. Furthermore, the following lower bound
from (FKG),

gsloped i h<ck éSloped h<ck
[—m,m]x[0,n' N] [ supcrit XF] = [ m,m]x[0,n' N [Fsupcrlt — gF]
§Sloped h<ck; h<ck
2 P[ m,m|x[0,n’ N] {FSUPCU ‘”S/ﬂF} N {FSHPCI‘lt E supcrlt} n {gF "g’ﬂsupcrlt}
(FKG) Sloped Sloped hSCk 3
¢Slop h<ck g p
= [=m,m]x[0,n'N] [Fsupcrlt XF] [—m,m]x[0,n’ N] [Fsupcrit ¢ i’gzupcrit]
ESloped h<ck
><]'3[—m,m]><[0,n’N] ["%F supcrit]

yields the lower bound,
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Slopcd h<ck

Csupcrlt FCF ,supcrit P[ m,m]x[0,n’ N] [ supcrit §L> s‘upcnt] y (2 6.1.2 A)

where the two constants appearing in the lower bound, which are respectively given by Csyperit,r, and Cr, supcrit,

h<ck peck
lower bound the probabilities of the connectivity events {Fsuperit = ZLLY, and { &L =c Llperit}» O

OCCllI'I'IIlg.

For the disconnective probability term, given an index set Z"”,

5sloped h<ck . 5SIOped (
[—m,m]x[0,n’N] [ supcrit ¥ bupcrlt] > P[—m,m]X[O,n’N ﬂ {Fsupcrlt SUPCHt}
JGIIIII
(FKG) ESloped h<0k .
> H P[fm,m]x[(),n/N [ supcrit ¥ supcrlt]
ieIl///

The last term in the inequality above can be bound below by a strictly positive constant, ¢}, as,

€Slopcd h<ck fSIOpCd h>ck .
[—m,m]x[0,n' N] [ supcrit ¥ supcrlt] =1- P[—m,m}x[O,n’N] [ supcrit ¥ T supcrlt]
>1-¢ | (2.6.1.2 B)

in which the x-crossing occurs with strictly positive probability by finite energy, giving,

h<ck

H Pfjl:np,:]x[(),n’N] [ supcrit E s1'1pcr1t] 2 H (1 o C{L) (1 o len l)|I/m| = C(’I””|7 C; )

ieZ///l ,L'GIH//

¢,

for, Cmm i = Zg%f” c and a series of lines appearing before Fyyperit in the strip, which demonstrates that the

below estimate holds,

gsloped [ i h<ck Sloped h<ck

[—m,m]x[0,n’N] supcrit — Fsupcrit] > Csupcrit,FCF,supcritP[,mﬂn]X[Oyn/N [ supcrit §L> supcrlt] s
as a result of (2.6.1.2 A), and,
gSloped |: g hgck

— cp! _ !
[—m,m]x[0,n’ N] supcrit — Fsupcrit] > Csupcrit,FcF,supcrit C= %3 (Csupcrit,Fa CF,supcrita C) = (53 )

as a result of (2.6.1.2 B), for strictly positive ¢5. For the remaining term, observe, for an index set 7",

ESloped h<Ck Sloped h<ck
[—m,m]x[0,n/ N] [Fsupcrlt 9?2] e [ m,m]x[0,n/N] ﬂ {Fsupcrlt — 9?2}
legmm
(FEG) PgSloped F h<ck j
| ][0 N] [ Fouperit €= 5]
legim ~

11111
[Z7]

> (Cing) ™"
—————

(Cg” (‘I///// ‘ ) ) %

"
—n "
= Cy
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for a strictly positive number n”” crossings, in turn yielding the estimate,

H Cglin,l > (C;/nin,l)|I”m| _ (Ké/(u—//m‘) = %é/ 7

leIl////

for lines .#}, indexed in [, appearing in the strip before %%, and,

¢ inf ¢/

min,l = legm

for,

no_ gSloped ) h<ck !
G = Ylommlx[0n/N] [Fouperit < L]

/!
min,l

in light of previously obtained estimates,

so that, 7/c < ¢ ,forl € I"", and for a strictly positive N crossings between Fyuperit and Z4. Finally,

&Slopcd i hSCk‘ ) gSlopcd ) héck i y 17
H P[—m,m] x[0,n'N] [ supcrit A FSUPcrlt] P[—m,m]x [0,n' N] [FSUPC“t A ZQ] > H (%3)k (%3 )k’
€L kk' €T

= | T @), IT (), ]

keI// k/ GIH

> (@, 0,

where,

/ _ ! _ . / — : /
(Cgs)knL - Cg37km - keIllglf.Cz// (Cg'?’)k - kezll}’/l/fczll %37’{ ’

and,

1/
%3,]9/

@3

1" _ ol _ . 1" _ .
(%3 )k,/,n - 7k’/rn - k,leIl}/llfchll ( )k/ k/ell'lrl];flcz//

Hence we conclude the argument, setting €Y = %?:/k/m from (2.6.1.2 C).

From 2.6.1.1 and 2.6.1.2, we obtain the final estimate with 2.6.1.3 below.

Lemma 2.6.1.3 (a lower bound for the third crossing probability of (2.6.1)). For the line £ appearing before
the first freezing cluster in the finite-volume strip, one has the strictly positive lower bound,

h>ck

psiore (7%, ¢ FCia] > %

[=m,m]x[0,n’' N]
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Proof of Lemma 2.6.1.3. Beginning with the probability on the LHS of 2.6.1.3 to obtain the lower bound,
write,

PfSloped g\(g h2ck 9(5 _ 1 PfSloped gmg h<ck 0\%
Commixom N [FC $ 1] =1 =P 0w [T TG
allowing one to conclude that,
ESlope h<ck éSloped h<ck i1
P[ilrrir(:z]x[o,n’N} (FC o FCi] 2 P[—m,m]x[o,mv][ ﬂ (7€ ¢—. 4 }]
leN:leJ

(FKG) Sloped h<ck .
P i+1
= H P[—m,m]X[O,n’N] [ﬁ% El‘ "% " ]

leEN:eT
> 11
IEN:eT
2( inf Cg,zﬂ)ljl
leN:leT

=t (2.6.1.3.1)

for some index set J, and a series of lines ,,iﬂliﬂ in the strip appearing before .#%;,1. For the lower bound of
each crossing event, which takes the form,

gsloped

-~ h<ck i1
P X0 N] (FC 4—, LT,

each occurs by finite energy with strictly positive probability for every I in the index set; each crossing
probability is bound below by C;’Z+1. Hence the desired constant ‘53? = C 1 appearing in the expression for
the lower bound from (2.6.1.3.1).

Lemma 2.6.1.4 (comparison of disconnectivity between adjacent freezing clusters with connectivity across the

complement of freezing clusters in the strip). The disconnective probability between adjacent freezing clusters
admits the lower bound,

gsloped h>ck Sloped h<ck

P mx[o N (FC = T > P mix [0 N] {Z

(Fcrit)i} N {(Fsupcrit)i < 4 32}
h<ck
<

Z>N(FE6)¢

> (6), .

%

ﬂ{g’?%’ 9’7(5141}

for every 1, ( G )Z > 0, and critical and supercritical faces surrounding in the the strip between #%;_1 and
F €, respectively given by (Ferit)i and (Fyuperit)i-

Proof of Lemma 2.6.1.4. We decompose the crossing event and produce a lower bound estimate of the
disconnectivity event between adjacent freezing clusters,

gSloped h>ck 5510ped h>ck h>ck
Pl mixlown] [FE 4= FCa] 2P o [N F6 &5 £ 0{ 2" 47— 600}
ieT
(FKG) _ Sioped h>ck Sloped h>ck
13 2 13
> Pl mixtowm [FE T LPL o un £ 7 FCin]

implying that it suffices to provide a lower bound for,
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Figure 10: A finite volume configuration with yellow finite subvolume surrounding a boundary of the freezing
cluster in the strip. Relating to arguments in the previous Lemma, two lines are positioned to the left of the
freezing cluster, with horizontal x-paths intersectingi the yellow finite volume boundary and each of the two
lines. On the other side, there are three x-paths, each of which respectively intersect three vertically placed
lines to the right of the freezing cluster.

Figure 11: A depiction of crossings, in comparison to x-crossings, provided in the previous figure. For regular
crossings, the requirement that the distance between neighboring faces of the path be 1, instead of 2, can lead
to differences in the number of faces contained in paths which intersect lines to the left, or to the right, of the
freezing cluster.
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h>ck

il;r),:]x[o,n'm [g C — L /] ;
with,
Pfil:np,eri]x[o,n’N} Kz =% (Farit)i]
and also,
pe "
] x 0] Z <7/—> FCin]
with,
P (e 5 )0 70 7]

because, by (FKG), the lower bound given in the statement of Lemma 2.6.1./,

£Sloped h<ck R h<ck )
P[—m,m]X[O,n/N} |:{(Fsupcr1t) — 32 } N {J% Z2r<1(—5’7%)f y%wrl }:|

For the first comparison, we begin with the crossing,

&-Sloped

h>ck
[—m,m]x[0,n’N] [ FE]

which is compared to the lower bound of the connectivity event between .Z; and (Ferit )i, which from (FKG)
can be expressed as,

Sloped h<ck Sloped h<ck h<ck
Pffrrim]x[(],n’N} [-iﬂ — (Fcrit)i] > P[gfwim]x[o,n/N] [{ ﬂ {o% A XOI}} a {j ( crlt) }

o€l
(FKG) _ .Sloped h<ck Sloped h<ck
P[gfm,m} x[0,n/ N] m {g g’}]Pf m,m]x[0,n'N] [g A (Fcrit)i]
o€l
(FKG) Sloped Sloped
g£Slop h<ck gSlop h<ck
= [ H P mlx 0. N] e g]}P[ m,m]x[0,n'N] [ & (Faxit)i]
o€Z:0Ni#(

In turn, part of the comparison for the first term follows from the estimate,

N
PO 2 g s BT L) (2 )]

[=m,m]x[0,n’] [=m,m]x[0,n/]
=1

where £, N .F#6; # () for N large enough, because, by (FKG),
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N
H P£SIOPCd [Z/ h>ck- $,+1j|

[_mvm] X [Ovn,N}
=1

The above countable product of probabilities admits a lower bound,
N
Cz{,z'+1 = (C;;,z'+1) )

further demonstrating that the remaining term for the first crossing probability can be analyzed with the

following,
gSloped g h<ck (FEG) N ESloped Z h<ck g
[—m,m}x[o,an][ S (Fai)i] = H P[—m,m]X[O,n’N][ 0 = Ly
i’=1
Sloped hsck h<ck
= H P[ m,m]x[0,n/ N| [{g,, f”ﬂ} N {f”ﬂ — (Fcrit)i}
// 1
(FKG) N é-Slopcd h<ck Slopcd h<ck
> H P X0 N] s 3”“] [—m,m]x[0,n/N] (L1 5 (Farie)i]
i’'=1

for N’ large enough, in addition to two estimates for each probability in the product, including,

Sloped h<ck Sloped h<ck (FKG) 1 1
¢ [f// — f//+1] > P[fm,m]x[o,n’N} [f// — f//url] > C,L'//7,L'/// = C,,y,,, , (2.6.1.4.1)

[=m,m]x[0,n' N]

for i > 4", with ¢/ > 0 in the first probability, which is further rearranged from a countable intersection of

crossing events to obtain the final lower bound Cj , as,

1 1 |I// ) Sloped h<ck
C’//,/// < (C// " < H [ m,m]x[0,n' N] [g” — fk] ,
K€Ly m
for some index set Zy ,, yielding the estimate,
é—Sloped hgck 1
[—m,m]Xx[0,n’ N] ["%” — °?i”+1] > C’//,/// >
implying,
(FKG)
£Sloped h<ck H gSloped h<ck
[~m,m]x[0,n'N] [ L1 == (Fae)i] 2 —m,m]x[0,n'N] (L1 = L 4]
//EI

H mm = C// " |I|)

€T

with the above lower bound explicitly taking the form,

(2 = (Ch)™ (2.6.1.4.2)



Figure 12: A macroscopic presence of faces vertically crossing the strip between two demarcated lines, with
two connected components.

in the second probability, where the lines satisfy the condition in which there are finitely many of which have
nonempty intersection with (Fiyit)s,

.,%i///+1 N (Fcrit)i 7é @ )

yielding the estimate,

h<ck
][.,sfinﬂ S5 (Fait)i) = Ch (2.6.1.4.3)

ésloped
[—m,m]x[0,n/ N

where as for C},,, C2,, is obtained from the countable intersection of crossing events given below,

2 2 ‘1'| &Sloped h<ck ,
i = (Erm) ™ < H P mx[0.nN] (L1 &5 L]

k'eT

Altogether, the constant from the two terms provides the lower bound,

h<ck Sloped
(Lo EX L 1| PE

[=m,m]x[0,n’' N]

h<ck
[D%i”—l-l — (Fcrit)i] > C’/%,///0/2/,/// : (26144)

gsloped
[—m,m]x[0,n'N]

Similarly, for the second comparison, to bound the disconnective probability,

gsloped
[_mvm} X [O,H/N]

y h>ck
[,‘Z E y%-ﬁ-l] ’

we decompose the crossing event into a countable intersection, in which the terms in the following sequence
of inequalities each term of which provides a lower bound,

Sloped h>ck (FKG) Sloped h>ck
Pf—nf,m]x[O,n’N} [ ﬂ {"g” #— g]é/}] z H Pf—nf,m]x[O,n’N} [f” ¥— g]é/] ’
kel kel
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from which each term in the product can be estimated with,

Sloped Sloped h>ck
Pf m,m]x[0,n’N] [‘gﬂy_) H P [—m,m]x[0,n’ N] [-iﬂ”?@f/i] )

k'el
for some 7' C Z, given the existence of finitely many lines for which,

f f@+17é®

implying that the product lower bound holds,

Sloped h>ck Sloped h>ck
II Pl 2" 4= 41 > 11 [ I Plogiomem 2" 7 4]

kel keZ “k'eI’
Slopcd 17
- H - mm]XOn’N][g %}f]
k'el’
kel
'nT
> [ %ew > (%k/)' L (2.6.1.4.5)
k'eZ’
kel
with,
Sloped 17 h‘ZCk 7
Cgkk/ kl,relgy—, { [— mm]X[On’N][j E"%']}

Upon examination of crossings of {h > ck} with crossings of {h < ck}, one has the equality,

éslopcd
[—m,m]x[0,n' N]

) Tl )

[—m,m]x[0,n' N]

implying that it suffices to provide the same lower bound for,

ssloped
[—m,m]|x[0,n’ N]

(2" &S 4

which is given by the product lower bound below,

Sloped h<ck
I Pf o[£ S5 L 20 (2.6.1.4.6)
keT

which is achieved with the two estimates,
(e >c
A >C (2.6.1.4.7)

for Cj, small enough, with the constant in the upper bound of (2.6.1.4.3) taking the form,

Sloped

Cj, = inf {1 — (2" EX 2y

keT [ m,m]x[0,n' N]
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Figure 13: A finite volume configuration with yellow finite subvolume surrounding a boundary of the freezing
cluster in the strip. Vertical crossings in the complement of a freezing cluster in the strip are depicted above,
which relates to several lower bounds obtained throughout the section. One such crossing intersects the first
and second lines to the right of the subset of frozen faces, while another crossing consisting of more faces also
intersects the third and fourth lines to the right of the subset of frozen faces.

by finite energy. From such estimates, the remaining probability appearing in the intersection of crossing

events for,

gsloped

" h>ck
P[—m,m]x[o,n’N] ["g #— 33(51’+1] ,

is,

gsloped
[=m,m]x[0,n’ N] [

h<ck
FC < FC]
Z2N(FE)¢

which, upon rearrangement, produces another series of estimates, satisfying,

é—Sloped T hSCk . é—Sloped o h<ck .
mmix o [ 7 G ZQHH(KQ%)Z? FCi11] 2 Pl o N ZQI{ FC; z20<—>( e 1]
(FKG) Sloped

gSlop g h<ck
2 ZNHEI P[fm,m]X[OJL’N] [J‘ng ZQQ(y%)c 9%”] ’

which, upon further rearrangement, implies the following lower bound for the connectivity event connecting
the freezing cluster to L, in Z* N (F L),
fsloped h<ck

0,n/N] |74 20(F6)¢

[_m?m] X [ )

9%//] Z Q:(l//) = Q:l” s

by finite energy, with the corresponding product lower bound,
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I1 er>cl=¢ . (2.6.1.4.8)
"er

from which we obtain the cumulative estimate, respectively taken over natural indices k and 1",

gsloped h<ck gsloped h<ck
[H P[fm,m]x[(),n’N] ["gl’ A glél]:| [P[m,m}x[o,n’N] [ﬂ%ﬂz zﬁ . a%”]:| )
ke Z20(FE)S
l/leI

can be rearranged insofar as to obtain the following equivalent product expansion,

Sloped h<ck Sloped h<cle
[H Pl mixiowm [ 2" S 2 }HH Pl o [FE S fl”}] ,

2 TP\ C
keT I"eT N(FE);

which from respectively applying the estimates of (2.6.1.4.4) and (2.6.1.4.6), imply,

H Cr) [H Smrrjj(riL]x[On’N][f%' o -fl”] H Cr) ( H (u)

keT "eT 2*n(F); keT eT
Z H Ck@;//
keT
l//eI
> (e = () = (7)) (2.6.1.4.9)

From arguments provided for the lower bound of the two probabilities, the superposition,

=4 2P

Sloped
£

¢Sloped h>ck
[—m,m]Xx[0,n/N] [

74 o2 FGa]

can be lower bounded with,

gsloped h<ck gSloped

h<ck
P ] x [0 N] & = (F. Crit)i]P[fm,m}X[O,n’N] {{(Fsupcrit)

ESpinlre = J%H}}
N(FE);

which yields the lower bound, from (2.6.1.4.2), (2.6.1.4.3), and (2.6.1.4.4),

Sloped h<ck h<ck
ChnCEP mstoa | {Fapesi 5 a0 (56, 125 5,0}

corresponding to one estimate, while the other estimate yields, from (2.6.1.4.8) and (2.6.1.4.9),

1 2

C//,///C//,///Q:?c,l”
from which we conclude the argument after having set (%4)i = (C12'), for C/%’/,,C,%’,/,Q:%,lu > (C12). 4
We return to the lower bound for the vertical crossing in the first case of Lemma 2.6.

Lemma 2.6.1.5 (transitive lower bound for vertical crossings across the strip). Under the assumptions of
Lemma 2.6.1.4, there exists a strictly positive constant satisfying,

gSloped h>Ck

P[ m,m]x[0,n'N| [J(g y— F (gN] >
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for suitable %5.

Proof of Lemma 2.6.1.5. Write,

Sloped h2>ck Sloped h>ck
Pl mitomn) [ G = FEN] 2 P o[ [ 760 7 TG )]
e
(FKG) h>ck

= H ésmnf:i o [T Cr #— FCii]

H (%4)1/

'€l

(Lemma 2.6.1.4)
>

yielding the desired estimate, upon setting %5 equal to,

for,

Hence we conclude the argument.

From previous results, we conclude Case one of the proof by make use of the event containment, namely that
the number of faces required for the intersection of crossing events,

h<ck

h<ck h=ck
{{gl<—>Fcr1t}m{Fsupcr1tHzZ}m{j\Cgi §L> ﬂ%+1}} )

is contained within the number of faces required for the intersection of crossing events,
h>ck
h< k =
{{ﬂ S P N{F6 & %@1}}

in which the critical face Fit, and supcritical face Fyyperit, are faces bounded within the VA strip for which
h>ck
{ Ferit+1 $— Fsuperit—1 - Hence it suffices to show that,

gsloped

P[ m,m]x[0,n' N] |:{F1 h<CkF }ﬁ{d‘cg % cjcgz-f—l}:| )

is bound below by the same constant as for the intersection of crossing probabilities,

gSlopcd h<ck

h<ck h2ck
'N] {gl — Fcr1t} N {Fsupcrlt — 32} N {f% ?L) ﬁcgzﬂrl}

[-=m,m]Xx[0,n

To this end, we incorporate the product estimate from a previous expression for one crossing probability given
n (2.6.1),
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Top boundary

Top boundary

Path one

Bottom boundary

/

Path two

Bottom boundary

Figure 14: Remowving the requirement that paths within strips of the square lattice not intersect freezing clusters
can result in paths failing to remain within the top boundary and bottom boundary. Path one, as given from
grey faces, begins by intersecting the second freezing cluster, as given from black faces, afterwards intersecting
the top boundary of the smaller square lattice strip, as given from red faces, and finally, intersects the top
boundary of the smaller square lattice strip, as given from grey faces. Path two, as given from grey faces,
begins by intersecting the first freezing cluster, as given from black faces, afterwards intersecting the bottom
boundary of the square lattice strip, as given from red faces, afterwards intersecting the bottom boundary
of the square lattice strip again, as given from grey faces, and finally, exits and re-enters the smaller square
lattice strip, respectively given from black, red and grey faces.

44



ESloped h>ck N_3
H P[ mm]X[On/N][‘/Cg E ’/Cgl-i'l] > ( 7 ) )
2<i<N-2

each of which exist almost surely by finite energy, for suitable cz¢. As an intersection of crossing events
occurring simultaneously, we exhibit the lower bound for the vertical domain crossings, as,

Sloped h>ck
P }

h>ck
[6 m,m]x[0,n’' N] {fYL kﬁ%ﬁm{?%%ﬁﬁﬂ}m{ﬁ%\, = IR

by (FKG), yields the lower bound,

Sloped h>Ck Sloped h>ck

F6|P; [—m,m]x[0,n' N] V(g = FCiu1 | P [—m,m]x [0,n' N] [FEn & R

Sloped
é’ P

h>ck
[—m,m]x[0,n'N] [ &

after which incorporating previously obtained lower bounds for each probability yields,

N—3 ESlope h>ck ESlope h>ck
(cre) P[Sln};;ﬂx[o n’N][ & 76| P[Slnfi}x[o ' N [FEN & R]
(Lemma 2.2) N-3 1 1y-1:2 \ pésioped o>
Z (Cgi(g) F(’YLﬁﬁg(ﬁl) (6L) 5L P[ m,m]x[0,n'N] ['/(g F} VR]
(Lemma 2.3)

> cze) P\ F(ye 0 L ) F(yr N Ly,) ( a1) e > < )

N-3 1 2 87.6%

= (cov) F(vp N L) || F (YR N L4y,) SToL

LR
> Cg¢ C CRr

where the estimate in the last inequality is provided from a combination of results from Lemma 2.2 and
Lemma 2.3, while in the ultimate lower bound, each respective estimate can be bound below with,

¢ = sidglfL,R {CL’CR}

for C'r,Cr > 0, and C#¢ for which,

Finally, for F'V = 2, and th(l_c)k(@) = Yh=(-9k 45 given in the statement of Lemma 2.6,

P>;’Sloped‘6([77n,7n]X[O,n/QN]) [Vh§(1 C) ] > PXSloped'@( —m,m]x|[0, ’IL2 D [th(lfc)k]

XSloped'@([fm,m]X[O,néN]) h<(170)]€
2:P[—m,m} x[0,n4,N] [V h ]

where #'=(=9k(9) = {7 "& hEh FRr}, where Fp, Fr € F( Z*?) denote the leftmost and rightmost faces of

the crossing enclosed within the interior of 2. Because the number of faces required for the crossing for the
probability measure supported over &, in comparison to the probability measure in the lower bound, requires
less faces for the height-function crossing at, or above, threshold ck to occur, one has that the collection of
faces enclosed within 2 for the crossing event below to occur,
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Figure 15: A finite volume configuration with yellow finite sub-volume surrounding a boundary of the freezing
cluster in the strip. Another possible configuration, exhibited above, consists of a crossing intersecting three
lines to the left of the freezing cluster.

‘{F,G c F(2): {F"&" ayn(F, "&" Fp) £ @}‘ :

is strictly dominated by the number of faces within the strip for the same crossing event to occur,

‘{F’, G’ € F([—m,m] x [0,7)N]) : {F" "&" &'y n {7, "&" Fp) # @}‘ :

where Fj, and Fgr are respectively denote the leftmost and rightmost faces belonging to H. Concluding, this
implies,

PXISIOpedla([fm,m]X[O,n'QN]) [IO hz(l,c)k ~] > lesloped‘ﬁ([fm,m]X[O,n’QN]) [th(l—c)k}
9 =9

)

in turn giving,

X, ope: | —m,m nl _ Sloped _
O [AS-0k] = pE Sk < f
which completes the argument for Case one of Lemma 2.6 with v, Nvg = 0.

Case two (intersecting left and right boundaries of the strip domain). In comparison to Case one above, we
decompose the vertical crossing event of h across the complement of all freezing clusters which have nonempty
intersection with each %;, as,

&Sloped h<(1—c)k 1 __ p&sloped 1 h>ck — —~  h>ck
P X 0.0 N] [V(%ﬂfiﬁ-)ﬂ] = P X0 N] [ ﬂ {{E%& AP Lk n{iL 507)6 FCir1}
ieT’ ! !

46



the first part of which can be respectively decomposed as, from one application of (FKG),

ESlope h>ck — —~  h>ck
H P[Slnfr;il]x [0,n/N] {L5a 57 }ﬂ{% <—> 9‘5@+1}
icT! '
which can be lower bounded with,
&Sloped 1 h>0k —~7pESioped —~ h>ck &Sloped h>ck
P;oer |:£Q" ]P P ['}/L = FE 1]P P [9%}\[ = Em }
'N F€1 N i+ IN FE >

il;, [—m,m]x[0,n’ N] 1 jl [—m,m]x[0,n' N] (SNZ;)e [—m,m]x[0,n' N] QNmﬁg(gN N
(2.6.2)

following a second application of (FKG), where in the first and third connectivity events, we respectively
denote lines oriented with respect to freezing clusters %%, and %y with Elgﬂgl and Eg%v; the product in
(2.6.2) is taken over a countable index set Z’, where 7 is one part of the boundary of the strip from crossings
of h > ck.

To lower bound (2.6.2), we implement the following series of results for each individual term, similarly as done
in Case one for (2.6.1).

Lemma 2.6.2.1 (a lower bound for the first crossing probability of (2.6.2)). For the line %, appearing before

the first freezing cluster in the finite-volume strip, one has the strictly positive lower bound,

5510ped 1 h>ck —~
[—m,m]x[0,n’ N] |:£? 7 '7L:| > (gl )

Proof of Lemma 2.6.2.1. The probability of the connectivity event between the first line and the critical
freezing cluster occurring will be analyzed through the following inequality,

Sloped h> k Sloped h>ck
P[gfnim]X[O,n/N] [£1 - ’YL} > Pffn"im]x[o,n/N [ ﬂ {‘Cf(pl OC e ]
IEI@

which admits the lower bound, by (FKG),

gSloped h>ck ~
H P[fm,m]X[O,n’N} [5%6’1 H'YI] ;
1€y

where connectivity is quantified through the number of faces acquiring the required height for the crossing
up to the reflection of the left boundary 77, = 77 with Erl%gl. The index set over which the intersection of
crossing events is,

Iy = {u>0:2,C %,d(Ls, 2u) <d(L¢.2)}| ,

which readily yields the lower bound,

[T ¢2 = ¢y

IeZy

) (2.6.2.1.1)

upon setting ¢} = (’:’9( | Zg | ), where each probability occurs with finite energy, as
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gSloped 1 hch .
[—m,m]x[0,n N] Lre <—>% | =€y

hence concluding the argument.
Lemma 2.6.2.2 (a lower bound for the second crossing probability of (2.6.2)). For the line £ appearing

before the first freezing cluster in the finite-volume strip, one has the lower bound,

&sloped —~  h>ck /
P[—n’im]x[o,n’N] 7L (5@)6 FCiy1| =€,

Proof of Lemma 2.6.2.2. As a reflection of (2.6.1.2 C) which provided a lower bound for crossing probabilities
between supercritical lines in the strip and supercritical freezing clusters used in arguments for Lemma 2.6.1.2,

we write,
5310 ed —~ hZCk Esm ed —~ hZCk
P Eatmxior 70 (SnZy)e FCm] 2 P[ﬂimlx[o,n’N}[,p e (Sn7): L1 }]

VL M) L]

(FKG)
H P&Sloped '-}/L
(SN%;)e

= (= m,m] x [0,/ N]
k'eT

where %11 indicate a series of lines in the strip preceding %€, 1, with &' > 0. Finally, applying similar
estimates by finite energy, in addition to the number of faces for which the connectivity event with the left

reflected boundary of the domain and .4/, occurs with €', we conclude the argument upon setting,
(2.6.2.2.1)

o= Ve |

equal to €5. o
Lemma 2.6.2.3 (a lower bound for the third crossing probability of (2.6.2)). For the line 2] appearing before

the first freezing cluster in the finite-volume strip, one has the strictly positive lower bound,

€Sloped h>ck N /
P x| TN 2 Lye | 2,
.@NOEN
FEN

Proof of Lemma 2.6.2.3. As a reflection of arguments for lower bounding the first probability,

Sloped
geep [ FE,

[=m,m]x[0,n’ N]

of Lemma 2.6.1.4 which is a quantification of connectivity between the freezing cluster and a line in the

complementary region of the strip to the freezing cluster, we write, for Eg%N = L, and,

FenNLNS={VS C2Z%3F € F(S): F N (FL(F€n)NFr(L)) #0} ,

for the number of faces contained within the finite volume strip appearing within .% %y and L, given a partition
of the faces in S appearing to the right or left of a freezing cluster or line, each of which are respectively denoted

with Fr,( #€n ), and with Fr( £ ). Across a countable intersection of crossing events,
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PfSloped . [ﬂ(g]\[ h>ck’ [/] > PfSloped [ ﬂ {gk” M ofj//}} ,

[—m,m]x[0,n D [=m,m]x[0,n'N] W ey FEn N LNS
7‘7

where beginning in the intersection of crossing events preceding the second inequality, we compare the crossing
probabilities in the uppermost bound, of height A > ck and occurring within the nth domain &2y, with crossing
probabilities in the second most upper bound, of height h > ck and occurring within .#%y N £ NS, where,

S =[-m,m] x [0,n'N] ,

and the series of lines %~ are configured within the strip so as to appear on the left of %%y, in which
there can exist some index threshold £, € T for which Xku N.F€N # ), in addition to another series of
lines appearing to the right of £ in the strip in which there can exist some other threshold, j/.., for which
"%jé'm N L # (). Furthermore, along the lines of (2.6.1.3 A) for arguments in Lemma 2.6.1.3, as well as the
application of Lemma 2.6.1.4 for lower bounding a product of crossing probabilities by (FKG) for arguments
in Lemma 2.6.1.5,

gSloped h{ de 1 mIZI _ gm
H P[—m,m]X[O,n’N} [gk" ?%Nﬂﬁﬁs H ¢ € =d (2.6.2.5.1)
k/.//,j//e_’z: k// //EI

also by (FKG), for strictly positive €” where the power to which the constant in the lower bound is raised
satisfy,

Sloped h>ck
¢ < (Pt o LSS L]}
K 57 k‘” JEZ —m,m]x[0,n’N] FENNLNS

from which we conclude the argument upon setting 63 = €"”.

Given the existence of finitely many freezing clusters for which .Z%;N2; # () for each i, as well as the boundary
of the ith freezing cluster being defined as the collection of incident faces to the complement of the freezing
cluster in the strip,

—_—~—

0FC, ={F € F (%) : (F6)N (F€NS) £ 0} , (INT)

where (%} denotes the interior of faces within the ith freezing cluster, in addition to the complement of the
intersection of the strip with .#Z%;. Also, given () # (% N %) C Z; for each i, the probability corresponding
to the intersection of vertical crossing events over Z,

G
i€l i€l IN N Lzegy

has a lower bound satisfying,

3
gSloped h<(1 o)k KG)
e ﬂ VQH?% Hcg/ = e

1€

because each one of the three terms in the product,

gSloped h>ck Sloped _— h>ck SSloped h>ck .
H P[fm,m}X[O,n’N] E”%ﬁ 46 * YL P[fm,m]X[O,n’N] VL = FCi| P [—m,m]x[0,n’ N] E7% yfmms L],
1€y
KK 5" el (Lemma 2.6.2.1) (Lemma 2.6.2.2) (Lemma 2.6.2.3)
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Figure 16: A finite volume configuration with yellow finite subvolume surrounding a boundary of the freezing
cluster in the strip. An horizontal x-crossing between the yellow finite volume boundary and three lines to
the left of the freezing cluster is depicted, which is a horizontal x-crossing counterpart to a previously shown
horizontal crossing between lines to the left of the freezing cluster.

can be bound below by gathering constants given in Lemma 2.6.2.1, Lemma 2.6.2.2, and Lemma 2.6.2.3,
giving the product lower bound,

Q:/@ e:// Q:,// ,

upon collecting estimates, including (2.6.2.1.1) from Lemma 2.6.2.1, (2.6.2.2.1) from Lemma 2.6.2.2, and
(2.6.3.2.1) from Lemma 2.6.2.3, respectively. Concluding, there exists strictly positive Qflgj’m for which,

/ 11 I 1,001,011
e,ere” > e

Finally, as demonstrated in Case one, the vertical crossing probability for intersecting left and right bound-
aries of the domain is upper bounded by the segment connectivity event between Zy and Zo,

gsloped hZ(l—C)k f]

[—m,m]x[0,n/N] [Zo %" 1o

I

from which one obtains a lower-bound dependent upon the vertical crossing across the domain, for strictly
positive €79,

X/ ope | —m,m|X nl, ope
g0 P@Sl ped 9 ([—m,m]x[0,n) N]) [th(lfc)k] = cg#@P;Sl ped [th(lfc)k] < Oy

To establish that the second case, Case two, of the result holds for intersecting boundaries of the symmetric
strip domain, consider the following. If an intersection occurs with the left boundary of the strip symmetric
domain and some line situated within the strip of the square lattice across which the probability of obtaining a
long crossing is quantified, then another symmetric domain, %', can be constructed by performing reflections,
which preserve parity of the six-vertex configuration about the line of intersection, so that 92’ N 2 # 0 have
the same boundary conditions, in addition to 92" N 92" # () having the same boundary conditions. To this
end, for a subdomain 2" C 2’ C 9 satisfying 2 2 2" N 9’ # (), introduce the four demarcations,
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F(ZQ) 2 @// = ’YL )

which is taken to the union of faces bound within the union of boundaries vz, 7}, %4, and %',

Pg/l/oped[ >(1—elhti 7 7] CEC P(jf,s,loped) P h2(l=clk+i = 7] < P%iloped)/ - h2(1o)k+i—1 4
1 _ Q:// ,

because, for the first term appearing in the lower bound above,

>(1-c)k =~

ope _ . _ _ (Corollary!.2) ope
P, 1, AT ) ¢ P 1, N )

@// S

after having applied Corollary 1.2 with A = 2 and A’ = 2”, in addition to the fact that there exists sloped
boundary conditions for which,

Sloped)’ _ i (CBC) Sloped)’ _ s
P(Oj,l, [,}/L h>(1—c)k+j 1%,} > Pg,, [’YL h>(1—c)k+j 1%,}
SMP Sloped h Y
(51 )P(@E? ) YL ki B |h = (&5°PY over (2" v 02"
Sloped)’ h —e)k+i—
A

where €7 denotes a constant from Corollary 1.2 for nonintersecting left and right boundaries of the domain,
in addition to the domain, which takes the form,

h>(1—c)k+j—1
—

Pl B> >0,

which completes the argument for Case two of Lemma 2.6 with v;, N yr # 0, in which the upper bound
takes the form,

P?@S,l,oped [IO < ZO] <Cy ,

from which we conclude the argument.

2.5 Bridging events in the strip

We introduce a modification to bridging events, defined in [11] from the quantity,

h>k in Zx[0,n]
—

Br>i1(j) = {Zj— 1) s

which also are defined for the absolute value |h| of the height function instead of only for h, with,

h>k in Zx[0,n' N] h>k in Zx[0,n' N]
— —

Bj>1(j) = {Zj—
in which, with positive probability, there exists blocking connected components, given for k,I > 0, with
CCx(F€;) and CC|(FE;), respectively, of the freezing cluster F%;, with any of the faces required for con-
nectivity between Z;_1 and Z;y, with the following items. Readily, if there are a countable number N of

connected components belonging to the subset of the strip over which the weights do not form infinitely many
h>ck in Zx[0,n’ N]

COW(F6)} N{CCIFE) i1}

disjoint circuits, such connected components obstructing {Z;_;
that the modified bridging event would instead take the form,

Zj+1} from occurring imply

h>k
B, i1 < Ty
h>l { I Zgoedn 7+ } ’
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which, dependent upon the number of frozen faces in finite volume, can be strictly contained within the
intersection of events,

h>k in Zx[0,n/N] h>k in Zx[0,n'N]
— —

{Z,.1 CCi(ZE)} N s N {CCN(F )

Intersection with CCjy1,--,CCN_1

Tjt1}

Definition 8 (neighborhoods of faces surrounding connected components of the freezing cluster). Denote,

Ny ki = M (CCL(FG)) = {F € F(SN D) : | F ES COW(FE)| < k),
as the neighborhood of strictly positive number of faces surrounding CCy( Z6; ), that lie within a strictly &’
distance of the freezing cluster boundary, as given in (INT), following (2.6.2.3.1), which is indexed by i. As
expected, the boundary of such a neighborhood is given by,

MMy i = O(CCL(FE)) = {F e F(Sn2) : |7 ES conFe)| =k} .

Finally, the interior is denoted with My 1. ; = (amk/7k7i)c NNy i

Lemma 2.7.4 (simultaneously incorporating estimates from the previous three lemmas). The intersection of
connectivity events within the face neighborhood and the complement from Lemma 2.7.1, and Lemma 2.7.2,
appears in a lower bound over the portion of the strip for which the modified bridging event B’ in Definition
7 occurs satisfies,

Sloped . Sloped h>ck =~ 2
EZX[I()),n’N] [BZZI (])] >Cp (PSZX[I())JL/N] [IO <—c> Io] ) ,

for a suitably chosen, strictly positive, constant.

Proof of Lemma 2.7.4. We begin with comparing the height crossing, irrespective of the absolute value of the
height function,

gslopcd

P 0] [Br=1(5)]

with,

éSlopCd

2o Bn= ()]

corresponding to the crossing event dependent upon |h|. For a lower bound of the crossing event conditionally
upon the absolute value of the height function, the event measurable from |h| over all faces contained within
finite volume takes the form,

Sloped
zoctom) Bzl

where the conditional event %, from previous descriptions of domains for sloped boundary conditions in the
strip, is dependent upon the number of faces along the left and right boundaries of the domain for which
h > ck. Conditionally upon the existence of leftmost, and rightmost, top to bottom crossings in the strip, the
leftmost crossing must satisfy that none of the faces do not intersect any faces contained within the freezing
cluster, in which,

0,

h>ck =~
V.ZC {Z_; <= 1I;} : FNFE
—_——
Leftmost crossing for inducing 7, of the domain

for some natural j, while similarly, the rightmost crossing must also satisfy that none of the faces contained
within the left boundary do not intersect any of the faces contained in another freezing cluster,
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Figure 17: (TOP PANEL). A depiction of connected components of faces between I; and ZA'; avoiding faces
belonging to the cluster of frozen faces. (BOTTOM PANEL). Connected component of face connectivity event
between T; and Lj11, where the latter interval is displaced some sufficiently small distance away from Z;.
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h>ck

V& C {I,k Ik} :9’(7?%5@,
Rightmost crossing for inducing yr of the domain
for some natural k£ > j. Explicitly,
¢={1, 53T {1, E21)
Slope
Consequently, P, 1 [p d, N [¢] admits the following probability as a lower bound,
gSloped 7 hzek = 7 hzek 7 KG) pesiored o ek =
Zx[0,n'N] { —-j } N { kS k’} ZX[O,n/N][ —j j]
gSloped h>ck =
Zx[0,n’N] [I—k = >Zk’]

The following sequence of inequalities above is equivalent to the fact that the following conditional bridging
probability admits the lower bound Cg, in which,

Sloped

I3 h>ck
PZ><[0 n’/N] [B/h>l )‘{Iﬂ

I}O{I_kw ./Z\/;}:| >Cig ,

which implies that the probability in the upper bound form the last inequality can be analyzed by decomposing
the intersection of three crossing events appearing to lower bound the previous probability, as from the sequence
of inequalities below,

Sloped Slo ed
P%X[I;,n’N}|: (h‘ZCok( ) | ’h|AOut:| > PZx[I())n’N] |:/7L£h>cok;( ) ‘ |h|AOut:| (2741)
Sloped
= P'EZX[I())n’N} |:,Hh| >Cok( i) | [h|pow = §:| (2.7.4.2)
Sloped
> Y [Hias( ) | ihaow =€) (2.1.4.3)

where in the lower bound given by (2.7.4.1), the probability of obtaining a conditional horizontal crossing
event across ¥ is smaller than the probability of a conditional crossing with Bl’ h|>cok occurring, while the two

subsequent lower bounds in (2.7.4.2), and in (2.7.4.3), are obtained from conditioning that the height function
satisfy € ~ BCSPed in which,

¢={Vi€Z,37, e F(Z*NAND): F; = h;} ,

and that Hp>cok C H || >cok> respectively. To remove the conditioning upon the absolute value of the height
function, observe,

Sloped Slo od
EZ><[[E)n’]\7] 7-lh>00k( Z’)Hh’AOut = €:| > PZX[I())H/N] |:{Hh>60k 2)} N {‘h|AOut = é.}
Sloped Sloped
= PgZX[O n/N] [’Hh>00k(-@ )]P£Z><[O n’N] |:|h’AOut = {]
Sloped
= PéZX[IZ]n’N} [Hh>cok(@ )] ) (2 744)

where in (2.7.4.4), as for flat boundary conditions, the absolute value of the height function for the six-vertex
model satisfies a ferromagnetic Ising model, hence admitting the lower bound,

&-Slopcd

P x0mN] [Ih]pou = €] > 47

To lower bound the horizontal crossing probability across Z;, we make use of the following series of results.
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Figure 18: A depiction of the collection of faces bound within 0Ny 1, and within My i, ; embedded within
the strip. With a portion of the freezing cluster from the previous figure, the boundary of the yellow finite

volume in the strip indicates the boundary of the face neighborhood, while the interior of the finite volume is

also labeled. Connectivity is quantified through the probability of {amm i h><—c>k N ke Z} e QSlored gccurring,

within the interior of the face neighborhood intersected (A N CKZ) CcZ

The aim of such estimates is to put together the three following estimates to ensure, across the regions of
the finite strip, that crossing events between Zy and a sufficiently large neighborhood of faces surrounding
each freezing cluster occur with positive probability, and also that crossing events between 7y and another
sufficiently large neighborhood of another freezing cluster occur with positive probability.

Proposition 2.7.4.1 (horizontal crossing probability across strip domains). From the probability
gsloped

= m,m] X [0/ N] [H(Z;)] in (2.7.4.4), the crossing event can be decomposed into the intersection of crossings,

h>ck h>ck h>ck ~
S = {Io =5 0 ‘thkavi} N {8%]4,]{;71 =Y N ke Z} N {8mk/7k7i EE 1 } ,
AN Ny s VNTE; T 2 (FE;)°
with the corresponding lower bound,
&Slopcd .
e 1]z T o=l
oc{n,n' n'"}

Proof of Proposition 2.7.4.1. We isolate each crossing event through the following series of results.

Lemma 2.7.1 (strict positivity of connectivity between the boundary of the face neighborhood and the comple-
ment of the face neighborhood). The probability of connectivity occurring between 00y 5, ; and any face in
ANy, i, within AN (N 1 4)¢ N .FE; satisties,

&-Sloped I h>ck
0 — Ni ki
[—m,m]x[0,n/N] ANy ) OF G 2

for a suitably chosen, strictly positive, constant.
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Proof of Lemma 2.7.1. From typical argumentation,

gsloped _’Z hzck gSloped hzck
= Ny kil > P ﬂ oN = oNn ;
[=m,m]x[0,n'N] [ 0 ANy 1 5) S NF E k’,k,z] = 7 [=mm]x[0m'N] neT { it ANy g 5) S NFE n+17k71}]
(FKG) Sloped
¢Slope ‘ h>ck ‘
2 ][00 N] (07 ki AN, JNFE, Ot
nez K ki '

ZHCnEC‘ﬁ >

nez

from which we conclude the argument, for the smallest, and largest, respectively, indices n and nl Zr | from Z,
given 9 Mo 1, ; C S such that 0 Myo ., N Zo # 0, and 0 Ny 7,1 4,; C S such that O Nz, (4, N O My ps # 0,
with 0 My s N O Myry1 ki # 0, for every n’ > 0. o

Lemma 2.7.1.1 (strict positivity of connectivity between the interior and boundary of the face neighborhood).
The probability of connectivity occurring between My 1, ;, and 0 My 5, satisfies,

Sloped h>ck
i 0] [0k 57 M| > Cov

mk’kz

for a suitably chosen, strictly positive, constant.

Proof of Lemma 2.7.1.1. From typical argumentation,

Sloped h>ck Sloped h>ck
f—m,m]X[O,n’N} [8mk,]“ i mk/kz] = P[E m,m]x[0,n/ N] ﬂ {amn "tlkg S mk’kz}]
mk’ ki nwerl 9’{ ! ki
(FKG)
gslopcd h>ck B
= H mm]><[[),n’N][89’t Ik S N ’]“ > ch/:Cm/ ,
wez ‘ﬁk/ ki WerT

from which we conclude, in which from the intersection of crossing events given above, for the smallest, and
largest, respectively, indices (')? and (n/)/%w! from Z, given ON (o i C S with ONyo p; NOMpr ks # 0, and
Ny ri C S, for every n” > 0.

Lemma 2.7.1.2 (strict positivity of connectivity between the boundary of the face neighborhood and the final
interval Zo in the segment connectivity event). The probability of connectivity occurring between 0 My 1 ;

and fg satisfies,

h>ck ~
’ 0Ny ki — 1Iy| = Cyqr
N] k' ki GFE)e 0:| = Loy

k2 K3

ESlopcd

[—m,m]x[0,n
for a suitably chosen, strictly positive, constant.

Proof of Lemma 2.7.1.2. From typical argumentation,

éSloped am h>ck ~ é-Sloped hzck
;I P ﬂ N ;= N ;
[=m,m]Xx[0,n/N] [ K ki DTG, ) 0] = = [-m,m]x[0,n/N] [ { n' ki DTG, n”—l—l,k,z}}
el
(FKG) Sloped
5 ope h>ck
> H —m m]X[O,n’N} [ml’l"yk,i .@é(—;%))c n’+1,k, ’L H Cﬂ” - C‘ﬁ” )
I’IHEI (3 7 T n//EI

from which we conclude the argument.

To conclude the proof of Proposition 2.7.4.1, combining the three previous estimates yields,

Sloped (FKG)
[g—r:,m]x[o,n’N] [‘%] > Gl Cyr . (2.7.1)
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Figure 19: Configuration of the freezing cluster with the strip in finite volume. Outside of the faces that are
bound within the macroscropic freezing cluster which intersects the boundary of the strip, a possible crossing
outside of the freezing cluster, within A N ( FEC; )C, can be obtained for faces that are highlighted in gray
above.

while, on the other hand, besides the horizontal crossing estimate in (2.7.4.4), for vertical crossings,

gSloped

P V()] < PE 2y (g 2.7.4.5
S ()] < PR ()] | (2.7.4.5)

which can be further upper bounded with the probability,

(gsloped)2

Zx[0,n']

[[—6n, 26n] x {0}Z5[~6n,26n] x {n}] , (2.7.4.6)

in which, for (2.7.4.5), the probability of a vertical crossing occurring is less than the probability of the same
vertical crossing event occurring, in which,

é-Slopcd h>Cl€

. Ck/-\_/
[— mm]X[On’N][ \/h\>l } {Z_] 1 } N {I—k (—>Ik}]

gSloped

=z P[ m,m]x[0,n’' N] [B\h|>l m {I—] I } N {I_k (_—C> INk}]

(FKG) Sloped Sloped > Sloped
2 £Slop . gSlop _]hckI]Pg P

z [=m,m]x[0,n’' N]

h>ck
[=m,m]x[0,n/N] [B/\h|2l (j)] P[fm,m] x[0,n’ N] [

[, 57 .

To bound the product of probabilities above obtained from (FKG), it suffices to provide estimates for each of
the following two quantities, as,

Sloped )
f*m,m]x[o,n’N}[ fh\zl(])] )

will be shown to admit the lower bound as provided in the statement,

Sloped h>ck =~ )

Cs(Pf —m,m]x (o] Z0 ¥ Zo]

To achieve such an estimate, observe, first,
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gslopcd / . > éSlopcd hZCk’ ) ' , ) hZCk; ) )
om0 Btz 0] 2 Pl o [ 170 €5 0} 0 {0 = i}

ﬂ{@‘ﬁkgk’i M .'f()}:|

DiN(FE;)
(FKG) Sloped h>ck Sloped h>ck
= f—m m]x[0,n/N] | +0 N 0 Myt i Pf_m m]x[0,n/N] M ki = M ki
’ ) AN( ‘.Ytk%,i )eNFE; ? ’ mk’,k,i
ESloped hz()k

xP [amk,,k,i =3 fo}, (2.7.1 1)

[—m,m]x[0,n’' N] DN(FEC )

will be shown to admit a lower bound dependent upon the probability of height > ck,

gSloped h>ck =~
[—m,m]x[0,n' N] Zo < o]
Proceeding from (2.7.1 1),
o é—Sloped h>ck Sloped h>ck
(2 71 I) = P[—m,m]X[O,n’N} |:I() Aﬂ(mkﬁcmgﬂg’- 8mk/7k‘vi:| P[—m,m}x[O,n’N] [amkak,i mﬁ ml{;/7k,i:|
Jkyi K k! ki
ESloped h>ck g
XP[*’I’)’L,’I’)’L}X[O,TZ/N] [amk/vk’i Qﬂ(?)@”)c IO:|
(Lemma 2.7.1) Sloped h>ck Sloped h>ck ~
gSlop >c | pesor o hxe
- CmP[_m’m]X[O’n,N} |:ID ANy g ) NFCi 0 mk”,k,zj| P[—m,m]x[O,n’N] |:amk et DiN(FE;)e IO:| ’

which can be further analyzed by observing, for the probability with the connectivity event involving Zy,

é-Sloped h>ck ) &Sloped h>ck L.
P[—mm]X[Oﬂ’N] [IO ANy 1, ) NFE; amk"’“’l} = P[—m:m}x[ovn’N] [{IO AN ) oNF G, O i}
~ h>ck
N4 Zy > 0Ny s
{ O Az () kl”}]
(FKG) _  sioped Sloped ~
gSlop h>ck £Slop h>ck
> | Z — oMy ki | P s | L <~ 0N
— 7 Emmix(On N][ O A )T, k’k’l} [=m.m]x[0,n N}{ " An(zin(#)e) k’k’l]
(Lemma 2.7.1.1) Sloped h>ck ~
2 C P Lm0y [IO ANy 4, NTE; IO]
gsloped h>ck =~
> Cov P, ko Zo A To]
o &-Sloped hZCkJ ~
= CwPl,, xonn [ Zo5—T0] (2.7.1 1)
while, for the probability with the connectivity event involving fo, similarly, observe,
é-Sloped . h>ck ~ é‘SIOPed , ) h>ck =
[ mm] X 0,07 V] [W’“’vkv’ T IO} 2 Pl mlx(onN) [{mk ki, for To)
ﬂ{I() ]&Ck 8‘ﬁk/,k,i}}
An(zin(F€,)°)
(FKG) _  Sloped ~ Sloped
£ My s 28 | PE S = S
[Fmm]x[0.n'N] { BRG] Emamlx0n N |7 An(2in(F)°) o
(Lemma 2. 712) Sloped hZCk ~
Z CWWP[—m,m]X[O,TL’N} |:IO — I():|
An(zin(F€,)°)
{Sloped h>ck =~
= Cm///P[—m,m]X[O,n’N] [IO A IO]
o £Sloped h>ck =~
= Covr P w0/ [Zo <= o] (2.7.1 1I0)
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Top strip

Bottom strip

\

Figure 20: Configuration of finite volumes for arguments involving A and complements of freezing clusters.
From a finite-volume restriction of the strip with A, depending upon the slope of boundary conditions on
incident faces to the strip, with positive probability there will exist a frozen distribution of six-vertex weights

—_—

within the interior of A. Also within the interior of A, fix 2;, Z€;, My 4, and Ny j. ;.
Hence,

&-Sloped m—+o00 {Sloped (2 7.1 I) {Sloped —~

P[—m,m]X[O,n’N] [B;lzl(j)] = PZX[O,n’N] [B;lZl(])] = (C“/ C“”/)_l PZx[O,n’N] [j n j]

(2.7.1) , (2.7.111) , (2.7.1 TII) , (FKG) Sloped
>

~ o\ 2
Co Cov Conrr (P%x[omw} [Zo hz<—c/: To])

Sloped

~ 1\ 2
>Cp (P§Z><[O,n/N} Zo P To])" ,

for a strictly positive constant with upper bound given by the product of three constants, respectively given
in Lemma 2.7.1, Lemma 2.7.1.1, and Lemma 2.7.1.2, taken over 9, 91, and N”,

CnCovCoqvr > Cp

and,

h>ck ~
8mk/7k7i} N {89’{]{/7]{’1' — Io} ,

completing the argument.

Next we provide arguments for the following item.

2.6 RSW type estimate before transferring crossing probability estimates to an annulus
of the square lattice from the strip

Proposition 2.7.5 (crossing probability estimate between two segment connectivity events). For some fixed
¢ as in previous results, and n’ > n > 0, the probability, under sloped boundary conditions, of a segment
connectivity event occurring over scale [—n’, 2n’], satisfies,

Sloped h>ck
%Xiﬂﬂgnq[r—ncznﬂ><{0}Z;F;3N}L—ncznq><{pL&nJﬂ 2

N
Sloped h>ck
(VoPET |0l 0} 2 zx (])

for p > 0, and ¢ as previously mentioned, & < 1, and strictly positive .4".
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Proof of Proposition 2.7.5. Under the existence of modified bridging events in [—m, m| x [0,n’'N], for p > 0,

§Sloped
[_mvm] X [O,TI,/N]

£Sloped

[{0} x [0/, 2n/) 25 {pon} x [/, 2] > P

m——+00 Sloped h>ck
> Py {03 x [0, 20 E5 {pon} x [, 20']]

[0} x [, 20') % {pon} x [, 20')]

[—m,m]x[0,n' N

further implying that the ultimate lower bound from above satisfies,

ESloped
Z x[0,n'N]

gsloped

[{0} x [, 2n') 5 {pon} x [, 20]] > (P Bzt (1)])"

because,

(B ()" < () {10} x [, 20] E% {pion} x [/, 2]}
o

As a result, to show that a lower bound of the form,

£Sloped

Lo {0} X [, 201 5 () x [, 20]) > 0(PE, ) [T €5 1)) (6 - N bound)

[—n’,Zn’}

holds for some strictly positive prefactor, and power to which the crossing probability in the lower bound is
raised, consider the following intersection, with corresponding estimates,

¢Sloped h>ck =~ ¢Sloped h>ck =~ h>ck
Zx [t 2] [Zo <= Ip] > Pt 2n] [{IO S Ioh N {Zo <= (poén,0] x {n}}} (6 LIM)

0—r—00 Sloped h>ck ~ h>ck

=T P [ BB 0 {30 (0] )]

(FKG) Sloped h>ck =~ Sloped h>ck
Lo Do S5 Do) P B0 59 (00,0 ()]
Sloped hz k 2
> (P£Z><[—n’,2n’} [IO <—c> (_0070 ] x {n}]) )

for the configuration over the square lattice obtained from the intersection {Io bk INO} N {Io &Ck (pdn,0 ] x

h>c

£Sloped k ~ .
[Io — Io] can also be bound below with,

[_nl72nl]

{n}} occurring, while the probability P

5510pcd h>ck =~ gSlopcd h>ck =~ h>ck
Zx[—n',2n’] [ZO <~ IO] > PZX[—n’,Qn’] {IO — IO} N {Io — (pén, 0 ] X {n}}
(FKG) Sloped ~ Sloped
£Slop h>ck £Slop h>ck
Zx[-n'2n/] [IO IO] PZX[*n’,2n’] [IO <~ (pon,0 | x {n}]

BT 0 2 0 ()

corresponding to the case that 6 /— —oo, as given in the weak infinite volume measure below (6 LIM). In

each case, for the final lower bound dependent upon P£SIOIfd, ~1Zo bz —00,0 | X {n 2, in the case that
Zx[—n'2n’]

0 — —o0, or that § /= —o0,

§ /= —o0 = {IgM(pén,O]x{n}} C {IOMIB}

0 — —00 = {IOM(foo,O]x{n}} C {IOMfO}

Finally, if {Zp <+— I~0} occurs, then there is no lower bound to show. Otherwise, for the remaining case,

Sloped h>ck =~ Sloped h>ck ~ h>ck
Lm0 S Tl 2 Py 7 Ty E5 (00,0 ] x {n}} N {Ty =5 [n, +00) % {n}}]
(FKG) _ Sioped h>ck Sloped ~ h>ck
2 ééx[—n’,?n’ [IO — (_OO’O ] X {TL}] PgZX[—n’,Zn’ [IO — [5’!2, +OO) X {n}]

gSloped hzck

2
Slope c ~
> (inf{szi[_i,gn, [Zo B2 (—00,0 ] x {n}], PG o [Zo E2 [0n, +00) x {n}] }) .
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Sloped h>ck £Sloped ~ h>ck
From the infimum given in the lower bound above, if PZx[ o' 2 [ Zo == (—00,0 ] x{n}] > P ow | Zo =
[67, +00) x {n}],
Sloped hZ k Sloped ~ h>ck Sloped ~ h>ck
EZX[_”,V,M, [Zo &5 (—00,0 1 x {n}] Py " o [To &5 [0n, +00) x {n}] > (P%X[_n,gn [Zo 2 [6n, +00) x {n}])?,
Slopcd h>ck Sloped ~ h>ck
while, if Py "5 [Zo 5 (—00,0 ] x {n}] <Py ", 5 [To < [n,+00) x {n}],

Sloped h>ck Sloped ~ h> Sloped h>ck 2
P%X[—n’,?n [IO <—C> ( l {TL}] —n' 20/ [IO (_C> [5n —l—OO) {n}] > (]-:)E n' 2n’/ [IO (_C> ( l X {’I’L}])
With § — —oo, from conditions for the first lower bound in which P Slo[p ed, o | Z0 bz (00,0 ] x {n}] >

Sloped ~ h>ck

%X[—n’,?n [IO < [0n, +00) X {n}]
Sloped h>ck Sloped ~ h>ck Sloped ~ h>ck
Tt o [ T0 S5 (=00,0 ] {n} [Py 7 o [To 5 [0n, +00) x {n}] > (P, " 5 [To 5 Z % {n}])?

From the inequality given in (& - A bound), we read the strictly positive prefactor &, and the power to which
the probability in the lower bound is raised, below,

Sloped ~ h>ck
2 (P%X[—n’,Qn lIO = Zx {n}l) )
which in turn implies,
Pé—Sloped I th f ﬁ P Sloped I h>k I <4
Zx (= 2] |20 SN O [mmlx [0 N] |20 5,50 iy 0

Zx[—n'2n/] |:1A-E) H Z X {’)’L}

m—ZH_OO <PESloped h>ck ] > A
Zx[0,n
N

Sloped ~ h>ck
= < WPEZX[%,M,] [IO == : Z x {n}]) ,

Zx[0,n'N

hence concluding the argument, for & < 1 and strictly positive 4.

3 From strip crossing probabilities to annulus crossing probabilities

With results from the previous section, we proceed to analyze the impact of sloped boundary conditions with
additional results starting below.

The main result to be proved, in 3.1, is the following,

Theorem 6V 1 (annulus-strip Russo-Seymour-Welsh). Under ¢5'°Ped ~ BCSIPed for § > §" > 0, ¢’ > 0 and
nr < 12,
)

in which the probability of obtaining a crossing across the annulus, is lower bounded by the probability of
obtaining a crossing between [0, |d'n|] x {0}, and between Z x {n}, raised to some C".

Sloped Sloped h>Ck
Py o) [Onzek(6n nan)] > (Pﬂ] [[07 )] A0}, S 27

In comparison to boundary conditions on the top and bottom of the strip from [11] over which the height
function attains a value of at most k£ and descends to 0,1 boundary conditions for other faces incident to
the boundary, arguments for upper bounding crossing probabilities across the strip, under sloped boundary
conditions, with crossing probabilities across the annulus are still required for estimates of crossing probabilities
under sloped boundary conditions on the cylinder. To this end, we adapt arguments for Theorem 3.1 in [11]
with the result below.

Proof of Theorem 6V 1. We make use of previously characterized domains in the strip, in which
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Figure 21: Configuration of the freezing cluster with the strip in finite volume. As the constant ¢ required in
the threshold ck of the height function is decreased to 0, additional faces, rather than those in the highlighted
grey connected component, highlighted in black, can also contribute to the probability of obtaining a vertical
crossing in the strip. As the crossing threshold is lowered further, additional faces bound within the finite
volume strip, highlighted in red, will also contribute to a vertical crossing. Such geometric observations are
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Proximal line
to first freezing
cluster before
left boundary
of domain

Figure 22: Configuration of the freezing cluster with the strip in finite volume. The union of all connected
components from images of the homomorphism from the faces highlighted in black, and in red, from the
previous figure are together displayed as a unified black connected component of faces.

Sloped
f_mp,m] x[0,n’N] [Hk] )

for any horizontal crossing event Hj can be bound below with the probability,

1 P(gSloped)2

@ TA [Hk—j] )

from the conditions of Corollary 1.2, with gSlored > (¢Sloped),  BCSloped and A < [—m, m] x [0,7'N].
Within a strip domain, we introduce I}, I';, and I';,, with I}, I, ' C ;. In order to lower bound the
conditional intersection of vertical crossing probabilities, we begin with,

Sloped
{ P

P mixonn VI NVIR)T=7]

where left and right boundaries of the domain appear in the conditioning for the event defined above, for a
realization of the domain ~ from I'. Our strategy is to randomly reveal the faces within I';, I';, and I'y,, in
which the crossing will occur with high probability given a lower bound on horizontal crossing events across
the domain. We observe that the above crossing probability strictly dominates the product,

{Sloped
/
FL

gSloped

V)] PET )]

of crossing probabilities across left and right subdomains of &;, leading to the estimate obtained from rear-
rangement,
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Sloped

» = p& [(H(TL) | VITL) nV(Th)] > P

[=m,m]x[0,n’N] H( ¢ [—m,m]Xx[0,n/ N] [H(F/C) a V(F/L) N V(F/R)] ) (*)

which, finally, itself strictly dominates the product of probabilities below,

gsloped Sloped Sloped

P[fm,m]X[O,n’N] [H(FC)] P[ m,m]x[0,n' N] [V<F, )] P[ m,m]x[0,n’' N] [V(F}i)] ) (**)

by (FKG). To complete the lower bound, we make use of the fact that the conditional measured can be
expressed as the convex combination of crossing probabilities, in which each probability measure is supported
over 9;,

GPS " (M) + 6P [(HTE) ] (CONV)

for suitably chosen constants %1 and % with 1 + %> = 1. To lighten notation for the strip connectivity event
below, we suppress conditions relating to the domain over which connectivity occurs, in which,

h>ck
Z><[0 N]

{[0, |6n]] x {0} [—m,m] x {n}} = {[0, |8n]] x {0}=%[—m,m] x {n}} .

These rearrangements allow us to conclude, by (CBC) that there exists a suitable domain across which the
horizontal crossing probability can be lower bounded, with the estimate beginning from (*),

(**) fSlopcd

=4 Z P[—m,m]X[O,n’N] [H(F/C)] (***)

which can be further lower bounded with the probability,

Sloped h>ck

Crr(PE o [0 [0n]] < {0} EX [=m,m] x {(n}])" )

where, first in (***), there exists strictly positive constants for which,

ésloped

P m)x [0 V] vyl =cL

and also for which,

£Sloped

P[—m,m]X[O,n’N] [V(F/ )] >Cr ,

each of which respectively exist almost surely by finite energy. Second, in (*#**),

Sloped (FKG) Sloped Sloped N
PL o M) 2 11 P o) (D] = (P o, [HT)])

A& Subdomains indexed in %

> (P 0w [0 18n]] x {0} [—m, m] x {n}])”"

)

where .4/ denotes the number of subdomains indexed in 7 over which the produce of horizontal crossing events
is taken, hence yielding the desired estimate. The final constant lower bound the product of both of the
probabilities above satisfies,

CiCr>2CLR

where,
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Crr= sidi?E,R{CL’CR} ’

as a result implying, with m — +o00, that,

Sloped h>ck

P > C1r(PY, 0w [[0: [0n]] x {0}ER [—m,m] x {n}])"

After obtaining this estimate, observe, from (CONV),

(SMP) éSloped , f , .
%C[—m,m]x[o,n’N] D; [H( C) ’ V( L) N V( R)u 5 on 8@ U @l]
= P5, [(TE) | V(T nv(TR)]

(>*) S(SIOPQd)CONV

> P [H(T%) N V() N V()
(**) (Sloped)coNv (Sloped)coNVv (Sloped)coNVv
2 P;Z [/H(F/C)] P[g—m,m]X[O,n’N] [V(F,L)] P[g—m,m]X[O,n’N] [V(FIR)]
(FKG) (Sloped) (Sloped) (Sloped)
> [Py, O HTe)L Py, Y )] Py (VTR
€l
JE€L,
kels
(i-j-k FKQ)
(Sloped) (Sloped) c (Sloped)
> [[ (&P, [(HTo)u] + 6Py, Y [(HTe))a] )Py, [(V(TL);]
1€
;6121
k€ls

(Sloped)coNV
<P, (VTR
in which from (i-j-k-FKG), product indices 41, j and k are respectively introduced for crossings H(I'y,),
V(I';) and V(I',). Proceeding, bounding each vertical crossing probability individually with a strictly positive
constant yields,

(FKG) (Sloped) (Sloped) (Sloped)
> 11 (Cfpé TR ]+ @PYTT O (M) )] )PS PN T()(IY);]
h > c(¥(r,)
k€ls

(Sloped)
Py (W (TR))]

2C(V(T'R))

which result as multiplicative constants to the following product over 41,

-2 eryerr) 1] (Cglpgj N (M) + 6P, [((H(F’c))c)uo :

11€1

providing additional constants for the lower bound, given below as,

(Sloped) (Sloped) c
ey T (P57 ures] + P4 [(oure) .
1€
(First constant)

The product of probabilities above admits a lower bound,

H (Pgismped)coNv [(H(F/C))zl] n Pgisloped)CONV [((H(F/C”C)u]) > H P;él‘%s[(%(l“’c))il] ,

74
11€1 11€14
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in addition to the pushforward of the collection of events { H(I';);, }, under Pgsloped[ - ], satisfying,

Sloped (SMP) __&8lo(2q),,

PO [(HTe))] = PE[TE)] U= Plon " [(HT6)): | h = €563 on ((0)i)° U(%0):,)]

Eloy),, < (€)2 ~BCSIed

gS
- P [(HTE))i]

finally, from which there exists another pair of sloped boundary conditions, with (§%)2 < (5(8318119\;33) 3 ~ BCSloped,
for which,

Sloped

&2 3
P o, (0] < PESY (M)
for (Z9)i, C I't.. Altogether,
Sloped
VL) CVTR) G [ PEEFT[(H(L))] = CTL) COTR) 6
€l
¢(Sloped)cony h>ck »
X P[fm’m]x[()’n,N] [[0, [&in]] x {0}¢==[—m,m] x {n}]
/ £(Sloped)conv h>ck »
2 Gnin | P mix (0.0 ] [[0, [&in]] x {0}¢==[—m,m] x {n}] , (Second constant)

where the strictly positive constant %) 2, introduced in (First constant), satisfies,

%1,2 = inf{‘ﬁf@} 5

the strictly positive constant €

" in» introduced in (Second constant), satisfies,

hin = EH{COVTL)CV(TR)), G} & mf{CVTL)CV(TR), mt{%, %)}

Finally, the vertical and horizontal crossing events introduced in (i-j-k FKG), (H(T'y))i, (V(I'},));, and
(V(I'z))k, respectively denote partitions of the crossing events H(I',), V(I'}), and V(I') with i € Zy, j € T,
and k € I3, for index sets Z;,Z, and Z3. To obtain (First constant), we express the crossing event as a product
over i1, after having expressed the conditional crossing event from lower bounds provided in (*) and (**).

Next, for horizontal crossings across I't,, to make use of the estimate,

N
Sloped (Sloped) h>ck
P4 (M) 2 G (P i [0, L] < O [l (a])

consider §, 7, and 37” rotations of the centermost region I'/., respectively denoted with (F,C)gv (I')x, and
(I') 3= . Across the annulus, further rearrangements yield the estimate,
2
Sloped (SMP) £Sloped | 5( 9,
P () 5)] 2 B (o)) h= €9 on (9);, U (%))
. (gsloped),
= P(@o)il ’ [H((F/C)%)]

(Esloped)
= P[—m,m] ><3[0,n’N] [H((F,C)

)]
m—»—+oo (gSloped):s

= Pz [H((Te) 3 )]

corresponding to the probability of crossing (F’C)g in the longer direction, while along similar lines,

Wl

(Sl\_/IP) &-Sloped

Sloped ope ¢
Py H((TL))] = P& [H(Te)n)| h= €90 on (20)5, UO(%0):]
Sloped ),/
=P,V [H(T0)x)

Sloped /
> P((§ Ped)s) }[’H((F/C)ﬂ)]

[—m,m]x[0,n' N
m——+00 ((§SIOped)3)/

SR )]
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yield an estimate corresponding to the probability of crossing (') in the longer direction, and finally,

(SMP) Sloped
H(T)s)] = Pl [H(TE)

£Sloped [
2 2

A ) ’h :beped on (.@0)51 U 8(.%)“

vl

Sloped "
=P " () 5) |
[=m,m]x[0,n’ N]

)]
m——+00 Sloped /
> P o] [H(TE)R)]

(Horizontal crossing one)

Z P((£pred)3)” [H((I‘/C)S

vl

yield an estimate corresponding to the probability of crossing (I') 8 in the longer direction, for (£51oped) ((¢Sloped) )/

((€Slopedy )  BCSPed Under the circumstance that all of the three crossings given above occur simultane-
ously,

2

y ¢Sloped , , , (FKG) , ¢Sloped , Sloped ,
min PA | H(Te)z) NH(To)x) ﬂH((Fc)%)} > CunPh [ H(Te)z) | PR H(TE)R) ]

Sloped
x Py [H(T0)s)]

Sloped
> Ghin 11 P " [H(D)]
D € {'e)o,(Te) 3.(Ue)m (') ax }

éSloped

> Cgrilin H P[fm,m]x[l),n/N] [H(D)}
D e {Te)o(Te) 3.(To)m (Te) 3 }
m——+00 Sloped
é P
> min H P o [H(D)]

D e {Te)o,(Te) 5.0e)m (T 3 }
(Horizontal crossing two)

From the domains over which the final product above is taken, observe the lower bound,

Sloped h>ck
in I1 PY o [[0: [0in]] x {0}ESZ x {n}]

D e {c)o(Te) 3. (To)m (e ax ¥

D]
Sloped h>ck
=%lin (szwo,n'm [0, [6;1]] x {0}¢=5Z x {n} ]>
/ gSloped h>ck o ,
> brin PZ><[0 W/ N] [[0, |0in]] x {0}=—=[—m,m] x {n}] , (Third constant)

where to obtain the expression given in the (Third constant), we bound the horizontal crossing across each D
with,

gSloped

P,  [H(D)] =P

gSloped

h>ck
Zx[0,n' N ] )

110, [6in]] x {0}¢== [=m,m] x {n}

in which the annulus crossing event admits the following lower bound, from (Third constant),

a8
Sloped m—o>+00 Sloped h>ck
P Onsatcvn(Onnam)] "2 G (P (0,150 % (0252 fu}] )
with the above height required by the annulus crossing O, where,
l/ = ((ESIOPGd)g)” - é-Sloped
is the change in boundary conditions, between the measures P((gsloped)?’)”[ -], and PE??]OPEC[[ -], used to

previously obtain (Horizontal crossing one), and (Horizontal crossing two), with n satisfying,

n<h-ck+1 ,

from which we conclude the argument, upon potential readjustment of ¢, I, and n defined above. o
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Figure 23: Crossing events that are reliant upon more faces, as shown with the path above that intersects a
second line to the left of the freezing cluster, occur with higher probability than crossing events that are reliant
upon fewer faces, as shown with the path that intersects only the first line to the left of the freezing cluster.

4 Cylindrical crossing events of the sloped free-energy landscape

4.1 Overview

From comparisons between the crossing probability across the annulus with the crossing probability across
the strip, we now incorporate estimates for sloped Gibbs states in the cylinder. In doing so, we provide a
quantification on the exponent to which the free energy is raised, and establish comparisons between the free
energy exponent provided in [11] for flat boundary conditions, in which a map T is constructed for reversing
the orientation of loops, and hence, of six-vertex, configurations in the cylinder. Conditionally upon the
existence of two x-crossings which are separated by some strictly positive distance L, in contrast to the map
T that is introduced for flat boundary conditions, for sloped boundary conditions another map T’ satisfies
a different set of properties, namely that the map still reverse the orientation of a portion of the directed
loops in the cylinder, however, with the additional stipulation that the number of possible preimages of the
directed loop configurations satisfy a different condition. That is, instead of the number of preimages being
dependent upon N222M/a which is a factor obtained from N2 possible ways of choosing the first edges,
and from 2M/a ways of choosing edges between 7« and 74+, the total number of possible preimages,
sampled from the event intersection Q30 N B(L) given w € Q50 = Qgéo) , and hence satisfies a similar upper
bound dependent upon N2. As the slope of the boundary conditions increases, the upper bound on the total
number of possible preimages which is given by the pullback (T')~!(w). Formally, we define T” below, and
afterwards, characterize differences in the orientation-reversing procedure for directed loops. Furthermore, in
what follows, denote the probability measure supported over the cylinder with Py, \,[ - | = Pg[ - |, for
N even, where the finite cylindrical volume is bound by the top and bottom boundaries of the cylinder, in
addition to the intermediate cylindrical volume between the bottom and top faces, consisting of NM faces,
namely 0 = ﬁN,M = T( ﬁ]\QM ) U I( ﬁN,M ) U 8( I( ﬁ]\gM ) ) U B( ﬁN,M ) , with ‘B( ﬁ]\QM )| = 2n.
Finally, for arguments in Lemma 4.5 and Lemma 4.6 closer to the end of the section, denote the union of
vertical x-crossing events with,

h>c
Z(0

B

JEN:F1€B(0),F2€T (0)

!

y?}v

—~
~

in which, from the decomposition of & into top, interior, interior boundary, and bottom domains, Ij( 7 ) co
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Figure 24: A depiction of four freezing clusters within the strip from Figure 5. Above, four black finite sub-
volumes in the strip intersect a proportion of the frozen faces within each freezing cluster. A macroscropically
crossing face path, with individual faces constituting the path, is depicted in gray.
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Figure 25: A schematic of the portions of the cylinder across which crossing probabilities are quantified. The
bottom region of & = O s, surrounded with a black circular contour, consists of 2n vertices which will be
used in arguments later corresponding to the starting points of a total number of 2n paths which form left
and right boundaries for symmetric domains, introduced as %, while faces of Z? incident to 8( T ( ON,M ) )
impact the proportion of the number of faces within cylindrical freezing clusters that are frozen in 7 ( ONM )
Finally, the top region of &, T( ONM ), is the collection of all possible faces of Z? that the crossing can

end with. Throughout this section, fix %7 € B( ON,M ), and %y € T( ON M ), with the associated event

{7 &% 7).
Z(ON,Mm)

for all j. Finally, Z ( o )7 as provided above in the decomposition of @, itself can be partitioned into countably
many regions, each of which are contained within &, so that only the boundaries of each Ij( 7 ) intersect,

1(0) = U Z;(9)

countably many j:j€N

4.2 Defining the map

Definition 9 (orientation-reversing map for directed loops under sloped boundary conditions in the limit of
full packing). We define the map, for L > 0 and from the event B(L) below, with the associated path -;
located on B( ON.M ) at position ¥,

" h>ck h>ck 7
B(L) = {V 0 <4 <2n,L<2n, 3%, Yi4i : Ve = {FRoots & F !}, VLtic = { FRooty + F }} ;

where FRoot, and Froot, are two faces belonging to the bottom of the cylinder that are separated by distance
L, and, Z7 and .Z7'. In the arguments throughout the section, fix FRoot, = F1, and FT = Py, which
denote two faces on the top of the cylinder. The map,

T Q%2 5 %2l N B(L)

in which the image of the configuration with reversed loop orientation satisfies the inequality,

wey (T'(w)) > ¢ M/ ey (w) | for 1 < i < —2M/a | (Property One)

which is denoted as (Property One), where the change in six-vertex weighs in the lower bound for the weight
of the reverse directed loop configuration, wgy (’T’ (w)), is expressed in terms of the change in weights within
the frozen, and unfrozen, regions, with respective number of edges M N, M'N’

The second requirement states,

(7)) (w)| < N?272M/e= for 1 < i < —2M /e, (Property Two)

YV w e 0520 where the number of edges belonging to the frozen portion of the finite volume is denoted with
the proportion of edges belonging to frozen faces over the edge set E(ﬁ),
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Unfrozen faces

Encode boundary

Figure 26: A heuristic of the expected dependency of the distribution of symmetric domains in the cylinder
with flat, and with sloped, boundary conditions. From previous results for flat boundary conditions, the interior
of the cylinder above the bottom of the lowest occurring symmetric domain intersecting Slice,_1 4 441 consists
entirely of unfrozen faces, which are contained in some of the paths going from the bottom to top of the cylinder
in blue. In comparison, under sloped boundary conditions, through boundary conditions of the height function
over B( v ), it is expected that the distribution of symmetric domains in the interior of the cylinder above
B( ”///;ﬂ: ), and intersecting Slicey 1,y y+1, consist of frozen and unfrozen faces. A priori, one could expect that
the distribution of blue regions, corresponding to points which are deemed to satisfy the good property about
which domains are placed, would contain more unfrozen faces in the cylinder under flat boundary conditions

than in the cylinder under sloped boundary conditions.

SEtrogen = {@1, Py e F (ﬁ) : X1 and 5 have identically oriented arrows} ,

where a plaquette &7 is denoted as the union of four faces incident to every vertex satisfying the ice rule, such
that for any collection of four edges in each such &, denoted by (ex)1,- -, (e2)4,

D
N

3
I

Ve

where vy € V( 0).
4.3 Section results
First, we introduce the sloped free energy function.

Definition 10 (sloped free energy function). Define the function g. : (—1,1) — R™, which, for a strictly
positive arrow unbalance parameter «, is defined as,

_ . . -1 Sloped,ay _ . . -1 S,a
wle) = Jim i (V)T Iog(ZF) = fim, - tim (N0 or(Z3)
N—+o00 N—+400

for the partition function Z]?/’[O‘N taken under sloped boundary conditions.

Remark. In comparison to f. of [11], g. is defined so that it coincides with f. over (—%, %) C (—=1,1) in the
codomain.

Next, introduce how g. can serve as a lower bound to crossing probabilities in 7.
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Lemma 4.1 (estimation of the siz-vertex free energy from cylindrical crossings). From T, denote,

Sz ={F cF(Z%: FnB(O) 40} ,

and the corresponding cylindrical crossing event from some face on 7 (On ),

from which the limit infimum of the natural logarithm, scaled in the cardinality of the cylindrical finite volume
in the weak limit, of the supremum of the crossing probability supported over &,

_ Sloped
lim inf lim inf ( NM ) 1log sup P% : [ﬂl M fg} ,
N even M— 400 F1ES s Z(0)

N—>+o0 F2eT(0)

admits the free-energy lower bound, upon first sending M — 400 and then N — +o00, as,

gc(ﬂ) - gc(o) ’

where f denotes the cylindrical free-energy of the six-vertex model provided in the result of Theorem 1.4,
and,

gsloped o h>ck o _ §Sloped o h>ck o _ gsloped
By Ay A= (1 {ACSA=P, 2]

countably many j

under the same choice of %7 and %, introduced in 4.1, namely for #; € B(ﬁ), and %5 € ’T(ﬁ).

Instead of immediately requiring that the natural logarithm of the crossing probability between .#; and %3,
as defined above, below we provide a free-energy lower bound dependent upon B(L).

Lemma /.2 (estimation of the siz-vertex free energy from restricted cylindrical crossings). If B(L) occurs,
the natural logarithm of the probability given below,

. . . . —1 £Sloped
lméglf A}Ilgli{o (NM ) log{P;,  [B(L)]},
N—+00
admits an identical free-energy lower bound provided in Lemma /.1, upon first sending M — 400 and then

N — 400, as,

gc(ﬁ) - 96(0)7

where f! denotes the sloped free energy of the six-vertex model, as a counterpart to the free energy f. for flat
boundary conditions provided in Theorem 1.4.

With the two previous results, we demonstrate that the two properties of 7’ hold with the following Proof.
Proof of Lemma 4.2. From (Property One) and (Property Two) of T’ provided in Definition 8, we argue that
each of the three items given below holds. Fix some w € Q%2L:

QS,QL

e Preimage and Image Spaces of the loop-reversing map T': To verify that configurations in are

pushed forwards to configurations Q2L N B(L) under 77, observe that the distribution of loops with re-
versed orientation, under wgy (7" (w)), is determined by the unbalance between upwards and downwards
facing arrows in the cylinder. From the lower bound provided on the weight of the orientation reversed
configuration, wgy (’T’ (w)), the change in statistical weight when reversing the loop orientation, namely
performing the transformation w — 7'(w), is expressed in terms of contributions from the change of
six-vertex weight from reversing the orientation of all faces belonging to a freezing cluster, as introduced
in Definition 3. The preimage (T/)_l(w) of the orientation-reversed configuration under the inverse
map (’7")71 1 Q%2L N B(L) — Q521 hence satisfies the property that the configuration in Q%2% N B(L)
has as many upward as downards paths.
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Figure 27: A wvisual schematic for one realization of a fully packed loop configuration over the topmost boundary
of the cylinder for free energy estimates of the six-vertex model. With an above view of the topmost boundary
of the cylinder which includes the final face of each path beginning from the bottommost face of the cylinder,
taking the weak volume limit yields a series of cylinders with increasing diameter. Within the cylindrical finite
volume that is highlighted in blue, a portion of the fully packed loop configurations corresponding to six-vertex
weights are depicted, in which directionality of full packed loop configurations is established in correspondence
with directionality of arrows about each vertex. In the complementary region of the square lattice outside of
the higlighted blue finite volume, in the weak infinite volume limit additional statistical contributions to the
probability of a crossing event occurring will also be dependent upon the values of the height function for all
faces below the topmost faces on the topmost boundary of the cylinder. In comparison to flat Gibbs states
within the cylinder, sloped Gibbs states in the cylinder exhibit differences in the value of the height function
that is influenced by boundary faces, two of which are depicted, which have nonempty intersection with the
topmost boundary.
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H

Figure 28: A depiction of the faces near the left and right boundaries of the cylinder induced by crossings vr,
and by yr+i+, respectively, each of which is highlighted in grey.

e Property One. From such a configuration w, the reversal of the orientation of directed loops obtained
from the existence of a leftmost, and rightmost, top to bottom crossings as stipulated by the two
crossing paths of B(L), implies that the lower bound in the weight of the configuration obtained from
T, wey (T’(w)), can at most be bound below with ¢=2M/@~i g4y (w) yfor 1 < i < —2M/a, as each
six-vertex weight changes with a factor of at most c.

e Property Two. From such a configuration w, to justify that the upper bound on the number of possible
preimages of w, under (7')~!, is of the given form, observe the following. The finite volume factors
present in the upper bound, over a region with area NM contained within & represent the total area
spanned by the cylindrical finite volume. For the remaining factor in the upper bound, observe that this
term represents the total number of ways to pick edges from 9-2M/a—i qta] possible number of edges,
for 1 < i < —2M/a. Hence, N?2-2M/a=i represents all of the manners in which such configurations
from the preimage can be determined.

From Property One and Property Two, to conclude, the free energy lower bound, for N, M < +oco with N
even,

-1 £Sloped P > o
NM log| sup P F1 & Fo ,
( ) F1ESz g [ I(ﬁ) :|
FoeT(0)

which is equivalent to the following probability below, also normalized in ( NM )_1, which admits the lower
bound from an application of (FKG),
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Figure 29: A further adaptation of the depiction of the faces provided in the previous figure. In Panel one, part
of the boundary faces to the left and right of the cylinder are highlighted in black, whose directed orientation
in the full-packing limit is reversed when pushed forwards under 7’. In Panel two, the distribution of frozen
faces within the interior of the cylinder spanned by the yellow finite volume, is shown.
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(NM )llog[ sup Pg;loped[ ﬂ { 91}&9\2}]}

7721667'8(‘2) countably many j:j€N Z;(9)
(FKG) 1 Sloped h>ck
> (NM) log[ sup [ H P% ’ [ﬁﬁ_—cnﬂ’g]”
F1€57 countably many j:j€N L;(9)
FoeT(0)

hence concluding the argument.

We turn to the Proof for the first Lemma, Lemma 4.1, provided in the section, which is primarily reliant
upon exhibiting that the supremum of the crossing probability of B(L) occurring, under P4 [ . ], upper bounds
the crossing probability of the faces .#; and .%5 being connected within the cylindrical interior Z (ﬁ N, M).

Proof of Lemma 4.1. Fix j > 0 and n,k > 1. We begin by defining crossing events from root faces on B(&0).
Specifically, we require that there exist a strictly positive number, 2j + 2, of x-crossings in Z(&'), denoted with
~;. Along each such ~;, the value of the height function is dependent upon whether the path traverses an odd
or even face; if the path begins on an even face on B(ﬁ ), then ~;, the height function h = Even, ie the image
of the height function on every even face is an even integer, and otherwise, h = Odd if the path traverses
an odd face. These conventions for the image of difference faces of the height function over the cylinder is
adopted from [11].

Furthermore, to distinguish between crossings across any of the 25 + 2 paths, introduce the intersection of the
interior of the cylinder with the line centered for some j > 0 such that £; N B(ﬁ ) # (), namely,

From the result of Lemma 4.2, we exhibit that the probability of .#; and %, being connected with height at
least > (n — j)k, within Z; (ﬁ), or within 74 (ﬁ), for some j < j + 1, satisfies,

gsloped x £Sloped x
o WS (O)] <Py I rn+n(97)]
in which the crossing probability B(L) dominates the probability of the crossing event {91 . :%f : ﬁg}
i (ON,Mm

occurring. To achieve such an upper bound as provided above, introduce the decomposition for the connectivity
event between faces beginning on B(0), in terms of a summation of vertical x-crossing events,

Sloped h>ck Sloped x 4 Sloped 4
Py A ij;—z\(?M) F)= > Py [th(n_j)k (0') | hlg, = €7 [P, [hlg = €71]
s o 691
5@(1 : BCsloZed
D~

of the crossing probability across cylindrical domains where .#7 is an even face, from the set of all such admissi-
ble domains .« %, and ¢’ C €, while for the closely related crossing probability, introduce the decomposition,

Sloped h>ck Sloped Sloped 7
A P D DI’ {thsm(mm)k () [ Bl = €7 PG [bloy =€7]
’ (21.671)
f'@l ~ BCSloped
D~D e

for connectivity beginning on an odd face .%#1, also for ¢’ C . We proceed by observing that, the conditional
probability on the value of the height function achieved over %, from previous applications of (SMP), yields,
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gsloped

X ope (SI\_AP) 2 X
P Wk () | 1lay = 4] 27 P s (0)

(CBC) D1\
< PEY Vil iy (07)]

(€21) 22
_ pE7Y 1y, x
= Pﬁ [th—(n—(j+1)+1)k]

(Sl\:/[P) Pgsloped

a “ [thﬁ—(n—(j+1)+1)k ‘ hlg = 7|

where in the final expression in the sequence of inequalities above, we incorporate conditioning on the value of
the height function, so that h has boundary conditions €7t when restricted to 2;, while the base probability
measure P%[ - ] has boundary conditions ¢ = £5oped ~ BCSlPed | hence implying that the conditionally
defined vertical crossing probability across ¢’ can be upper bounded with,

gSloped £Sloped

P, [VhXZ(n—j)k (0") | hlg = £Sloped] <Py [thé—(n—(j-i—l)-&-l)k | hlg, = 591] :

from which further rearrangements also imply that a similar bound holds, independently of conditioning on
the value of the height function appearing in the upper and lower bounds of the previous inequality, by first
multiplying the inequality with the unconditioned probability on the value of the height function,

é—Sloped

G Sloped x 0
P, {VhXZ(n—j)k (@) | hlay = 581°ped}Pﬁ[hl% =M <Py |:VhS—(n—(j+1)+1)k | hlg, = 5&}
xPg W% - 591] )

and from this expression, taking the summation over all realizations of the domains and boundary conditions
over which the crossing probability occurs,

> Py [Vh);(n—a')k (0") | hlg, = ESloped]Pﬁ [hlg, = 7]

( [Z B! )
E@l ~ BCsloped
I~Pe6

Sloped
= > py” [th<—(n—(j+1)+1)k | hlg, = E%]Pﬁ[h!% =7,

( 7 )
6@1 ~ BCSloped
Dh~D¢6

from which the final inequality above is equivalent to,

SSIOPQd[O‘l M 0_\] S Pgﬁfloped[o_\l ]&)ck 92]

Zj+1(ON,m)
To proceed, fix some root face on BB (ﬁ’ ), from which the remainder of faces along each ;, either within Z; (ﬁ ),

or within Z; 14 (ﬁ), is quantified with,

gSloped

Py [B(ILNT)]

forj=0,n = [%L such that B( [ L N | ) C B( nk ). To iteratively applying the same argument for any
7 > 0 begin with the following summation,

Nt Z Pf;loped[ﬁl bz T (Prob Sum)
=0 Zj(On,M)

normalized in N~!, can be upper bounded as follows,
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Slope
(Prob Sum) < Péﬁl P Ez = T
Zo(On, )
(%) Sloped Sloped
S P% ’ [91 M 9\2] § 2N sup P% v [91 M fz] s
Zj-1(On,m) F1E€B(0) Z(On,m)
Fo€T(0)

where the final expression obtained above is equivalent to the probability, of the intersection over j,

9N s 7 Y 7)),
%Selg()ﬁ) 7 : U 55 Zj(ON,m) 2}]
(9‘\267—(5’)

countably many j

where in the sequence of inequalities above, (*) holds because,

h>ck h>ck
{yl <;c> gg} g {ﬂl (;C> F } s
To(On, ) Zi—1(On,M)

In the final term of the sequence of inequalities above, observe the containment of vertical x-crossings across
the cylinder, with the last face of the path, %5, along T(ﬁ ) held fixed,

h>ck h>ck:
{# <—> T} C U {F < o Fa}
F.eB(0)

and also the fact that Z; (ﬁ’) Cc I (ﬁ) Finally, the prefactor to the probability in the upper bound also
results from the same reasoning in the arguments for the proof of Proposition 4.1 in [11], namely that,

<N> < 2N |
2n) —

resulting from the total number of ways of choosing 2n faces from a total of N faces on B(ﬁ ) Finally, from
the previous result, the free-energy lower bound hence transfers to the desired probability, from the fact that,

(NM) Vg | s RS 12 %]]z(NM) Hog{PS " [B(L)]}
F1ES o L(On.m)

F2€T(ON, M)

as the limit infimum for N even, and then M, each of which are taken — 400, respectively, yielding the
desired lower bound dependent upon the free energy,

lim inf lim inf ( NM )71 log[ sup P%Sloped [9’1 }&Ck fg]]
N even M—+oc0 F1€8 % I(ﬁN,M)

N—r+00 ,72€T(ﬁN’M)
.. .. -1 ¢Sloped h>ck
= lim inf lim inf ( NM lo su P F == F
N even M_H‘OO( ) & ﬂlegg 7 [ U { ' Z;(On,m) 2}]]

N—s+0c0 countably many j:j€N

F2€T(ON, M)

which, after applying the previous result which gave a free energy lower bound, yields the identical lower
bound from the sloped free energy function,

gc(ﬁ) - gc(o) )

hence concluding the proof.

In the next section, criteria are imposed on constants appearing along with the free energy.

78



Panel one

/ Left cylindrical boundary

[ |

First collection of faces Second collection of faces

Panel two

First collection of faces
' Second collection of faces

Right cylindrical

/ boundary
|

™

Figure 30: A depiction of the faces incident to the left and right boundaries of the cylinder, after a 5 rotation,
from Panel one, and Panel two, respectively.

4.4 Towards obtaining the power of the exponential lower bound for the annulus crossing
probability

Below, we present the theorem for the free energy exponent, which is an analogue to Theorem 1.5, of [11]
that was introduced in 1.3. The following lower bound estimate is dependent upon the free energy function
11 for sloped boundary conditions, from Definition 10.

Theorem 6V 2 (sloped free energy perturbation away from 0). Given the sloped free energy function provided
in Definition 10, and parameters in Theorem 6V 1, the crossing probability across the annulus satisfies,

gslopcd

P [Ohch(Gn,an)] > cexp [C’ (r’)Q(gc(ﬁ) — gc(O))] ,

in which the lower bound depends upon strictly positive constants, where,

C'=MN
is a prefactor from the number of preimages of a directed, oriented loop configuration, given from the pullback

under ( T’ )_1, from (Property Two) of ( T )_1,

gc(ﬂ) - gc(o) )

is the perturbation of the sloped free energy function away from 0, and finally,

k
/657, ’
nr

is a strictly positive parameter at which the sloped free energy function, g., is evaluated away from O.

Proof of Theorem . We incorporate previous items used in the proofs of Lemma 4.1 and Lemma /.2, namely,
the decomposition of the crossing event across Z (ﬁ),
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Sloped h>ck Sloped 7 Sloped
LS z(ﬁn 2D ¢ [thz(nj)k (@) | hlay =7 PG [hlg, = €71,
| (21.671)
691 ~ BCSloped
D~

and a suitable realization of a domain within the cylinder, with &;. Next, from such a %, to show that the
conditional probability, supported over &, satisfies,

Sloped Sloped
S [3;1 bz %\(91)’;@} >P 7 ES 7]
Z(ON,Mm) Z(ON, M)

To this end, for such a realization (.@1)I, it suffices to argue that, for the odd faces along B(ﬁ’), the collection
of events,

{P%smped [ﬁl hZ(_c)k 7 (Odd Face Connectivity)

2
Z;(ON,m)N(21) }j odd, 1<j<2n—2

connecting %7 and %3, of height > ck, within Ij(ﬁ) N (.@1)/, establish a partition of & into n volumes

/”171, e ,%. Fix some index 7’ for each ¥;:. From the left and right crossings required for each % to exist, the
four boundaries enclosing each finite volume yield the decomposition Vi = (V)Y )rU(B(O ))/U (T(o ))/ ,
where (B (ﬁ))/ cB ( 7 ), and (T(ﬁ))/ C T(ﬁ’). Besides the left and right boundaries of the cylindrical
domain indexed in 1, (B(ﬁ))/, and (’T(ﬁ ))/, are respectively defined with,

=
D
I

= B(ﬁ) N ([,jUEj+1),
(T(9))" = T(0) N (£;ULi)

where £; U L;41 denote the finite subvolume spanned within the cylinder by the lines £; and by £;41.

Within each %, with positive probability the crossing restricted across each such domain indexed in 7/,

Sloped hch;
P [ S A
Y

2

occurs,? as the connectivity event within faces formed by the collection of events along odd faces, from

(Odd Face Connectivity), establishes left and right boundaries for each ¥, and hence also for each ¥;. In
particular,

Sloped h>ck Sloped h>ck
Py A S R 2 P[5 5 )
Vi i

because there can exist countably many ¥ that are contained within each %

In comparison to the distribution of domains ”;/7/ for sufficiently flat boundary conditions, from arguments that
have been presented for sloped boundary conditions, with positive probability there can exist cylindrical freez-
ing clusters, which is the cylindrical counterpart of the freezing cluster whose connectivity, and disconnectivity,
properties were quantified throughout the previous section in the setting of the strip.

For such cylindrical domains within each ¥/, with positive probability there exists two paths, one to the left
and another to the right, such that, for ¥ C %, ¥ N & = ¥;, and similarly, also that ¥;; N ¢ = ¥;.

2With some abuse of notation, instead of requiring that .#; € B( % ), and that %, € T( % ), for the collection of connectivity
events for j odd, % € B( 0’) N ( LU L1 ), and F; € T( ﬁ) N ( LiULj ), for j odd. That is, the intersection of the
bottom of the cylinder & with the union of two adjacent lines which have nonempty intersection with the top and bottom.
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P4
Left cylindrical boundary e ——— _T__ —
| Area
spanned by
the restricted
" cylindrical |

e Lvolume

Left boundary <z

faces along a e — —
segment of the
cylinder

Right cylindrical boundary

Figure 31: Quantification of the siz-vertex free energy on the cylinder. From strip estimates for crossing
probabilities and the corresponding domains that are constructed, sloped boundary conditions are carried
over into the cylinder by enforcing values of the height function on the left and right boundaries of the
cylinder. Within each isolated segment of the cylinder depending upon the cardinality of the volume in the
weak volume limit, crossing estimates are derived in restrictions to smaller cylindrical volumes intersecting

each segment.

— Top strip
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Figure 32: A fully packed loop configuration in the strip corresponding to previous configurations used in
arguments throughout Section 8 for strip crossing probabilities before estimations of the cylindrical free-energy
depending upon the arrow imbalance. Surrounding the top boundary of the strip, selected faces of the six-vertex
height function are depicted in the full packing limit, in which one obtains directed loops oriented towards the

bottom boundary of the strip.
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Figure 33: A mw/2 clockwise rotation of the finite-volume cylinder O for lower bounds of the free-energy. Above,
to demonstrate that there exists a dependency of the sloped boundary condition imposed upon the faces that
are incident to the boundary of the cylinder and the number of frozen faces belonging to cylindrical freezing
clusters, the argument for Lemma 4.3 can be analyzed by examining neighborhoods of .#; € B (ﬁ ), and of
Fy € T(ﬁ ), in which any face respectively belonging within a distance of k, and respectively, &/, faces of .#;
and of .Z5. In the case illustrated in the first panel, if 4% N 4% = (), then the crossing probability within
T (ﬁ) can be quantified in terms of crossing probabilities across A% (%), €' N (JV kg k/)c, and A kl(ﬁ N)-
In the case illustrated in the second panel below the first panel, if #*N.#% £ (), then the crossing probability
within Z(&) can be quantified in terms of crossing probabilities across A *(Fy), A% (F1) N A H(Zy), and
NHK (Zn). In the third panel, within the case 4% N WK £, a configuration of A%, and of A#* within &

is illustrated for a choice of k' such that k << k'.
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4.5 Introducing properties I-XIV that are satisfied by cylindrical symmetric domains
4.5.1 Finite volume objects

To characterize the distribution of cylindrical domains within a sequence of finite volumes &, and to also obtain
the power to which the exponent is raised in Z*, consider the following. As & — 0, partition each & into
slices incremented in the y position, namely Slice, as introduced in [11] in arguments for the proof of the free
energy exponent. Each Slice, admits the decomposition Slice, = T( Slice, ) Uz ( Slice, ) U B ( Slice, )
into the top, interior, and bottom parts within ¢. Additionally, introduce the notation for the union of

Slices, in which over countably many y, set Slicey, .. ,, = U Slicey,. Necessarily,
countably many ¢ : |[N/i|€Zn_1
0<i<f
NOC = Yy_1 UV UV CO,forsuitable ] < j<j+1<j+2< N. Similarly, for the

no = 771'/_1U%/U"i/;/+1 co.

Slicey; y; 1,y;42

same choice of j,j+1,j+2, there exists & C € such that Slicey; v 11,542

With the following sequence of statements, we characterize the probability with which crossing events
occur over the cylinder under sloped boundary conditions. In comparison to crossing probability estimates
from the bottom to top of the cylinder which have previously been shown to occur with sufficiently good
probability for sufficiently flat boundary conditions, [11], we specify additional properties that cylindrical
symmetric domains satisfy, ranging from: studying configurations for which bottom to top crossings occur
with sufficiently good probability in spite of the fact that boundary conditions along the circumference of
the bottom cylindrical face are frozen from boundary conditions of the height function; further characterizing
configurations over the cylinder for which additional properties, with respect to tightness, and good, properties
of such symmetric cylindrical domains are expected to hold; a violation of the modulo 6 property of cylindrical
symmetric domains which was originally formulated for cylindrical symmetric domains under sufficiently flat
boundary conditions as provided in [11]; implications for encoding boundary conditions in several other models
of Statistical Mechanics, ranging from the Ashkin-Teller, generalized random-cluster, and (qa, qT)—spin models,
which are considered after transfering results from crossing probabilities over the cylinder back to events over
T.

More specifically, the environment of the random geometry can be further characterized with the following
sequence of statements,

Sloped
g P

P, ‘”f/Z/ N Slicey‘ 0| >0, (I: Positive probability of intersection with Slice,)

which states that there is positive probability for one of the lines Slice,, of which the union |J Slice, D Slice,
y
establishes a partition of &', have nonempty intersection with %;,

Iy,y = Iyy = {VieN,yecR,3IFeF(0) : F n F(¥) # 0},

(II: Index set for domains in i)

which states that there is a natural ordering of the :1\/; depending upon whether the connected components of
each 7} intersect Slice, with the index set Z; ,. More explicitly, in terms of probabilities,

1 > P%SlopCd[ ‘Ii/7y’ #0 ] > Pf;lopCd[ ‘Ii//7y’ =0 ] =0, (II: Index set for domains in i)

for ¢ > 4’, in which the connected components of the domain ¥ are below the connected components of the
domain ¥~ in O,

Sloped
é’ P

P, y =2mod 3: | Yy N Slicey 14441 |#0| >0,

(III: Positive probability of intersection with Slicey_1,y y+1)

which states that a previously shown property, (Positive probability of intersection with Slicey), also holds for
the intersection between the subpartition Slicey—14,y4+1 = Slice,—1 U Slice, U Slice,41 C |J Slice, and %7,
Yy
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ESloped

P, Vi'eN, 3 i), (w)reF(O): 0> [(%)L N T(%) n B(¥) N (%)R] D 717] >0,
(IV: Ezistence of symmetric domains in the cylinder that are bound by left and right boundaries)

which states that left and right boundaries, respectively given by (7;7)r and (7;)g, exist as a subset of faces
of O, and, V iyi, = inf i,

Sloped
é’ P

P, [imin>i :\IM;@} >0,
(V: Ezistence of the lowest symmetric domain intersecting Slicey_1 .y y+1)

which states that there is a minimum value, imin, below which there is zero probability of obtaining any faces
F eF ( o ), in which # NF ( Vi ) = (). Denote the left and right boundaries of the lowest of such domains

Vi with (7. )L, and with (7;_. ), respectively, which exist with positive probability given one previous item
in the sequence of inequalities above, (FEzistence of symmetric domains in the cylinder that are bound by left
and right boundaries). From the construction of ~;, the left and right boundaries for the lowest such domain
are given by,

(V)L = U {VL>0,7 € F(O): FOF(vr4ir ”’7L+3g) #0} .
0£F

and also by,

Vim)e = | {VL>0,7 € F(0) : F N F (v, 30 Nyrs2ir) #0}
0£F

where F(yr 1 VWLH%) and F(7L+3% NYLy2i), where {1y ﬂ7L+3%}7 {7L+3% NYL42i* } C Oyoo, denote
the subset of faces from F(ﬁ) satisfying,

(s M) = {F € P(0) : F € (Flupar) N F (1))}

and similarly that,

F(7L+3% NAL42i) E{F € F(0) : F € (F('VL+3%) NF(yr+2i0)) }

From (7;,,,)r and (7i,,,)r introduced in the previous paragraph,

Sloped
£

P |G 0 TOR) 0 B0%) 0 Goa] > |G 0 TO) 0 B 0 (el | = 0.
(VI: Containment of left and right boundaries for the lowest symmetric domain intersecting Slicey)

states that the left and right boundaries of the lowest domain, “///i;;, with positive probability are contained
within the subregion of the cylinder given by the union of the top and bottom parts of Slicey—1 4411, (7)1,

and ()R, where,
T (Vi) € T(4)
B(#..) C B(¥) ,

min

see the figure on the top of this page for a depiction of the containment described above between boundaries
of cylindrical domains. Finally, fix (V. ), (Vip, )R € F'( 0 ), from which the definition introduced for 7; in
the figure above,
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Figure 34: An illustration of the left and right boundaries induced by the symmetric domains ¥; and %m L
Given a partition of &’ induced by some intersection of Slice as indicated above, the left and right boundaries of
¥;, in addition to the left and right boundaries of “//zmm,
as indicated by the two yellow lines, induce a smaller domain % = %N (('y,mm) LNT( zmm) N (Vi ) RNB (”//,mm))

T(”f//l;) and B(%min) denote subsets of T'(&), and of B(0),

which can be further displaced within the interior of &

spanned by the left and right boundaries of %
introduced in (Property VI) below.

min *

£Sloped

RS M e G« 3 | Slice, 1,001 0100 (iU G )a) | 5 7 20

(VII: The restriction of the symmetric domain ¥; to ¥; exists with positive probability)

——

states that, with positive probability, there exists % C ¥;, which is bound by the intersection of ’T(
B(%,.,.) with the left and right boundaries of %;__ .

) U

Zmln

Otherwise, for y # 2 mod 3, the following sequence of additional requirements on each ://; C ¥ hold, in which,

Sloped
6 P

P, [y =0 mod 3: ‘Shcey Lyy+1l N T(

Zmln

) [ =1 } >0,
(VIII: Positive probability of connectivity between when y = 0 mod 3)

states that for y = 0 mod 3, the top part of the lowest domain intersecting Slicey_1 4 441 only has one point
of intersection, while,

P§1°Ped [y = 1mod 3: | Slicey—1,yy+1 N B( me) = 1] =0

(VIV: Positive probability of connectivity between Slice and the bottom of the lowest domain when y =1 mod 3)
states that for y = 1 mod 3 , the bottom part of the lowest domain intersecting Slice, 1,441 only has one

point of intersection,

gsloped

P, [y_0m0d3 1 mod 3 : | Slicey 111 N T( me) ‘El:| >0

(X: Positive probability of connectivity between Slice and the top of the lowest domain when y = 0 mod 3)
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states that for y = 0 mod 3, the bottom part of the lowest domain intersecting Slicey_1 4 4+1 only has one
point of intersection,

£Sloped

o vVie N, d a/?i/ C F(ﬁﬂ Sliceyfl,%yﬂ) : ‘ 771'/ N Slicey,l,%yﬂ } #01 >0,

(XI: Existence of the union of symmetric domains ¥ intersecting Slicey—1,y.y+1)

states that the union of all cylindrical domains intersecting Slice,_1 4 441,

@ # %l = %,7y_17y7y+1 = ( U %l) ﬁ Slicey_17y7y+l )
i'eN

so that %/7y71’y7y+1 D ¥ ¥V i'. Before defining each component of %’,yfiy,yH? introduce, the index set,

T, = {i's 70 Slice, 141 £ 0} .

For the following arguments, denote the top, left, right, and bottom, respectively, boundaries of the union
Vit y—1,y,y+1 of domains Vi with,

Ton,, = T(%,) = T0%) = U 702 = U 70%)

V'€Lls Vely
Yy
(yi)r = U vyl = U (v)r
i'€le '€lp

Yy
Bottom,, = B(7,) = B(7%) = |J B(,) = | B(%)

i'€le i'€lp
v
vr= |J wr = U g
€Ty i€l
v

so that “//i/,y,iy,yﬂ is composed of the boundaries contained within 7 ( % ),

%",y—i,yvy+1 = TOpx,y U (fY’L_’)L U BOttomx,y U (717)]'3 )

with Top, ,, (%-_/)L,Bottomx’y, (i )R C ( O N Slicey—1 yy+1 ), and,

(T(%) 0 B(7) 0 () N (dr) D (T( %) 0 B( 7)) 0 (), N (3)g)
(T( %) N B(%) N (u)e 0 (a)r) D (T( %) 0 B(%) 0 (), N (idg)
(T(% ) N B(% ) 0 (), N (a)r) D (T( %) 0 B(%) 0 () N (W)g)
(T(% ) 0 B(%) 0 (e 0 (idg) 2 (T(% ) 0 B(% ) 0 (), 0 ()g)
(T(%) 0 B(7%) 0 () 0 (dr) D (T( %) 0 B(7e) 0 () N (v)g)
(T(% ) n B(7) 0 () N (idr) D (T( %) 0 B(7e) 0 () N (3)g)
(T(# ) 0 B( Y ) N (), N (iji’)R)D(T(%’) nB(7% )N (/VVi’)L N (/VVi’)R) , Vi,

which are a series of several containment between either “IA/;, or ¥y, from the faces of the cylinder intersecting
Slicey_l,%yﬂ, F( 0 N Slicey_l,%yﬂ ) C F( 0 )
The corresponding connectivity event in the union of symmetric domains takes the form,

h>ck
{ Top, ,, % Bottom, 4 } ,

86



which is pushed forwards under Pf;l(md [ . ] as,

Sloped h>ck
Pfﬁ P [ Top,,, % Bottom, , ]

i

Moreover, by construction, recall,

Top,, 2T(0%) = U 707> U () [T0)nT05)]| 2 707) > 775

i"€Te i'€Tlei €le

and also that,

Bottom., 2 B(%) = |J B(%) > | N [B(%)mB(%)] S B(Y) o B(Yy)

'€y '€lpj €l

each of which hold V i’ > j'.

Next, from properties of each 7, fix a suitable absolute constant § > § > 0, with the same choice of j as
provided throughout results for the strip, so that,

Sloped hzck‘ . .
Py 0w L0 16'2)] x {0} €S [, (j+1) |8'n)] x {n}] |
occurs with positive probability, vvh1~ch7 recall, was related to several previous estimates and arguments for the

connectivity event between Z; and Z;,

gsloped h>ck 7
PZX[O,n’N] [Ij — Ij]

The tightness property,

ope: 2
P§Slpd[V5>6”>O Ir>a > Ky 0T () | < L(S”r’j] >0,
(XII: Tightness of cylindrical domams intersecting Slicey_1 441 from the top of the domain)

states that the number of faces contained in the intersection | %, N T ( %, ) | does not exceed the floor of
the smallest integer z so that x < ¢”r, while similarly,

ope: 2k
P§'pd[v5>5”>o,3r>r’> | Sy N B(Yiy) | < 167 ’j] >0 ,
n
(XIII: Tightness of cylindrical domains intersecting Slicey_1 4411 from the bottom of the domain)

states that the number of faces contained in the intersection | ”//Z:g nB (“//;,y) { does not exceed the floor of
the smallest integer y so that y < ¢”r. To conclude, the goodness property,

Sloped — — — — — —
P% ) [V i3 Vg1, Vit Vit g1 C F(ﬁ N Slicey,Ly,yH) 2 Vit y—1, Vit > Vit y41 satisfy Property XIIT | >0
(XIV: Good property from the tightness property)

states that % ,_1, %, and ¥ 41 are simultaneously tight, where each domain satisfies, by construction,

7/1'/,;—1 N Slicey,—1 #0
Y.y N Slice, # 0,
7/1'/7y+]_ N Slicey+1 7é @ .

Following all properties listed, the result below captures the fraction of domains contained in #; which are
deemed to satisfy the good property, which was introduced in [11] as a condition that is satisfied when unions
of symmetric domains intersecting Slice,_1, Slice,, and Slicey+1, are each tight. The analogue of this condition
for different boundary conditions is satisfied with %, y—1, Vit y, and Vi, Y1
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Figure 35: Panel one, A depiction of the action of the loop reversing map on each siz-vertex configuration.
For the vertices of the first two types, the configurations under the pullback (7‘)_1 is given by the remaining
vertex within the same type. For vertices of types 5 and 6, from the left-turning splitting convention originally
introduced in [11], the reversed loop orientation corresponding to these vertices of the remaining two types
are given by combinations of directed loops from vertices of types 3 and 4, in addition to combinations of
directed loops from vertices of types 2 and 1, respectively. Panel two, A depiction of the reversal of loops for
every other vertex in a sample finite volume contained between ~r and yr4;+. One possible reconstruction of
the finite volume provided in Property two of T’ is provided, with faces outside of vz, and v excluded from
the illustration.
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4.6 Quantification of the fraction of (z,y) in ¢ which satisfy the good property

The failure of symmetric cylindrical domains with strictly less than ™ good points

Lemma 4.4 (strictly less than half of the admissible points about which symmetric domains can be situated
in the finite volume cylinder are good). Fix,

, N
n:il7
nr
and,
, M
m = —
r

For 1 <z <nand 1<y <m, with y =2 mod 3, strictly less than half of the pairs (z,y) are good.

Proof of Lemma 4.4. To demonstrate that the good property holds for pairs (x,y) satisfying the conditions
provided above, first, it suffices to show that the collection of ¥;: satisfy,

ﬂ%/E@ ’

where the intersection taken over i/, in which, for 0 < i < " < 4’, for each % to be disjoint from ¥;,; above

it within & N Slicey—_1,y,y+1,y+2, with positive probability,

Yir O Slicey11 # 0 , YN Slicey1o=0

there must be i” so that % N Slice,_1 4 ,+1 # 0, with y = 0 mod 3, and also, that,

Y N Slicey_o # 0, YN Slicey_1 = 0,

in which there must be a domain ¥ which does not intersect any of the portions of Slice,_1,,+1 Which
intersect #;». To this end, for any increasing sequence of nonnegative integers tending to 7', given a collection
of ¥, fix iy > i3 > 0. Under this choice of i; and is, it is possible that either ”/7i1 N 772‘2 # ), or that
Yiy, C Vip C ( O N Slicey_1,yy+1 ) By symmetry, we discard the latter scenario in which one union of
symmetric domains, indexed in 41, can be contained within the union of symmetric domains indexed in is.
Additionally, given %, N ¥, this intersection contains the left and right boundaries, respectively introduced

previously with (v;,); and (TyZ) r» at i;. Within the restricted cylindrical finite volume,

Vi o [@DL N (e N T (%) N B(7,)

Besides the left and right boundaries provided above, for is there also exists (Ty;;) ;, and (jy;) r With the
accompanying quad structure,

Ty = U% U (i) N (i) g O T (Vi) N B(V2,)}

so that, with positive probability, within 771-2 the crossing between the left and right boundaries centered about
12, which were introduced for %;,,

occurs, which in turn implies that the intersection,
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[(%2>cm4m[@;>Lm@;)R N T(7a) 0 B(7)| £0

does not equal the empty set, and hence that the left to right crossing between (Ty;) 1, and (Ty;) r» does not
occur within 7;,, but instead within the intersection of the complement with &. To begin, suppose,

Yo N Hh=0, (HYP)

corresponding to the first symmetric domain in & N Sliceyo, y1, y2, indexed with ¢/ = 0. Naturally, the next
step in the inductive procedure suggests that,

(U7)n

For all i/ > 1, therefore it suffices to show that,

(U7%)n =0,

Jj<i’

where in the intersection above, the union of all ”/_/j, as long as j < 4/, . By induction, the containment can be
shown to hold for all i’ for which & N Slice;; # (). Proceeding, if the property is to hold for the next domain
in the increasing sequence of nonnegative integers tending to ¢ + 1,

(U 7%)n7%,

j<i’+1

yields a nonempty intersection between the two sets. Besides 7 in the intersection above, the union over
j < i +1is asubset of 7, as,

U 7%= U YN ) = ( LJ (U Vi)

j<il+1 j<il+1 j<i'+1 j<i’+1

which in turn implies that,

U 7 #0.
j<i'+1
because,
U #%ico#0 .
j<i’'+1

and similarly, also because,

U %nceo#o,

j<i'+1

in which each of the two containments above hold, and moreover, are nonempty, due to the fact that not only
does each 7" N Slicey_1,yy+1 # (0, but also that ¥;—1, and Y41 are by construction nonempty subsets of &.
Hence, these arguments demonstrate, from the induction hypothesis (HYP), that,

HYP)

k;//
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Figure 36: A depiction of the first five faces incident to the left finite volume boundary provided in the previous
figure, Figure 35, before reversing the distribution of directed, oriented, non-intersecting, loops under (’7')71

The above intersection is nonempty because, besides %, as a countable intersection of the union of symmetric
domains, being nonempty,

U ?k; )

k.//
demonstrating that (HYP) holding for i would then imply that (HYP) would also hold for ¢ 4+ 1, namely,

N %E(ﬂ V)N Vi =0,

1<o0<i+1 1<0<i

so that the intersection of all such sets would be nonempty hence making them disjoint. With the following
series of equivalences, observe,

(U7 ) n7 =0 & [U N)mTB(%)]m%E@
k// (
¢ (e ) N7 TB(7)N7Y, | = 0
W In% || 7860 7%
Eool) en?; U (WrNT;) N (TBI)NT; ) =0 |
k() k(1)

where,

TB(R) =T B co

where the rearrangements above immediately imply, for ¢ 4+ 1,

(U %)% =0 L] U (GaenGaa) nTEG) |07 = 0
k41 K (i41)
LU (GaenGan) 0% |0 (TEEL) 0T ) = 0
K (i41)
(3 — S
<:>|: U 71+1Lm7/]:| |: 72+1)Rm’7/j:| m|:TB(7/z‘+1)ﬂ7/j:|:®,
k7 (i+1) K (i41)
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which, upon inspection, is also empty because,

—~ —_— —~

U Geoen= (U Gor)vla)en%=0,
k! (i+1) k" (4)

and also because,

—~ —~— —~

U Gern?=(J Gr)UGir)rn?;
R (1) k()

0,

hence demonstrating that (HYP) holding for i is equivalent to (HYP) holding for the left and right boundaries,

respectively given by (vx)r, and (yx~)g. In the sequence of equivalences above, first, for (1 ),% has nonempty
intersection with the left and right boundaries, respectively given by the two conditions,

(w)e N % =0
and by,
(ver)r N %E@ ,

respectively, for (2) the equivalence provided in (1) was rewritten by distributing the intersection with /“/7]-, for

—_—~—

(3) the equivalence provided in (2) was rewritten by distribution the intersection signs between either (vyx»)r,

Vit )Ry OT ¥ as needed. The same reasoning is used in (1), (2)" and (3)’.
j

Next, observe, from arguments provided in [11], that the proportion of domains is strictly less than %, following

a pigeonhole estimate for the total number of faces that are crossed by Bottom,,, holding y fixed while x
varies between 1 and n, that is dependent upon 4, for some § > 0, which takes the form,

|or] = 12L%J = 12|nr| > |§'"] (E*) N’L%j (;) N'|npr'| |

where the parameters ¢’ and r’ were previously introduced in Properties (XII), (XIII), and (XIV) of cylindrical
symmetric domains, where in (*), pick N’ sufficiently large so that N’ > 12, while in (**), obtain the final

expression for [§’7'| upon substituting in for the parameter n’ for scaling parameters introduced over the
cylinder. Under such a choice of parameters, the same property holds for Top, ,,.

With the above results, denoting the set of quads previously described above that have at most |67 | of which
are tight with .7, observe,
n
T < =,
7] <2
from which a bound on the number of triplet quads, of the form,
J 7.

1—1<j<i+1
J€Z:5=0 mod3

which, denoted with .71 ; 11, satisfies,

n
| Tic1iim1| <3 |7] < 5
from which we conclude the argument.
The following items below are put to use in future arguments. Arguments making use of the definition below

demonstrate that cylindrical symmetric domains under sloped boundary condition introduced for quantifying
the free energy of the six-vertex model do not satisfy the modulo 6 property. Despite the fact that the sloped
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symmetric cylindrical domains is not valid for the annulus supported from 6r to 12r, with positive probability
there exists a parameter that one can take sufficiently large, which is strictly larger than 12r, for which a
similar bound to that provided in [11] holds for a sloped boundary energy functional. It continues to remain of
interest to explore new applications of the analysis of the free energy of the six-vertex model to other models,
in which arguments initially presented for analysis of the free energy of the six-vertex model under sufficiently
flat boundary conditions. Following the remaining results in 5 before introducing the Ashkin-Teller model
in 6, a significant difficulty emerges from the encoding of boundary conditions for the Ashkin-Teller model.
Exploring whether other models with Hamiltonians similar to that of the (qa, qT)—spin model, which consist of
one-point and two-point interactions, can classified, in the sense that there boundaries in the phase diagram
can be conjectured, in addition to qualitative differences between phase diagram sectors, is of great interest.

Definition 11 (sloped ridge events from vertical x-crossings of Top,, ,, to Bottomy , in 7). Denote,

Sloped Ridge Event = Rilzped = RSloped = {Topx y&fk Bottomz,y} )
K b /V

i/ x

as the x-crossing event within % for which h > ck, which was previously introduced following the statement
of Property XI in 4.3.1.

Definition 12 (sloped fence events from paths along the boundary of the interior of the cylinder). Denote,

— h>ck —
Sloped A
Sloped Fence Event = (]:z?;"ped )h = F,P = L { (i) — B (’Yz”)R} )
jrefi—1,i+1} 0 N Slicey_y .11 N (Yj1)°

where the disconnectivity event defined above relates to the condition that, with positive probability,

Sloped | —~—  h>ck ———
P% [(’Yi'—l)L ¥ (%‘/—1)3] )

il —1

occurs, in addition to,

h>ck

Sloped
Pgﬁ ’ [(%"H)L ¥ (%"+1)R] )

Vit
occurring with positive probability, for y = 2 mod 3.

Definition 13 (union of faces outside those contained within each ;). Denote,

Sloped

X Sloped = U {V Vi 3 ﬂ,,gﬁ C |:(F(’)/Z*))C N F(ﬁﬂ Slicei/_17i/7i/+1)] : P% [ﬁl }(i)df y”] > 0} 5

Z!
t9‘//

as the union of faces outside of each v;+, where the complementary faces in & N Slicey_1 4 441 to each v;+ are,

(F(’yi*))c = {F € F(ﬁﬂ Slicei/_17i/7i/+1)  F §é F(’Y@*)} ,

where F'( 7;+ ) is the subset of faces intersecting 7,
F('Yz*) = {F -~ F(ﬁﬂ Slicei/_17z-/7z-/+1) . F M ’71* 7& @} .

From the definitions above, the result below states that the conditional event of obtaining a sloped fence,
given the existence of R51°Ped is bound below by a strictly positive constant.

Lemma 4.5 (sloped fences from sloped ridges). The conditional pushforward of a sloped fence event under
Sloped

Py -]
173 9
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Psﬁloped [J_“ Sloped } R Sloped U {X Sloped = X}] > C]—',R ,

is bound below with a strictly positive constant. In the conditioning, the other event taken into union with
R Sloped | a5 provided in Definition 12, represents the union of faces, excluding those contained within Z ( o ),
for which a path exists in (F (’yi*))cﬂF( ONSlicey 1 41 141 ) (F ('yi*))c is given as the subset of faces provided
in the second part of Definition 12.

Proof of Lemma 4.5. We make use of Definition 70 and Definition 17 given above. In summary, to argue
that the conditional event for F S°Ped is uniformly positive, a realization of the environment from the faces
in & N Slicejr_y 47 i+1 must be fixed, which is denoted with Env. Furthermore, the sloped version of R and of
F differ when a slope is imposed from boundary conditions ¢ imposed upon the measure P¢ [ . ] To ensure
that R Sl°Ped gccurs with positive probability, as in previous arguments for Lemma 4.1 which made use of a
decomposition of crossing probabilities in terms of a summation over all realizations of symmetric domains,
in this case we similarly introduce a decomposition of Env in terms of the tuple ( Envy , hlgny, ), for some
k > 0, which denotes the set of faces in F ( O N Slice;r_1 i 141 ) which have been explored in Envy, and the
corresponding union of the values of the graph homomorphism for the height function when restricted to each
Envy. Explicitly,

h’Envk = {h C F(ﬁ N Slicei/,u/’i/“) :h N Envy 75 @} R

For Envy C Env, each subset indexed in k has the form,
Env, = {@ #+ %, C F(ﬁ N Slicei/,lyilyi/+1) : U F C |:U ( %1 )C] N [ U Slicey/17y/7y/+1:| } ,
. .

where, for each £k,

Envy C Envggg

The family of subset, for k = 0, is also subject to the condition,
‘Envol =1,

which, in words, states the the beginning of the exploration process to determine Env, from the sequence
of subsets contained within Env for every k, initially begins with the exploration of a single face within
F ( O NSliceyr_q i i 41 ) Hence it suffices to demonstrate that Cx r is of the following form, in which we begin

with the probability under Pgloped [ . ],

Pgﬁfloped [‘7:(185)5211 R Sloped U {X Sloped = X}:| = Z 7’ P%Sloped [{EDV = (Envka h|Envk)}
(Envk ) hIEnvk)
hlEnv, Chlo

Envyi CEnv Vk
U{X Sloped = X}:| ,

where the restriction of the height function over the cylinder, h|g, strictly contains the restrict height function
over each Envy, V k, and,

é—Sloped

Sloped
7 =P [f(l_gkﬂ

{ Env = (Envg , hlpa, ) } U {&Srd = X }] :
is an abbreviation for the conditional sloped fence event. From such a decomposition, with the definition of

the sloped fence event given in Definition 11, instead of considering the probability of a vertical x-crossing
of the height function in ¥, the conditional probability,
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ESloped Sloped *
Py (A )

— (Buvi , Blom, ) YU { A500d = X }]

of obtaining a dual horizontal crossing, where,

(]_-ISIOped)*E U {(’Y/\Z’/)L ﬁ B c(/’;;/v/)R} ,

j”E{i’—l,i’-i—l} 0N Slicei/—l,i/,i’+1 N ( “Vj// )

for some | < ck, and strictly positive product indices j” > 0, which is a restatement of the event F Slored of
Definition 12, as the two crossings,

P

ssloped - h<l 7 .
173 ’

and,

Sloped l -
P§ [(%H) Z (%’/H)R] )

i/ 1

given i # 2 mod 3. The two crossings between the left and right boundaries instead both occur with positive
probability, instead of the disconnectivity event for h > ck. As a result, first,

£Sloped Sloped *
P//‘" |:( ‘F(lfc)kJrl )

{Env = ( Envy, , hlgay, )} U {x Soped = X}]

C 11 1.2 ope
(Gorelgry 19 P;[ ((F Stoved)” ‘ {Env = (Bnvy, , Alga,)} U {2 Soped = X}]

(Env lower bound)

because ¥, C €, where in the lower bound probability above, the modified sloped fence event is,

((For) ), = (B, )

implying,

¢Sloped Sloped *

(Env lower bound) > P'Z/ [( Fi—epkt1-j )]
From previously used methods, if an x-crossing across the strip or cylinder is given, then the complementary
crossing event can be formulated by imposing that the value of the height function along all faces in the path
lie in the complementary values that h can taken, in addition to the complementary event for a horizontal
(resp. vertical) crossing being a vertical (resp. horizontal) crossing. Altogether, one lower bound for the

pushforward of { ( F, 181053;11 > ) }is,

7/1" (1—C)k+1—] 3
k2

Sloped Sloped h>(1—c)k+1—7
P (FYR )] > 1 P |:T0px,y =R JBottomw] ,

in which the probabilistic quantity in the lower bound above for a crossing between Top, ,, and between
Bottom, ,, is quantified under ¢Sloped qeross ¥, Moreover,

oy ’
¢Sloped h>(1—c)k+1—j (Proposition 1.1) ( ¢Sloped ) h>(1— )k+1 2j

P> To — Bottom < P To Bottom
i Py 7, oy - 2x[i',(i'+1)r}[ Pa,y 77 I’y] ’

k3

in which the upper bound above to the probability measure supported over %, under ( ¢Sloped )/, holds because
Yy C (Zx [, (¢ +1)r] ). Also,
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( ¢Sloped )’ h>(1—c)k+1—2j§ (551opcd ) h>(1—)k+1-2;
Pl ()] | ToPew 7 Bottomay [ S P L) [ TOPee T Bottomay |

in which removing the conditioning on the crossing event,

h>(1—c)k+1—2j
(1-¢)

{ Top, ,, Bottom, } ,

to not depend upon the connected components being contained within %, makes the probability of crossing in
the upper bound more likely to occur. ( ¢Sloped )/ denoted the sloped boundary conditions on the probability

measure sz [ ( 1) ] H . Under this measure, the values of the height function, along the boundary segment
x i/ (i"+1) r

07 x [ i, ( 7 +1 )r], are precisely the image of the graph homomorphism over each boundary face which
would equal ( ¢Sloped )/ —Cy, in the case of the minimal height function for which one would expect ( ¢Sloped )/

to be an admissible boundary condition. The quantity C; subtracted from ( ¢Sloped )/ in the previous sentence
represents some constant that is dependent upon the total number of frozen faces within each freezing cluster
that has a nonempty intersection with 6(Z X [ i, ( 7 +1 )r])

Recall a previous result in the strip,

ssloped
Zx[0,n/ N

[[0,6n] x {0} "% [iivon] x{n}] < 1-c

from the upper bound that is provided in Proposition 1.2. With the same probability measure supported
over ( Z x [i’, (i'—i— 1) r] ),

( gSloped !

h>(1—c)k+1-2j
P [, (#"+1) 7] [ Topg, — =

]Bottomgw < l—-c,

under the same choice of 6, which, as stated in Property XII, and in Property XIII, that the number of faces
between the union #; , and either the top, or the bottom, of ¥, can at most be equal to | §"r |. With such
a o,

h<(1—co)k ——

gSloped !
(et o)

P o [, (i+1) ] {(W)L 7

Env = (Envy , hlgoy U fxSered = x| > ¢ ,
k

in which the strictly positive constant ¢y lower bounds the conditional event dependent upon the connected

components of h from {@L h<{lzcok (Tyvi/)R}.

i/

Before completing the argument, to lighten notation, set,

h< 1760)]@‘

Ipri = {@L G:")R} ;

il

for the crossing event under the strip probability measure above,

En = {Env = (End ) h|End)} ’

for the decomposition of Env, and,

XS = {XSIOped = X} ,

for the clusters of the height function excluding those induced from the crossings of each ;= and 74+, from
which we conclude, given a suitable index set J’,
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( gsloped )/

PZ>< [i/, (z‘/—l—l)r] {FL’R’i/

] I’ii?:??i;)q [ M ILrj

where j' € J'. We bound the ultimate term above, as,

|

countably many j’ , j/<i

ESloped

P( §SIOped ) |: ﬂ FL,R,]" ‘ EnN XS:| H P

I o
zx [, (1)) e )] [ L,R,j

o z 1 '+1
countably many j/ , j/<i

!

)

in which there the (FKG) inequality is applied to a collection of countably many crossing events between left
and right boundaries, to the conditionally defined measure,

P( é‘Slopcd )/

zx [ir,(i"+1)r]

{- ‘EnﬂXS} ,

where,

_ . f P( {Sloped )l F
Co = j’lgj’ { A [ilv(i,‘f'l)r] |: L,R,j’

is obtained from the restricted event over the cylinder,

Iy

—~  h<(l—co)k —— —~—  h<(l-co)k ——
Cey = U {60 "9 G} € {6, "9 Goal

j'EN !

k3

V j" with some fixed 4/, in which for the first, and last, j/, which we respectively denote with jo and jy,

appearing in the union of connectivity events between each (v;/), and (;/7) R Satisfy,

hence yielding an intermediate lower bound cO‘T| to Crr.

—~—  h<(l—co)k
The collection of events {('yj/) L < ~ Q) (75) R} satisfies the containment,

il

—~  h<(l-co)k —— —~—  h<(l-co)k ——
{00, 00 < {0, " G

il

Slope:
V j'. From the decomposition of Pgﬁ1 Pl [f(lsf)cp)‘;il | R Sloped  { y Sloped = x }] provided at the beginning

of the proof,

> 2P [{ Bav = (Euvi, hlga, ) } U { XS = X ] >

(Envg , hlgny,,)
hIEnvk Ch'@’
Envyi CEnv Vk

also holds, with the identical lower bound dependent upon ¢y applying.

Finally, there exists some sufficiently large integer X, where X < |J’|, which is proportional to the number of

- —~ h<(l—co)k
¥;» that are needed for the crossings across each {(fyj/) I <{=0) (v5) R} to occur. The desired lower bound

i’

then takes the form,
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|7’ X
Co > c ,

from which we conclude the argument, after having set Crr = c X, 0

To proceed, in the following result a lower bound is also provided for a conditionally defined sloped ridge event.

Lemma 4.6 (probabilistic upper bound for conditional sloped ridge events). For all r > 0, and all k sufficiently
large,

gSloped Sloped Sloped Sloped _
Py R p‘]:lco)k—&-lu{‘)( P :X}ﬁcR,fa

where the lower bound is a strictly positive constant dependent upon the probability,

§Sloped

h>cok
s |0 L0703 2 )]

given a d1 sufficiently small.

Sloped
co)k+1
with positive probability, then within ”//1/7y+1, there exists a bottom most domain, which can be decomposed

into the following four components,

Proof of Lemma 4.6. In the conditioning for the probability defined in the statement, if f( occurs

fan= U N o= U { @0 Qg 0 T(%) 0B

i — < i< gl — . . .

i"'=1mod31<j<4 i':¢/=1 mod 3 j=1 j=2 j=3 j=4
i) g T ¢
1,4/ 2,4 3,/ 4!

which exist with positive probability when ”f/z-/:y_,_l N Slicey4+1 # 0.

Proceeding, denote,

_ ESloped h>Cok‘ J
Rn—PHmM+mmm]MWﬂMﬂﬁmm]MmMXMﬂ
as the probability of { |0"r]] x {0} h;ch ]] [—m,m] x {n} } occurring within Z x [0,7]. To study the

sequence of measures P, — P+OO, introduce,

X5 = U {,9?1’, 5 € F(0NSlice;—1) : PESIOPM[ Z h<§1—f>0 Fy ] > 0} ;
7 "
73
77

as the bottom, and top, boundaries,

Sloped h<(1—co)k
X?y _ U {91/ T e F(ﬁﬂSllceH_l) :P [ F 2 0) o—~2//] } :
y{/ H—l
Y
yé/#y{/

respectively, of some domain within 7 so that the subdomain Dy, C ¥y satisfies the decomposition,

Diey = () w = (e N X5 N (w)r N XFY
1<k’<4
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e —— e
4 : Slicey+1
Slice,
4 Slicey,—1
— c—— —

Figure 37: One cylindrical domain, with top and bottom regions depicted in black, embedded within the top
and bottom regions of & intersecting Slicey_1 .y y+1-

is bound by the top and bottom boundaries Xﬁ y» and Xg,y’ and the left and right boundaries from the definition
of #;; which were introduced in 4.3.1 following (Property V). Irrespective of whether boundary conditions on
the six-vertex probability measured are flat or sloped, the restriction {Dy 5, : (z,y) satisfy (Property XIV)} C
Djs 34, corresponding to admissible pairs (z,y) satisfying the good property, is dependent upon,

hlp, = {vi',3Fy € F(Slicey_1,4y11 N D5 ,,) - hlr, € Z}

which is the value of the height function in the complementary region of D, y C O, in addition to,

h|8Di’,z,y = {Vi/’ ElEl € F( Diclyxvy mpilvxvy ) : h|Fi/ € Z} ’
which is the value of the height function on the boundary 0Dy ,, C &. Hence each realization of the height
function is independent of another realization, and furthermore, within the interior of each such Dy , ,, one
realization of the height function is also independent of another realization of the height function. From the

gSloped [

six-vertex probability measure P, . ] supported over Dy , ., given some good (x,y),
1 ,T,Y

ESloped

Dyt .y

h>k s h>k
[ Top, ,, <Vi> Bottom, } = PED [ Top,, ,, <Vi> Bottom,, |

after having introduced the abbreviations ¢5°P¢d = ¢5 and Dyt »y = D, from which the probability of the

. h>k . .
crossing { Top, ,, <7/;> Bottom, 4 } occurring can also be upper bounded with,
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(CBC) s)
P%S Top,, ,, % Bottom, ] < Pg5 ) [ Top,,, %) Bottomxy ] (4.5.1)
(Corollary 1.2) ( ¢S )”
= Pl =2y { Topy,, 5 Bottom,,, ] (4.9.2)
(&) <(e) E
(ke
S P
m—>—+00
P+oo ) (453)

()"

where in the last term, the corresponding probability pushed forwards under P[—m,m]x[(y—l)r, (y+2)r]

by,

[ . ] is given

{01071 015 T x (|

Zx[0,r]

given sloped boundary conditions for which ( €S ), > ¢35, which holds by (CBC), followed by an application
of Corollary 1.2, given two finite volumes satisfying A’ =D C ( Z x [(y — 1)r, (y+2)r] ) = A, and also that

I3 )” h>k—2j
Zx[(y-1)r,(y+2)r] | TOPzy €

i/

(Zx[(y—1)r, (y+2)r] )ND = D # 0. Finally, in (**x), an upper bound for P

Bottom,,, ] is obtained in terms of a crossing probability between [0, [6”7]] x {0} and between [—m,m| x {n}

within Z x [0, 7], instead with the requirement that the height along all faces in the crossing be > k — 25 in

On the other hand, the probability of crossings within each D for good (z,y), within Z ( 7 ), admits the
following upper bound,

Pfﬁs |: R Sloped FSloped U{ X Sloped = X } ]

(1—co)k+1
(4-5.4)
< H P5 [Topxy <—> Bottom, f(lsk)g)e)iﬂ U{ X Sloped = x }
good (z,y) ]
(4.5.5)
(4.5.1) ¢es ) h>k—j Sloped Slope |
< Pl() ) [Topgw €' Bottom, Fimes Ui adored = X}
good (z,y) ! )
(4.5.6)
(4.5.2) (e )” h>k—2j Sloped Sloped _ |
< P[—m,m}x[(y—l)r,(y+2)r}[TOpx,y %) Bottom, f(1—c0)k+1 U{ X Poped = X}
good (z,y) i
(4.5.7)

el
= H PZX[(y*I)r,(er?)r] [ Topx,y 7 BOttOm%y

es)” h>k—2j
< H PZX[(y D (y42)r] [ Top, b Bottom, , ] (4.5.9)
good (x ¢

(P(fs)

Zx[(y=Dr(v+2)7] [

(1,00)k+1

}-Sloped U{ X Sloped — y } :| (4.5.8)
good (z,y)

h>k—2j | good ) |
Top,,, M Bottomxy} ) (4.5.10)

< (er)l et | (511

< cl good(%w}zcﬁf , (4.5.12)
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where, from the sequence of inequalities above, beginning from the probability of a sloped ridge event occurring
S
in (4.5.4), in (4.5.5) the independence of the probability measures P% [ . ] is employed so that a factorization

over good (x,y) can be obtained, instead supported with the measure PgDS[ . ], instead of with Pf;[ . ], in
(4.5.6) the conditional pushforward of { Top,,, % Bottom,,, } is upper bounded, from (CBC) in (4.5.2),

7

with the conditional event,

(1—co)k‘+1

()" [

[=m,m]x[(y—1)r,(y+2)r]

h>k—27
{Topx,y 7)] BOttOmxyy | fSloped U{ XSloped = X }} ’

7

hence providing a pushforward under P . ], in (4.5.7) the probability measure from

(&)
[ mix[(y-Ur,(+2)r) | ]> under the
same boundary conditions ( & ),, in (4.5.8) the weak infinite volume limit of P,, — P, is taken for
m — 400, in (4.5.9) the conditional probability from the event,

/

good (z,y) in each D is upper bounded with the probability measure P

l—co)k‘-i-l

3

h>k—2j
{Topx,y T] Bottomx,y ’ ]:(Sloped U{ y Sloped _ y }} 7

is less likely to occur than the unconditioned event,

h>k—2j
/ Bottom, ,
Y

3

{ Topx7y

gs )//
Zx[(y—1)r,(y+2)r]
appearing in the upper bound provided in (4.5.8) is raised to the cardinality of good (x,y), in (4.5.11) a lower

bound to (4.5.10) is provided with suitable cg 7, where the cardinality of good points satisfies,

when the pushforward, taken under P [ . ], is computed, in (4.5.10) the same probability

|good (z,y)| < % :

and to conclude, in (4.5.12) the final upper bound, as stated in Lemma 4.5, is provided with Cr 7.

To provide the form of the exponent to which the free energy for the six-vertex model is raised, we also present
the following arguments.
4.7 Incorporating results from Lemma 4.5 and Lemma 4.6

See the following, pertaining to Definition 710 and Theorem6V 2, respectively introduced at the beginning
of 4.3, and at the beginning of 4.4.

Proof of Theorem 6V 2. From previous arguments, a lower bound of the following form,

Sloped
é’ P

Pl > P%Sloped f810ped‘ R Sloped U { X Sloped = X }:| Pﬁ |:R Sloped’X Sloped = X:|

(Lemma 4.5) Sloped
Z C]:,R P)’;} P |:R Sloped‘ X Sloped = X:|

gsloped
ZC]:,RP@" [%%] )
(% vV dependent lower bound)

where,

5SIOped

Sloped Sloped Sloped _—
P = PSR Stowed | FSoped | { p Stowed X}] ,

holds because the sloped ridge event is a subset of the union of vertical x- crossing events contained within
z ( o ) induced by each 7;+, and ;. Recall the denomination provided for % ¥ in 4.1,
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Y = U {54\1 h>ck 54\2}
j: F1EB(O) , F2ET(0) 7

y

An
N
.

From Lemma 4.6, the probability P’ admits the upper bound Cr g,

(58 )” h>k—2j | good (z,y) ‘
Crr 2 (PZx[(y—1>r,(y+z>r][Topx,y < Bottomx,y] ) > P,

which can be applied once more to obtain the relation below,

gSloped h>cok—j

P s 001971 % (0} 5 ) o}
. é-Sloped

= Py sy oy [0 1077]] x {0} X5 [, m] x {n}]

(% V dependent lower bound) , (Lemma 4.6) ope -1
> (Crr PS ]l el (4.7.1)

Next, also recall that the probability of the union of x-connectivity events, % ¥, consists of vertical x-crossings
occurring for every ;+ and vr4;+. The pushforward of %%, under the probability measure with sloped
boundary conditions supported over &, admits a lower bound dependent upon a perturbation of the sloped
free energy function away from 0, in which,

P [ V] > exp[MN (ge(B8) — g(0)) + O] (4.7.1.1)
= exp[M N (g(8) — 9.(0)) |exp[O]
(4.7.2.1)
> €exp [MN(QC(B) - gc(o))] ) (472)

which includes a prefactor that is dependent upon the number of preimages of T given by (Property Two) of
T’ introduced in 4.3. In (4.7.2.1) to obtain the final lower bound, there exists a sufficiently small, strictly
positive, €, which satisfies,

exp[o(l)] Eexp[O] > e(N,M) — 0, as N, M — +o0o .

Hence, the directionality of the following inequality,

‘—1

Jg00d (o)
} , (4.7.3)

(B [ ]l el s { exp[MN (ge(5) = 9¢(0))]

is preserved after applying a monotonic transformation dependent upon the rescaled quantities for N and M,
n and m, respectively, by raising the inequality in (4.7.2) to the reciprocal of the number of good points in
the finite volume cylinder. From the exponential lower bound dependent upon the sloped free energy function
in (4.7.8) above,

€ €Xp [MN(gC(IB) - gc(o))] ) (4.7.3.0)

from the finite-volume prefactor in the possible number of preimages under the pullback (T’ )71 given by
(Property Two) of T" introduced in 4.3, therefore implying an equivalent formulation of (4.7.3) with (4.7.3.1),

( ESloped

P, [ag/y/})’good@yw Z{eexp[MN(gc(ﬂ)—gc(O))] (4.7.3.1)

} |g00d (2]

From a previous result introduced at the beginning of Section 8 for Russo-Seymour-Welsh in the strip from
Theorem 6V 1,
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Sloped gsloped

(¢ PG Onzas(Gnnan)) ) 2 PET L N0, < (0 2%

Z><[0 N]

Z x {n}] , (4.7.4)

the lower bound that is dependent upon the probability of connectivity between [0, [§'n]] x {0}, and Z x {n}
holds. From (4.7.4), incorporating lower bounds obtained for either the probability of a connectivity event
between 1 and 1 occurring, or for the probability of occurring, yields the lower bound, from (4.7.7), below,

Sloped (4.7.4) Sloped h>cok ¢
PgZXEE)n’N] [Onzek(6n,nRn)] > < P%x[p 781,27 +61] [[0 [6"r]] x {0} 3 r}j [—=m,m] x {n}})

(471) ’ ope ood (x -t 4

> ((mPfSl i d[@/v/])\g dew] e

(4.7.1.1) o

> CC/((C}-,ReXp [MN(gc(ﬁ) — gc(o)) + O] )‘good (x,y)‘_ )

(4.7.2), (4.7.8) _, N wood (za| "
> © (eC]:VReXp[MN(gC(B) — gC(O))DC ’g d ( ’y)’
= CC’ good (z,y)r1 C'| good (:r,y)}il (C].‘ )C"good ($,y)‘71
«(exp[MN (3e(8) — 0o (0)]) T o]
(4-57-5) (CchClC}‘,R) ‘good (r,y)rl ( [MN (gc )] )C |good ,y)r
(4.7.6)
> CcefR( [MN(gc )])
(4.7.8.1) ‘—1
> Cc,e,f,R (exp [MN (gC )})
= Cee(exp[MN (ge(B) — ge(0 >)])C' goot () ’ o (477)
where, in (4.7.5),
—1 —1 —1 , —1 —1
(x,y)| ,y)‘ (CC&J,R)‘good (x»y)‘ — (Ce)C ’good (wvy)’ (Cc,e,F,R) ’good (x,y)’

= ( (ce) C/Cc,e,]-‘,R) ‘gOOd (vv) ‘ h
= (CC’ C'Cr ) ’good (Iyy)‘_l

A )
while, in (4.7.6), the inequality between constants,
c'c ‘good (wyy)r1
(C € C]-‘}’R) > Cc,e,_/—-,’R = CC,G )

holds for a suitably chosen constant C . r® which bounds the product of constants, provided above, from
below with C,.

Hence,

ope (4.7.7) " good (x -
Po o [OnzaeOmmam)] = Coe (exp[MN (gu(9) — gu()]) 1t ]

from which we conclude the argument.

With these results, we progress towards concluding RSW arguments for the six-vertex model.

5 Logarithmic delocalization of the height function under sloped bound-
ary conditions

5.1 Lower bound from 5 ™™

In this section, we collect the following results. First, we modify one expectation value that is introduced in
[11] for logarithmic bound on variance of the height function,
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= i ES [n(0)%] |
v 5:8An—r>?l—nl,0,+1} A, [ (0)7]

to instead hold for sloped boundary conditions, with,

gSloped
n

gsloped

By, [0,

= v,%s = min

gSloped; gA,, »BCSloped
in which the boundary conditions over which the infimum is taken do not have to be over {—1,0,+1}. With this
modification to vy, arguments from logarithmic bounds for the height function under flat boundary conditions
can be applied to the height function under sloped boundary conditions, upon taking into account differences
in the scales across the annulus

S S
Lemma 5.0 (lower bounding oS across longer scales with oS across shorter scales). Fix ¢ € [1,2]. For R > 1,

s s
v%’n > 'U% +cn o,
given a suitably chosen R’ < R, and a strictly positive constant c,,.

Proof of Lemma 5.0. Consider the crossing probability for the annulus, from the absolute value of h,

Sloped

PL o [Opgsk(n, Rn)]

It suffices to show that the quantity above, for the annulus, across the restricted scale from n to R'n, occurs
with positive probability, and more specifically, some probability greater than % for n sufficiently large. To
this end, fix boundary conditions £5. From our choice of ¢35, minimizing the expectation value for the square
of the height function at the origin, as provided in the modification to v, with v%s. Given sloped boundary

conditions (fs)' > ¢Sloped | the aforementioned observations amount to the following lower bound,
Sy/ Sy/ Sy/
vign = ES 0002 > B [(h(0) +k)?) — Vo
8) +ko
= B, ' 1(h0)"] - Vk

n

(CBC) é—Sloped

>, (b0 = Vo, (5.0.1)

where kg is a strictly positive parameter from a set Iy, which is the collection of all kg satisfying,

Iy = I(ko) = {ko € N : (&%) — ¢oloped > o}

Furthermore, in the arguments above, the sloped boundary expectation of the square of the height function
at the origin can be decomposed as,

S S S
E?\R/n [h(O)Q] = EiR/n [h(O)Q 1O\h|2k(n:R'n)] + Ef\R/n [h(0)2 1O|h\2k(an/n)c:|

In the equality above, the expected value of the square of the height function at the origin can either depend
upon Ojp>(n, R'n), or upon the complementary event, Ojy>(n, R'n)¢, occurring with positive probability.
To lower bound the first expectation dependent upon O, h|2k(n, R'n), observe,

S S S—k
BL (M0 1o, mrm) = O, ELRO?PS [2=9, (DOM-SUM)

domains 2’

holds in which the sloped expectation can be expressed as a summation over admissible 2’ from the set
of all possible realizations &, similar to arguments previously given for Lemma 4.1, and for Lemma /.5,
respectively in 4.8 and in 4.6. Proceeding,
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S EShO PS o=g) PUE ST B m0) P (2= 2 (5.0.2)

domains 2’ domains 2/

S ES[(h(0) + ko)) Pi’/" 2 = P (5.0.9)
domains 2/
(5.0.1) , he—s—h

’ gsloped 2 ,
> d Z ; (B, | + Vho ) P§ 2= 9 (5.0.4)
fSloped 2 ’ Zsjk / gsfk /
o By, hOPIPY [2=21+Vke Y, Py 12=7]. (5.0.5)

domains 2’ domains 2’

In the sequence of rearrangements above, in (5.0.2) the (DOM-SUM) expression, as a decomposition over 2’
is applied, in (5.0.3) a shift by ko to the square of the height function at the origin is incorporated, with a
corresponding shift of ky units downwards to the boundary conditions &5 on the expectation, in (5.0.4) the
previous bound obtained in (5.0.1) is applied, in addition to the symmetry h <— —h, in (5.0.5) an equivalent
summation, from two terms taken over domains %', is obtained from the lower bound to (5.0.3) with (5.0.4).

We conclude our arguments for the lower bound of the first expectation value with,

(5.0.4) Sloped S—k S—k
(5.0.5) = EY " [A0)] PY [Opsk(n, Rn)] + ko P [Oppysr(n, R'n)]
Sloped S—k
= (EY (0" + Vo) Pi . [Opzi(n, Rn)]
S
> (Ug +vko ) P O|h|>k(n R'n)] , (5.0.6)

R/n

concluding the lower bound for the first expectation.

S
Tg) bound the second expectation dependent upon 10\h|2k(n7 Rm)e in the decomposition of ES .
observe,

Slope: (FKG_‘hI) Slope
ES U000 | B > xS over A, ] > BT [R(0)% | B > €9 over A, . (5.0.7)
in which, for ySlored > ¢Sloped o ditionally upon the absolute value of the height function on the complement
of Agr,. Next,
(5.0.7) > min ESloped[ 0)* ||| > gSlored gyer AS, ] > min E£Sloped[ (0)%]
T gstoped.gn,, BCSloped A "7 gsioped g, sBCSoped MR/n
_ €8
=v, |,
(5.0.8)
concluding the argument for lower bounding the second expectation, as,
s (5.0.8) .5 _ ,Sloped
Ef [0 Lo, mame ] > v5 PR [Opsk(n, Rn)°] . (5.0.9)
Altogether,
s s s (5.0.1), (5.0.6) , (5.0.9) 5
Ug/ ) = E?\R/n[ h(0)? L0}, 51 (n, ) ] + Ej R/n[ h(0)? L0y 1(n.Rn)e ] = ( v + Vo )

S

—k S Sloped c
xPf,, Opis(n, Bn)] + o Py Opsi(n. R'n)°] = Vo
(5.10)

S—k Sloped c S
= (Pin/n[o\h\zk(n7 R'n)] + PE ) . [ Opp=x(n, B'n) 1) v

+\/>PA, [O)pjzk(n, R'n)] \/%

> ng + \/ P S * (’)|h|>k(n RTL — k()
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Slicey+1

Slice,

Figure 38: A depiction of incident gray faces to the boundaries induced by the existence of paths ~y; and vy
in the cylinder considered in the previous section.

where, in (5.10) after substituting in the lower bounds for each expectation value from (5.0.6) and (5.0.9),
n (5.11) common terms with UELS are grouped together, in (5.12), the fact that,

Sloped

S—k c S S
(P Onsatn, R+ P Ol )] o > o
holds because,

S Sloped

k
PgR [O1p>k(n, R'n)] +PA o [O1>k(n, R'n)] >0,

implies that the given lower bound in (5.12) holds for (5.11). To ensure that the random variable,

S—k
VkoP§ o Ok (n, R'n)] — Vo

given in (5.12) is lower bounded with some ¢,, > 0, observe,

VEPL ) [Opsi(n, Rn)] = Vo = (P C’)|h|>k(n R'n)] —1)v/ko
> (P§ " [Opzu(n, R'n)] = 1)eg (5.13)
> cicg > oy (5.14)

where, in (5.1.8), there exists a strictly positive, suitably chosen, cg so that v/kg > ¢o, while in (5.14), there
exists a strictly positive, suitably chosen, c¢; so that,

S

k
PiR [Opk(n, R'n)] > e,

because, as a probability,
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S—k
1> PY [Oppsk(n, Rn)] >0,

hence yielding,

s s
v%,n > va +c, ,
from which we conclude the argument.

In addition to the previous Lemma, also introduce the following result for lower bounding the probability,
under sloped boundary conditions instead of flat boundary conditions as provided in Lemma 5.2 of [11].

Lemma 5.1 (annulus crossing probability across restricted scales from the absolute value of the height func-
tion). For every k > 0, there exists ¢, C,ng > 0 such that for all N > N’ with NTI >n > ng,

S -
PS, Onze(n, V)] 2 1= C(45)°

for gS ~ BCSIOped.

Proof of Lemma 5.1. We directly apply the inductive argument provided in [11], introducing modifications
to the inductive step with the sloped boundary conditions on the six-vertex probability measure, in addition
to introducing other modifications throughout the inductive argument through different conditioning on the
absolute value of the height function. First, denote the annulus with inner radius r; > 0, and outer radius
rg > 0 with A( ry,72 ). In particular, set Ay = N, fix i > 1, and for ¢/ < i so that 2° < 2" < N' < N <
9+l < gitl

Sloped Sloped .
P (Opon(n, M) = P [Opi(n, 27 )
(FKG_‘hD Sloped .
> Py (O (n,27n) [|h] < €317 over OA,y,] (5.1.1)
(Sl\_/IP) (&-Sloped)/ y
(fSIOPed)?SgSlOped 21 [O|h|2k+£810pcd_(éSloped)/ (n, 21 n)] (512)
. (gsloped)/ l i
2 (gSloped)lzafl‘{n_)BCsmped p [O|h|Zk+£Sloped_(£Sloped) (n,2 TL)] (513)
2V n
(CBO-h) s ,
P {O|h|Zk+£510ped_(£sloped)’ (n,2"n)] (5.1.4)

&'S < (é‘goped)/

where in the series of rearrangements above, beginning in (5.1.1), (FKG — |h]) is applied so that the probability
of the annulus crossing, Oj;>1(n, 2¢'n), is bound below by a conditionally defined event, under On=k(n, 20'n),

is still pushed forwards under Pgsbped[ -], in (5.1.2) by (SMP), given boundary conditions ~ BCS°Ped for
which (g8loped)’ < ¢Sloped 1o difying the height required by the annulus crossing O, with height k + ¢Slored
(¢51ped) instead of k, yields a lower bound for the crossing probability in (5.1.1), in (5.1.8) a lower bound to
(5.1.2) is provided through an infimum over admissible boundary conditions ~ BCS°Ped for which the annulus
crossing O‘ h|> k- £Sloped _ (gSloped)’ (n,2"n) occurs with positive probability, and finally, in (5.1.4), given admissible

boundary conditions ~ BCS°Ped_ for which ¢5 < (£519Pd)’ | a lower bound is obtained with (CBC — [h]).

From the final lower bound obtained in (5.1.4), we make use of previous arguments to obtain the lower bound,

Sloped

Opisr(n,2"n)) < (1-8)"

2i'n

given &' = §'(k). First, for i = 1, by strict positivity of the crossing probability across the annulus, the annulus
crossing probability across 2n admits a similar lower bound as in the inductive argument for flat boundary
conditions,

Sloped J>0 £Slopcd

P (Opysn(n, 27n )] > P

2i'n

[Oth‘-i-j(na 2i/n)6] Z 5/ )

2i'n
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where,

§'(k) < o(k)

from which, directly applying inclusion of events and conditioning on |h|, as provided in [11], yields,

Sloped -1 Sloped -/
2i/np [Opzk(n, 2" n)°] < P;/np [O)h>£ (21, 2" 1) N O >k (1, 2n)€
Slo ed .,
= P 020,27 )
Sloped -/
xPS " [Opysk(n, 20)°| Ok (20, 27n)°]

Denoting,

Slopcd

P= P [Opzk(n, 20)°|Op=k(20,270)]

recall that the conditionally defined measure on the absolute value of the height function,

Sloped
Pl]= P;/np Ok (0, 2n)° ||

satisfies (FKG — |h|), in which for two increasing events & and &,

Pl&iN&] >P[&] Pl&]

With further rearrangement from previous steps above imply, again in a similar vein to arguments provided

in [11], in which, upon modifying the conditioning upon |h|,

(CBC*‘hD gsloped

> P [Opgsk(n, 20)|Opysk(20,270")

for suitable n’’ > n, for which,
Sloped

PS " (O (20, 270" < P

Sloped

O psr(2n,270)]

because,

Opn=k(2n,2"n")° C Opy=p(2n,27n)°

which in turn gives, beginning with an application of (FKG — |h|),

(FKG_‘hD ope .,
P < PO [Opsr(n, 2n)° ][] < €997 Vo € A 20— 1,270 )]
On>k (2n,2i,n)
P

O‘h‘Zk(Qn,Qlln)

N

éSloped
2i'n

IA

[Onz(n,20)°[|h] < €74, v € A(2n ~1,27n)]
(SMP) 1 (estoren

o [thk(n, 2n)]

(CBC) Slopedy
< éf,np ) [thk(n, Qn)]

_ (¢Sloped
P2i$i - [Onzk(n, 2n)]

Sloped ,
=1-P{ "4 [Onzrry(n,20)]
<1- 6F )

h<r—h

(5.1.5)

(5.1.6)

(5.1.7)
(5.1.8)
(5.1.9)
(5.1.10)
(5.1.11)

where, in the sequence of rearrangements above, in (5.1.5) P is upper bounded with the conditional probability

on the absolute value of the height function in the annulus A( 2n — 1, 2'n ) with (FKG —
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Enviy,

— 1 Sliceyy;

Slice,,

b Slice, ;

Figure 39: Two exploration sets of the environment of random faces within the interior of the cylinder from
arguments used in the previous Lemma. Depicted above are two exploration sets, Envg, and Envgq, each
of which contain a nonempty subset of faces in the cylinder. Envy is positioned insofar as to intersect with
the right cylindrical boundary, in addition to the top and bottom portions of the cylinder, while Envyq is
positioned insofar as to intersect more faces in the bulk of the interior of the cylinder, while sharing all of the
faces that were contained within Envy.

annulus satisfies the containment 2¢n C .A( 2n—1,2"n ), in (5.1.6) the annulus crossing probability in (5.1.5)
is upper bounded with the same conditionally defined annulus crossing event, which is instead dependent
upon h rather than |hl, in (5.1.7), by (SMP), the probability measure supported over 2/ n is equivalent to the
probability measure with the same support, but instead with annulus boundary conditions (£51°Ped) 4 > ¢Sloped,
where the boundary conditions in (5.1.6) are dominated by the annulus boundary conditions, in (5.1.8), by
(CBC), an upper bound to (5.1.7) is obtained with (£51°Ped) 4, > ¢Sloped) , “in (5.71.9), the symmetry h > —h is
applied, in (5.1.10) an equivalent random variable for the probability given in (5.1.9) is obtained by subtracting
1 from the probability, instead under boundary conditions —(£51°Ped) 4, which is used to push forward the
annulus crossing event Op>p4;(2n, 2i/n) across higher level lines of the height function than required by the
annulus crossing event Op>5(2n,2¢n), in (5.1.11) a final upper bound is obtained by making use of the fact
that the annulus crossing probability, from previous arguments of Theorem 6V 0, can be lower bounded with
a suitable dg > 0.

To conclude, given that the induction hypothesis demonstrates that the inequality holds for ¢ — 1,

Sloped Sloped

Opsr(n, 2" 1)) < (1-8) 7 = P [Opsr(n,27n)) < (1- )"

2i'n 2i'n

from which we conclude the argument.

Proof of Theorem 6V 0. Begin with the annulus crossing probability,

—~

Sloped ) Sloped+i/ % Sloped
gD Y [Op>k(n,n'n)] = P% ’ [Op>pkyir(n,n'n)] > P% ’ [Op> ki (n,n'n)]

where, in the sequence of rearrangements above, in (*) we obtain an equivalent expression for the first annulus
crossing probability by shifting the boundary conditions, in addition to the threshold height of the crossing in
the annulus crossing event O for some i’ > 0, and in (**) the fact that ¢51°Ped 4 4/ > ¢Sloped readily implies
that the crossing probability obtained in (*) dominates the crossing probability obtained in (**).

Next, from an application of a previous result,
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Sloped Sloped 1 Sloped Sloped
T Onsk(n,n'n)] = P [Onsk(n,n'n)] > Z P, [Opsk(n,n'n)] = PY [Opsk(n,n/n)]
(>I<>l<>l<)

with A = D, and A’ = Ag, so that A D A’. For 1 < ¢ < 2, fixing sufficiently large integers so that the annulus
crossing probability above, for h > k, implies an exponential lower bound as a function of the sloped free
energy,

&-Sloped

P [O(6n, ngn)] > exp[C (') (9:(8) — 9.(0))]

where, as shown in previous arguments, the parameter at which the sloped free energy function is evaluated
at away from 0 is,

L3

=5
nr

From such an exponential lower bound, further manipulate the probability from (***), in which, for suitable,
strictly positive, n” >n' >n > 0, and 7,

Sloped (SMP) Sloped\/
ianN [Op>ktj(n”,npn”)] = PS\ﬁRn ) [Oh2k+j(n/’,n3n/’)|h = ¢Sloped yer 8Aan//]
(*) Sloped\/
< PR (O (0 )]
(**) Sloped\/__;
= Ps\ﬁRn ) = [thk(n”,an//)]

(%) opedy/_;
(XSI P d) —j [thk(n,, an/l)]

Sloped/_;
ope )’ Vi [Oth(n7an”):|

Sloped)/_j [thk(n, anl>:|

ATLRTL
X
< Py
(FHHER)

< P

nRN

Sloped
é’ P

(CBC) /
< Pi, . [Onsk(nngn)]

where, in the sequence of rearrangements above, modifying the support of the probability, that is first taken
under boundary conditions £5°P¢d | and then under (y51°P¢d)’ with (ySlored)’ ~ BCSPed heing the boundary
conditions over JA,, ., of the annulus crossing Op,>k(n, n'n) occurring can equivalently be expressed with the
conditional crossing event provided in the first line. Next, in (*), an upper bound to the probability expressed
with (SMP) can be obtained by only pushing forwards the annulus crossing event, instead of the conditional
annulus crossing event. In (**) the probability from (*) can be equivalently expressed by shifting down the
boundary conditions (x5°P°)’ by some strictly positive parameter j, with appropriate modifications in the
height required by the annulus crossing. In (***) the probability obtained in (**) can be upper bounded
because, from our choice of strictly positive parameters n, n’ and n”,

Op>k(n',ngn”) C Opsip(n”,ngn”)

as the annulus crossing event between n’ and nzn” is strictly contained with the number of faces required for
the annulus crossing event between n” and ngn”. Along similar lines, in (***%*),

thk(n,an'/) C thk(n/,an'/) R

implies that an upper bound to the probability in (***) can be obtained because the annulus crossing event

between n and ngn” is strictly contained within the number of faces required for the annulus crossing between
n’ and ngn”. Finally, for (*****)

Op>k(n,ngn’) C Opsk(n,ngn”) |
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implies that the last upper bound in the sequence of inequalities above can be obtained, for the same reason
as cited in previous steps, hence exhibiting that the desired lower bound holds, as,

Sloped
é P

Pi, [Op>k(n,ngn’)] > exp[C’ (r’)Q(gc(ﬂ) —9:(0))] >0,
from which we conclude the argument, with D = Ay, . o

With the two previous results, in the result below we obtain an upper bound on the sloped variance of the
height function, which, recall, was introduced following Corollary 1 in 1.35.

Proof of lower bound on the sloped variance from Corollary 6V 1. Under the sloped variance,

ESloped

height function shift invariance §SIOped+l///
Var}, ar

[1(0)] = & [h(0)] | (SLOPE-VAR)

l///>0
which can be further rearranged insofar as to obtain the following lower bound,

(FKG_Ihl) ope (CBC_|hD ope
(SLOPE-VAR) =~ > = E§""[h(0)% —4[¢Sord2 > ES " [n(0)2] |h] < €57 over D\A,]

_4|€Sloped |2
from which, by (SMP), the above sloped conditional expectation in the final lower bound is equivalent to,

ESloped

E}  [h(0)?] |h] < €519Pd over D\A,] = EE " 0uan [h(0)4] > 08

which can be bounded from below with the infimum over sloped boundary conditions for which the sloped
S
expected value of the square of the height function occurs, as provided in the definition of o5 Finally, from

S
the choice of parameters used in arguments earlier in the section, o5 itself admits the following logarithmic
lower bound,

U,%S > ¢ylogln]

for suitable ¢,,, which, upon adjusting constants if necessary, can be equivalent to a lower bound,

C, log [d(a;, y)] ,

for suitable Cy,, from which we conclude the argument.

We also make use of previous arguments to establish the lower bound of the delocalized phase, with the
following.

Proof of the lower bound of the delocalized phase provided in Theorem 1.1. The argument is nearly identical to
that provided in [11]. The differences in the argument result from the lower bound to the conditional balanced
expectation of h(y)? with sloped boundary conditions instead of an infimum of a pushforward taken under
D [-] for [£] <1 in finite volume, which was then shown to admit a product lower bound of some constant
: : o d@y)

with a logarithm in % 0

From the lower bounds, with a similarly defined quantity taken under the sloped expectation, we obtain the
remaining upper bounds, first for simply connected domains which is then extended to the torus.

111



gsloped
n

5.2 Upper bound from w

Modify the expectation value for w,, defined in [11] as,

w,= sup Ep'[(0)7] ,
ODNAR#D
with,
S Sloped
wS =w, = sup EéD "1h(0)?
ODNAR#D

which we further manipulate in the following result.

Lemma 5.2 (lower bounding the sloped expectation value). Fix ¢ € [1,2]. Vn > 1, there exists C’' > 0 so that,

wan < wp +C'
in which the lower bound for the sloped expectation value across scale n is of scale 2n.

Proof of Lemma 5.2. Introduce the following random variable previously analyzed in [11],

KEinf{k21:8D<—>An} ;

from which the connected components of faces over which |h| < k on 0D, is given by,

Cr=J{FZieF(D):{Fi¢ Cor} n{Fi ¢ Curr}} ,

1>0

in addition to the exploration process about which each cluster up to C} can be explored, through the
revealment procedure for an arbitrary cluster Cy,

Reveal(Ck) = U {ﬁ CFD): FNCy # (Z)} ,
k>k'>0

in which there will exist some cluster Cxy1 for which Cy1 N D = (), after which no more additional executions
of the revealment procedure will be necessary. For the subset of faces bound within D that are complementary
to C, denote,

Q= |J{VkeZ,3FCF(D):ZnC
u>0

0
as the collection of all faces in the complementary region in D to each C, D\C}. From £, introduce,

gsloped

ES  [h(0)%] Z P%Sloped h(0)*|Q = 2", h = &y over Cy

domains 2"

boundary conditions (5@)

gSloped

x P35, [QE.@”,th@ over Ck] ,

as the decomposition of the sloped expectation of the square of the height function at the origin, which is
dependent upon the total number of possible realizations of domains, and corresponding sloped boundary
conditions.

Introduce the probability for an annulus x-crossing,

Sloped [

PED E‘Zk(n)} ; (Annulus-z crossing)
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which admits an identical upper bound through the following series of inequalities introduced for flat boundary
conditions,

OTMZ"’(”)Q(OEZ'IC(TL)UOT(Mg*k(n)) Sloped

(Annulus-x-crossing) < P%Sloped [Oﬁzk(n)] + P [Oﬁg—k(n)]
P'SSloped[Ox ( )]<P€Sloped[ox ( )}
D r<—k\MISF D h>k\T Sloped [ Sloped
S PL, " [Oak ()] +PL T [OFk(n)]
Sloped <
= 2P, k()]

Under ¢8tred  BCSPed it will be inductively demonstrated that,

Sloped
Py " [Oksan (n)] < exp(—ck')

for k > k', from which it suffices to first demonstrate that the inequality holds for ¥’ = 1, in which,

Sloped
P}, [050(n)] <exp(—c¢) |

as the level lines of the height function need to exceed two in order for the annulus x-crossing event to occur.
In line with previous observations and remarks for arguments to obtain the lower bound through previous
induction arguments, the arguments will demonstrate that the statement holds for ¢ + 1, from which it will
also hold for i. From the x-crossing across the annulus introduced previously, rearranging the conditional
probability below yields,

one SMP ope
P§l ped szJr](n)‘Oszin U {@H = D} ( = ) P?@S’l,p d [ ZZkJrj(n)] , (] z-annulus CTOSSing)

for 2" the x-loop that is the closest to the finite volume boundary. Upon performing a global downwards
shift of the height function, is equivalent to the following probability under appropriately modified boundary
conditions,

. . sl a_. §Slc.)ped
(j x-annulus crossing) = Péj,,ope 3/[ hekj—g (M) = P kg’ ()]

given that the modification to the height function crossing, k + j — j’ for the boundary conditions f,fl;’,p od

Y

which are £51°P¢d shifted downwards by some strictly positive translation j', satisfy,

k+j—j >0 .

As a result, to demonstrate that the inductive step holds, which hence would imply that the annulus crossing
probabilities from the absolute value of the height function exponentially decay, write,

é.Sloped ESloped

” x g h>k+j—j'
P [Ofspyj_y(m)] < Pl [0An(2) 57 c0Aon(2)]

in which, from the upper bound above, the x-annulus crossing probability from the event Oj., g (n) is
dominated by a crossing of height h > k + j — j', where the two boxes A, (z), and Ag,(2), denote,

An(2) = {2 ¢ D : |0\, (2)| = 4n} |

and, similarly,

Agn(z) = {2 ¢ D : |0Agn(2)| = 8n} .

Further analyzing the connectivity probability between dA,, and 0As, yields an equivalent random variable,
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gslg})ed h>k+j_j’ 551?}39(1
PJil [0An(2) 57 x OMan(2)] =1 - P/ X h——1(A(n,2n) + 2)| -
h < 621;-’? b over Agn(2) \ 27| . (%" probability)

where, in the (LHS) above, for the interior of the region 2", which we denote with 7 , the support on the
conditional probability measure is given by,

Z' = 9" U Nop(2)

for which,

(2" U (2))NZ #0

in addition to the modified annulus x-crossing event, which is explicitly given with,

B Sloped h<k+j—j'—1
zgk_;’_j_‘]/_l(A(n,Qn)—"Z):{VZ¢D,E| ﬁl,yQGF(%”) :PEJN ﬁl Am) g2:| >O} y

where the x-crossing within A(n,2n),

h<k+j—j'—1
—
A(n,2n)

{7 Fa}

occurs with positive probability.

From this conditionally dependent probability upon the value of the height function attained over the com-
plementary region to %’

From a previous expression, rearranging yields,

(%" probability) > P%;n(z) hebrjj1(Am,2n)+2) | h< f,f}?})ed over Agn(2) \ 2"| |

(Z" lower bound probability)

where, in the lower bound above, the probability measure supported over the translated box, by z, of side
length 2n is taken under &, ~ BCSopred,

Sloped .
To perform the inductive step, set P 57" [] = P];f, [-] to lighten notation, and next, observe,

P'ﬁ’ff [8/\”(2) h2<’ij>‘jlx 8/\2”(2)] < P%;n(z) [aAn(z) hZ(’ij)—j/X aAgn(Z) }Cl] ((@//1)
which can be further upper bounded with the probability,
n h2k+ j—j’'—n
Pizn(z) [8An(z) jH] OAa, (Z) ‘C’] 7 (%//2)

where,

C'= {k+j—j —1<h<k+j—j+1over Aou(2)\ 2"} ,

and in the sequence of rearrangements above, in (#”1), we make use of the fact, that conditionally upon the
absolute value of the height function in the region outside of Ay, (z) over which the probability measure in the

upper bound to pkgl’[ DA (2) h2f i

conducive for making the connectivity event { dA,(z)

x OAg,(2) |, that conditioning upon the value of the height function is

hz{ij;jlx OAsy(2) } occur, while in (£”2), we apply
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Figure 40: A depiction of the finite volumes, OA,(z), and OA2,(z), which is used to form the conditional
crossing event used in arguments below.

additional arguments to conclude that an upper bound to (%" 1) exists, when instead the conditional crossing
event pushed forwards under , which, as an annulus event that is not an x-crossing, satisfies

h>k+j—j"—n
J=J

(00, (2) "ZEST 0hgn(2)) C {0ML(2) Ohon(2)}

for suitable, strictly positive, n, so that, upon the conditionally defined probability measure,

(2"1) < (%" 2). Proceeding further,

h>k+j—j'—n
>

(#"2) =P [8An(z) ONan(2)|€an +1 2> h > & —1 over Agn(z) \ ’97/]
(1.1)

— €2n th+J—3/ . ./ A///

= PAQn(Z) aAn(Z) — { 8A2n(z) N { o >k+j— } } ‘ §on +12>h > &, — 1 over A2n(z) \ 9 :|

(1.2)

(FKG—[n)) B>k~ i 4
< P%;L(Z) |:8An(2> Hj ’ { aAZTL(z) n { £2n >k +7— .]/ } } T

’ Con + 1> |h| > &an — 1 over Agy(2) \ _@’]

(1.3)
(1.4)
= P [00n(2) ST 0 (2)]
(1.5)
_ h<k+j—j’
=P [0 () "ES T 9hgu(2)]
(1.6)

where, in the sequence or rearrangements above, beginning in (1.1) the probability given in (#2” 1) is equivalent
to the given conditionally defined event above pushed forwards under Pffz" ) [ . ], in (1.2) the conditionally

115



defined probability that (%" 1) is equivalent to is also equivalent to the probability, under the same measure

h>k+j5—j' . . . - .
P%;n(z)[ - |, that { OA,(2) N { OAon(z)N{ &y > k+j— 4 } } occurs, in (1.8), the probability in

(1.2) is upper bounded with the same conditionally defined event in (1.2), with the exception that |h|, instead
of h, appears in the connectivity event, in (1.4) an upper bound to (1.3) is obtained from the connectivity
event dependent upon |h|,

{aAn(z) stiar o) { Ohon(2) N { Eon > k+j— 3} }} :

because,

{8An(z) s el { Ohon(2) N { Ean >k +5 — 7 }}} = { O (2) "EEHIT aAgn(z)} ,

while, for the second to last term obtained in the series of rearrangements above, in (1.5) the equality amongst
the connectivity events, namely,

{aAn(z) stiar o) { Oon(2) N { Eon > k+j— 3} }} :

with,

(08 (2) "ZEST 0hg(2)}
is applied to obtain an equivalent probability with Pfé"n(z) [ 0N, (2) hzjij;jl OANon(2) ], and, in (1.6), an

equivalent expression for the probability obtained in (1.5) is provided by switching the sign of the height
function, as,

h<k+j—35 ,

is the value of the height function required for the connectivity event to occur, in comparison to,

h>k+j—j .

To conclude the inductive argument, observe,

(CBC) _ . h<k-+j—i'
(1.6) < PREt[on,(2)" 5 OMon(2)] (1.7)
< PX;@%J [Oherriji(n)] (1.8)
=1 - P [Ofcppajy (0)] (1.9)
< 1-P L [Ofckyzjmy ()] (1.10)
h<——h i %
< 1<—IPA;n@)[ hskaai—gr ()] (1.12)
<exp( —¢) (1.13)
)
£Sloped < . n__ ’
PD hszrj(n)‘OthfQ]U{@ :D} Sexp( — C ) 5 (114)

which demonstrates that the induction hypothesis holds for all possible 2”, in which, from the sequence of
rearrangements above, in (1.7) (CBC) is applied so that the probability given in (1.6) can be upper bounded
with a probability, under the same support, and crossing event, except under —&a,, + j, in (1.8) an upper
bound to (1.7) is provided, in light of the observation that,
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Oherri_ir(n) C {0M(2) "E57 0hgn(2)}

in (1.9) an equivalent probability to what is provided in (1.8) is obtained from the similar observation, from
the rearrangement in (1.7), that,

{Oh <ty jyjr (M)} = Opcprojjr(n)

as the x-annulus crossing probability is more likely to occur across the smaller height k + j — 5/, in (1.10) an
upper bound for (1.9) is obtained, in light of the observation that,

hektzj—j (M) C Opcpyij(n)

in (1.11) an equivalent random variable that is provided in (1.10) is obtained under the symmetry h <— —h,

in (1.12), from a second application of (CBC), under boundary conditions k&, j’ fsmped

)

PY7 [Oksiisjmy ()] <P L [Ofsiisymyr(m)]

n (1.13), the final exponential upper bound, in ¢ from the strict positivity of the annulus crossing across
restricted scales, is obtained, hence concluding arguments for showing that the induction hypothesis holds, and
n (1.14), the exponential upper bound in ¢’ to the conditionally defined crossing event, from the x-annulus
crossing probability, is provided.

Hence,

P£51°p6d[ hs0i(n)] <exp( —cik ) =P 5810ped[ o1 (n)] <exp( — k)

for ¢j,; > ¢} >0, and,

Ihl k

P£Sloped [8D An] >1-— C"exp( —ck ) ,

admits the exponential lower bound provided above, which from the induction hypothesis follows by applying
the same argument to,

1 gslopcd

o Pb |Ohzkss(0)|Oiisn; U{2" = D}
for strictly positive C’, which is upper bounded with,

c’ eXp( —c’)

As a result of the above induction hypothesis holding for all k¥ and realizations of 2", fix 2" so that 0 € 2”.
The sloped conditional expectation of the square of the height function at the origin,

Sloped Sloped

B h0)2Q = 9" h =&y over Ci| =B, U [h(0)?]
Sloped 1 ¢Sloped 7/
=gy, T T 00) + 1)
Sloped ; ¢Sloped ’_ Sloped_/ Sloped __ k' —1
= EZ Riea '[h(0)?] + Ex, i 2K R(0)] + (K)
Slopcd_k/ Sloped —k—1
=E_, T [h(0)?] + 2k + (k)
< wfs + 2k + (k )2 (w,%S upper bound)
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where, in the ultimate expression from the upper bound above, the supremum over the sloped boundary
conditions for which the expectation value under boundary conditions §is,1°p0d — K, fslﬂ)m — k' — 1 occurs is

bounded above by the supremum of the expectation of the square of the height function at the origin. Hence,

(wfbs upper bound) < waS + Eg;,, [<2K' + (K’)2>] , (wgS upper bound II)

S
which, as a superposition of a sloped expectation with w% , is also bound below some suitably chosen constant
C}, because,

ES, <2K’ + (K’)2>} = <2K’ + (K’)Z)dP;S,, >0
@//
after which (wflS upper bound) into E%Sloped [1(0)?], which was previously decomposed over pairs of admissible

domains and boundary conditions, with,

Z Pgloped |:h,(0)2}ﬂ = @/l’ h = é@ over Ck:| Piloped [Q = 9//7 h = 5@ over Ck]
domains 2"

boundary conditions (5@)

Otherwise, there exists a large enough constant so that h(0)? can be bounded from above if 0 ¢ 2", from
which we conclude the argument.

5.3 Simultaneously incorporating arguments from upper and lower bound results to the
torus from simply connected domains

Denote the faces of the torus T with F(T). For any such F, the sloped expectation for any face over T is
determined by the restriction of the height function to the face of contact, as,

D I e R TR e W

whose behavior we will similarly characterize with arguments for two additional crossing events, each of which
are dependent upon the absolute value of the height function.

Next, for x,y € F(T), introduce,

Sloped

=ul = Sup{E£C [h(x)?] : F C F(T) connected , with, F N A, (z) # 0,|F| > 2n} |
F

gSloped
n - n -

for the sloped expectation of the square of the height function at the origin supported over the complement
of the faces F' in T, and,

Sloped

s%p{E%c [h(z)?] : F C F(T),F NoA,(y) # 0} .

Sloped
£

=&
n 7“71

for the sloped expectation of the square of the height function at the origin, which is also supported over the
Sloped
complement of the faces F' in T, which satisfies a different condition than what is given in wfb ’

Lemma 5.3 (induction arguments for two height function dependent crossing events). There exists two
constants ¢,C’, coinciding with those provided in arguments for previous results, for which,

P [ B A @)] 21 - Clexp(( k)

and also for which,

B
B
o5

e

(y)] >1-— C"exp( —dk ) ,
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under the assumption that d(x,y) < % for x,y € F(T). Inductively, arguing that each one of the two crossing
probabilities holds, implies that,

forlﬁnﬁ%.

Proof of Lemma 5.3. Along the lines of two induction arguments argued for the, respectively, lower, and
upper, bounds in 5.1 and 5.2, if both of the crossing events under the sloped probability measure are to be
exponentially bounded from below, then,

Sloped

P%c I f‘hle(n)] >1—-C"exp( —"k) ,

corresponding to the first condition of the above Lemma would hold, in addition to,

Sloped

P%c [ |Xh|2k(2n)] >1- C”’exp( — "k ) ,

corresponding to the second condition of the above would also hold, for ¢’,¢”,C”,C" > 0. As a brief
remark, each of the induction hypotheses above are dependent upon x-annulus crossing events, and hence the
directionality of the crossing upon the absolute value of the height function is reversed. For the first claim, to
demonstrate that the claim holds for ¢ first, begin with the conditional sloped probability,

Sloped

P | Ohysiaa ()| Oy () U {2 = D'}, (1)

where, as in previous argument, 2"’ denotes the x-loop that is closest to the finite volume boundary. Further
rewriting the conditional probability above, for k = 2, yields,

gSloped < o gSloped_l’gslopedJ’_l <

P [Ofza(n)] =Py [Ohza(m)] (2)

which, upon adapting familiarly oriented finite volumes that can be centered about some z on OAg,(z), yields,

Sloped __1 ¢Sloped < Sloped _1 _¢Sloped |h|>4
P, T ox ()] < P TN T aA, ()45 0000 (2)]

(2" probability)

Sloped __ 1 5510Ped+1
I

%,,, Oppj<a(A(n, 2n) + z) ‘§Sl°ped —2 < h < g8ored oyer Ao, (2)\ 27|
(Z" probability)

=1-P

in which, from the sequence of rearrangements above, (2" probability) is obtained from (2" probability)
upon modification of the support of the probability measure from 2" to #". With the following, further
manipulation shows that the induction hypothesis holds, in which one of the previously obtained probabilities
would satisfy,
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(9" probability) < PO A () B2 O (2 )]

S o () 22000 ( (2)]1 < |h| < 2 over Ag,(2)\ 2"

) oA (2 VDA (2)|1 < h] < 2 over Agn(2)\ P
' (9)

= PO 9A (1) 00 (2)[1 < [B] < 2 over Agy(2)\ D
' (5-2)

<PET T N () EEC 1< B < 2 over Aou() \G7
)

(Sl\éP) Pilzxz:—k’zn&kén [81\”(2)(@)&{8A2n<z) A {ESloped—k",—l—k’ 9 < ¢Sloped =Ktk ¢Sloped—k/+k | N }
(5)

il:ie; (kb)) (k) [OA (2 )|h|>48A2n( )] ’

(6)

for sufficiently chosen kb, and (k’Qn)/, in which, from the sequence of rearrangements above, from inductive
arguments throughout 5.1 and 5.2, from the probability in (1), associating boundary conditions to the x-
annulus crossing in (2) then allows us to obtain (3), which is a conditionally defined crossing from the
absolute value of the height function, and the values of the height function over Agn(z)\@m. Following (3),
(3-2) is obtained by shortening the notation for the boundary conditions on the probability measure with
gSloped _ 7 ¢Sloped | g7 — ¢Sloped—k'+k' 1.0 which an upper bound for (4) is obtained with (5) after removing
the conditioning,

{1 <|hl <2 over Agn(z)\@m} ,

also, where, in (4 ), the connectivity event is,

N {8A2n(z) N { §Sloped—k’,+k’ —92< é-Sloped—k',-‘rk’ < ‘SSloped—k’,—‘rk” + 1}} ,

Slo ed—k' 4k’
from the pushforward that is computed under P 9,,,p a [-], from which a final upper bound is given with

(6), which does not include conditioning upon the value of the boundary condition §Slof’ed*k/’+k/.

Due to the fact that the support of the probability measure in (6) is also supported over Ay, (z), we are in a
position to apply the final sequence of arguments as provided in (1.7)-(1.14) for the proof of Lemma 5.3, as,
given a similar choice of parameters,

e R A TR D)
<P [Onsam)]
=1 P )]
<1-— Pil:?e(; K [ |h|>5(”)]
= 1-P{ 0 <s(m)] | (1.11 IT)

where, in the sequence of rearrangements above we implement the steps given in (1.7)-(1.11), in which we
begin with an application of (CBC). The remaining steps yield an exponential upper bound, for some ¢’ so
that the third induction hypothesis holds. With a second application of (CBC),

120



(1.111) < 1— P’Xéi/(z) [Opj<s(n)] <exp( —=¢") (Hypothesis II)

from which the statement in the first condition is shown to hold. The same justification for the sequence
of rearrangements above has been mentioned in arguments for a previous Lemma, with the only difference
in the boundary conditions and parameters that are used to change boundary conditions, and the threshold
value of the height of the annulus events, which is left to the reader.

For the second condition of the Lemma, the induction arguments are similarly applied, from the observation
that repeating the same line of observations as given above, for O*(2n) instead of O*(n). That is, with
the existence of another exterior most x-loop as denoted with 2" when arguing that the previous induction
statement holds, rearrangements would yield an inequality of the form,

Sloped—k// ,+ %" hl>4 (1.11 ) .
34:()2) [BAgn(z)kbaAzm(z)] < exp( =), (Hypothesis III)
in which (1.11 IIT) indicates,
Sloped—k'! .+ k" |h|>4 Sloped—k'" +5' ,+k" +5'
i4n(z) [0A2n (2)¢— OAun(2)] <1— PEAM(Z) [Opp1<5(2n)] (1.11 II)

which is used to demonstrate that the exponential upper bound in ¢ holds, for other suitably chosen constants

k" and j” appearing in the shift of boundary conditions throughout different steps of the argument. Altogether,
the previous two induction statements demonstrate,

[ =

Sloped
é’ P

(Hypothesis II) < P, M

2

An(a:)] >1-— C"exp( — 'k ) & w?,sn < ws + O ,

éSloped

h|<k
(Hypothesis I1I) < P, [F |<L> aAgn(y)} >1- C’”’exp( "k ) & ufls < u%sn +C .
2
To conclude the arguments, apply the induction argument as given in the second statement across a slightly
larger scale, which would implicate an upper bound of the following form,

(1.11 V)
[8A4n(z)L£ZA>1 Ogn(z)] < exp( =), (Hypothesis IV)

551oped—k”’,+k”’
Agn(2)

for suitable ¢, k"

and j”, where, as one can expect,

ESlopedfk",Jrk"
ASn(Z)

Eslopedfk”l#»j//,+k”+j”

Ihl24
[0A4n ()&= OAsn(2)] < 1-P5_

[Op<5(2n)] (1.11 1V)

In addition to the previous two statements, this readily implies, for suitable C"”,

Sloped
E P

(Hypothesis IV) < P

|h|<Kk S S
[F = Agp(z)] 21 —-C"exp( — "k ) & u%n < wf

from which we conclude the argument.

Proof of the upper bound for the sloped variance in Corollary 6V 1 for arbitrary domains. We appropriate the
S S
argument for the upper bound from [11], in light of previously obtained results concerning wg and u% . Fix

a face x of a simple connected domain D. Then, the sloped variance,

ESloped

Varj,  [h(z)] = Var%SlopedH, [h(z)] (I Variance)

upon shifting the boundary conditions by some " > 0, from which,

ope: ! (CBC) ope /
(I" Variance) < E%Sl pettt [h(z)?] < EﬁSI Pl [h(x)?] , (CBC 1)
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for ySloped > ¢Sloped 1inimizing the sloped expectation,
E%Slopcd+l/ [h($)2] .
Next,
(CBC 1) = Varly " [h(2)] + BS " [h(@)?

in addition to the fact that the variance term from the equivalent formulation of (CBC 1) above admits the

following upper bound for y5°Ped introduced previously,

gslopcd

VaI'D [h(ﬂj)} S Var%810p0d+ll [h(I)] + 4|§Sloped|2 ’

in which the constant factor appearing in the upper bound with the sloped variance that is taken under ySoPed,
which quantifies the change in variance of the height function that are respectively taken under £51°Ped and

yoloped - Ag g result, for some y even,
(CBC—1h])
[h(x)] < B [a(x)?] |h] < xS over oD] < EL[h(2)?(|h| < €374 over 0D

bal
= EQ"[(h(2) — h(y))?]
(Squared height function difference)

Sloped
X
Vary,

given a suitable embedding of the simply connected domain D into T, in which N > 2|D|. Therefore,

(Squared height function difference) < C' logdr(z,y)] < C'log[d(x,y)] < C'logld(x,0D)+1] < C" |

for suitable C” so that,

logld(z,0D) + 1] < — |
from which we conclude the argument.

Finally, we also prove the upper bound for the delocalized phase under the sloped expectation. The sequence
of inequalities directly mirrors arguments for obtaining the logarithmic delocalization result for the height
function of the six-vertex model under sufficiently flat boundary conditions.

Proof of upper bound on the delocalized phase of the sloped expectation, as given in Theorem 1.1. From
arguments in Lemma 5.3, upper bound the sloped expectation with,

s 3 s 3
.t C’ logbd] < wa +C’ log[id]

s 3
< uﬁ + ' log[id] ,

EQ[(h(z) — h()2] < uf <uf +C0'<ul +C <l
2 2

3
2

which yields the desired bound, as,

S
wf <o

for suitable C"”, hence implying,

wfs Lo log[gd] <" log[gd] <sup {C”,C'}(1 —i—log[gd]) <" =

i
B [(h(z) — h(y)2 < C

for a suitable upper bound C, from which we conclude the argument.
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6 Propagating RSW results from the strip environment to the spin-

representation of the six-vertex model to the self-dual parameter line
of the Ashkin-Teller model

6.1 Introduction

From many variants of the six-vertex model, the spin-representation captured by the Ashkin-Teller model
shares in correspondence with the six-vertex model, on the self-dual curve, defined via the equality sinh(2J) =
exp(—2U), for a = b = 1 and ¢ = coth(J), where U and J, respectively, are two coupling constants for two
coupled Ising models. This choice of parameters for the correspondence between the six-vertex and Ashkin-
Teller models satisfies the properties of the previously presented arguments for sloped boundary conditions, as
a = b =1 implies that symmetric domains in the strip are invariant under horizontal and vertical rotations,
from the symmetry of > —¢, in addition to 1 < ¢ < 2 if the coupling J is properly tuned. Under this parameter
choice for the mixed Ashkin-Teller model, the parameter range specified previously for the six-vertex model is
also satisfied, in which max{a, b} < c. From such a representation of + and — face variables, properties from
the six-vertex model, including (CBC — |h|) and (FKG — |h|), do not hold. Furthermore, there is no analog
of sloped boundary conditions for the spin-representation, as the possible boundary conditions that can be
imposed on the measure PAT[ . ] = 73[ . ] can either consist of completely + faces distributed along the finite
volume boundary, with PT", completely — faces distributed along the finite volume boundary, with P~ .
With such conventions, the strip portions of the argument can be applied to obtain the first RSW result, from
which different conditions on 77[ . ] that are introduced to compensate for the lack of an analog for sloped
boundary conditions, in addition to the absence of an analog for the absolute value of the height function, |A]|.
From the set of possible boundary conditions for the Ashkin-Teller model, there does not exist an analog
for flat, or sloped, boundary conditions, as well as a lack of an analog for |h|. Under the presence of ++ or ——
boundary conditions, quantifying sufficiently good probabilities so that a different form of crossing events can
be obtained is poossible by directly appealing to crossing probability estimates obtained for the height function
and flat and sloped boundary conditions alike. As a result, arguments for estimating crossing proobabiliteis
under the Ashkin-Teller measure rely upon determining whether there are connecteted components, between
even or odd faces, for which the height function has a continuous segment of +, or of —, faces. Determining
the regions of square lattice for which such a property holds is essential for obtaining weakened analogs of
crossing probability estimates for the height function of the six-vertex model, due to the fact that the FKG
inequality for the Ashkin-Teller along the self-dual line only holds for collections of even, or for odd, faces.

6.2 Differences in encoding boundary conditions for the Ashkin-Teller model, from en-
coding flat and sloped boundary conditions for the six-vertex model

In opposition to the six-vertex model which can be studied under flat and sloped boundary conditions, bound-
ary conditions for the Ashkin-Teller model are encoded by collections of spins that one fixes along the faces
of the height function lying in collections and even, and odd, faces of the square lattice. To obtain an analog
of crossing probability estimates for the six-vertex height function under flat and sloped boundary conditions
alike in the strip for the Ashkin-Teller model, one can consider the same environment of strips of the square
lattice over which crossing probabilities are estimated, with the exception that the configurations drawn from
the Ashkin-Teller sample space solely occupy collections of even, or of odd, faces of Z2.

6.3 Mixed Ashkin-Teller objects

In the following, denote some finite volume A C (Z%)* = (1/2,1/2) + Z. Moving forwards, all quantities with
a * superscript live on odd faces of Z2, and otherwise, on even faces of Z2. In the following, fix two increasing

functions f(o) = f(+, —, and g(c*) = g = g(+, —), with f = f(c*), or f = f(0), and g = g(c¥), or g = g(c¥).
From this dependency of the increasing functions only on the even or odd faces of the lattice, given by the
respective distributions of spins from ¢ and ¢*, respectively denoted with F°dd( Z2 ) ¢ F( Z?), and with
Feven(Z? ) C F(Z?).

Definition 13 (Ashkin-Teller Hamiltonian). Define,

H(i g, (1), 7(5), 7' (i), 7' (4), . U) = H = Z(J( T(@)7(7) + 7' (7)) +U( 7)) ()7 () )) :

]
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Figure 41: Ashkin-Teller spin representation of configurations from the siz-vertexr model in the strip. A
six-vertex configuration with freezing clusters intersecting the strip is reproduced from Figure 4, in which
connectivity events between freezing clusters and lines embedded in the strip were quantified. To pass to
the spin-representation of the six-vertex model, + and — face variables are assigned to the faces enclosed in
finite volume. In the same six-vertex configuration with frozen faces from Figure 4, the corresponding Ashkin-
Teller configuration is depicted, which consists of the following characteristics. Within the freezing cluster, the
boundary of a finite subvolume is depicted in yellow. To obtain the distribution of + and — variables within
the interior, first, the distribution of + face variables are assigned to all faces that do not have any overlap
with any of the other surrounding incident faces to the yellow finite volume which are highlighted in black.
Second, proceed to distribute more 4+ and — spins on the remaining faces of Z? that are incident to the finite
volume, in which faces in the uppermost right corner of each plaquette, a collection of four faces around each
vertex, surrounding each frozen vertex are —.
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as the Ashkin-Teller Hamiltonian H, consisting of one four-point interaction term multiplied by one Ising
model coupling constant U, and two two-point interaction terms multipled by the other Ising model coupling
constant J. Additionally, given real coupling constants J < U of two coupled Ising models, and,

(r,7") € {~1,1}VW x {~1,1}VW)

Next, also introduce the probability measure for the Ashkin-Teller model, informally mentioned in the Intro-
duction from the previous section.

Definition 14 (Ashkin-Teller probability measure). Define the probability of sampling some spin-representation
configuration w of the six-vertex model, where w ~ 7715\[ . ], as,

exp[—?—[] _exp[—'H]

ZNE(i,j,7(0),7(7), (@), 7). A) T ZAT(A)

®

the Ashkin-Teller probability measure, under boundary conditions ¢ € {++, ——,+/—} = {++, ——, Mixed},
with ZAT the Ashkin-Teller partition function and configuration - € QAT uniformly drawn from the Ashkin-
Teller sample space, that is given by the summation over all ¢ ~ j in finite volume,

ZATE (i, 4, 7(0), 7(5), T (0), 7' (5),A) = Z¥T(A) = Z (J( () r(j) + 7' ()7 () ) +U( (@) T(G)T ()7 (5) ))
i~
i,jJEA

Proposition AT-1 (existence of self-dual parameters from the Ashkin-Teller model establishing correspondence
with the siz-vertex model along the self-dual curve for siz-verter weights a = b =1, and ¢ = coth(2J), ([16],
Lemma 7.1)). In the following relation, self-dual parameters of the Ashkin-Teller model, first due to Mittag
and Stephen, satisfy,

(T, T/,f,a*,a) o 27K(E) (c— 1)|£Hw(a)| 1rr=o+ Lrier 1owigr 1o1e

with,

(r,7) € {=1, 1}V x {—1,1}VWY
The above quantities represent two random variables sampled from the Hamiltonian used to define the Ashkin-
Teller measure, distributed under P[],
¢ ~BCYL =BC,,
or under BC__, each of which represent another random variable distributed under FK — IS, the law of an
FK-Ising representation, from the set of all possible mixed + and — boundary conditions, distributed amongst
odd and even faces of the square lattice, BCf, .q = BCuixed = BCy_ = BC_, for P[], and,

(0%, 0)

which is distributed under the spin-representation of the six-vertex model, under P*[-]. Finally,

TL{*E{Vclustersoné*, Jec eR:7= c} ,

appearing in the second indicator function indicates that the value of 7’ is constant on every cluster of &', with
identical conditions holding for the remaining indicator functions, 15+ ¢+ and 1, ¢, appearing in the product
from the above correspondence.

With the Proposition above, we proceed to introduce similarly oriented objects to those defined for the
six-vertex model when executing RSW arguments in the strip in 2.2. Furthermore, introduce an index set for
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the total number of faces, Zar, where the faces have 4+ or — distribution, as described from configurations
belonging to QAT which are pushed forwards under Pf\[] In the case of the strip which was the first setting
over which RSW arguments were provided for the six-vertex model, set A = [—m,m] x [0,n'N].

Definition 15 (Ashkin-Teller equivalent of freezing clusters in the siz-vertex model). From Definition 15,
introduce,

FEN = FEV = U (V +\= e F"Z2NA), 3j1<--<ju#icTar : |+\—| <k},
J1<<Jk
{71, Jk }ETAT

for the Ashkin-Teller freezing cluster, where the subsets of faces from F(Z% N A), +\—, denote, a connected
components of faces entirely colored with + or — face variables. Instead, if the connectivity event occurs over
odd faces of the square lattice,

FE = F¢old = U Vv +\= e FPZ2NA), Tji < <jp#i€Tar ¢ |[+\—|<k} ,
J1<-<Jjk
{71, e }YEZAT

Figures in the section will provide examples of such configurations that can be sampled from the Ashkin-Teller
measure with positive probability. The set of all such clusters is denoted with FCat. Over the even sublattice
of the square lattice, FCRT" = FC N FV! (ZQ), while similarly, one also has that ]-"CX%d = FCn Fodd (ZQ), in
order for the set of all Ashkin-Teller freezing clusters to admit the decomposition, FCar = FCIT" U .FCX%d,
over the even and odd sublattices of the square lattice that are dual to each other. The fact that the self-dual
line Ashkin-Teller model does not satisfy the FKG inequality for the entire square lattice at the same time
implies that the crossing events across strips of the square lattice must be constructed only from faces that
are along a diagonal line from whichever face of the odd or even square of the square lattice that the height
function previously occupied. The restriction of the FKG inequality to the odd, or even, set of faces of the
square lattice at a time also influences the random geometry from configurations in the generalized random-
cluster, and (qU, qT)—spin models, in that configurations associated with the probability measures of these two
models can only reside over even, or odd, faces of the square lattice. In finite volume, the same restriction
for encoding boundary conditions also exists, in which the spins along all odd and even faces incident to the
boundary be set to either 4+ or — uniformly.

Definition 15 and Definition 16 below are direct translations of the requirements for the inner and outer
diameters of six-vertex freezing clusters introduced in Definition 3, and in Definition 4.

Definition 16 (Ashkin-Teller inner diameter of freezing clusters). From Definition 15, introduce,

Dir =DI(D,I) = D! = max {\ﬂi I{Fhi<j<p # F Py[F Pl Fp] >0 } :
F - FENFeven
for the inner diameter of an Ashkin-Teller freezing cluster, with D’ > 0. Instead, if the connectivity event

occurs across odd faces of the square lattice,

I I — il — T . 4/5‘.+o“+\_ T,
Dir =D (D,I) = D' = max {V/ I{Fh<j<p # F PL|F g Fp] >0}

As denoted above the connectivity event between % and %/, the superscript +\— indicates connectivity
between connected components which entirely consist of 4+, or of —, faces.

The outer diameter of a freezing cluster is similarly defined below.

Definition 17 (Ashkin-Teller outer diameter of freezing clusters). Along similar lines of Definition 16,
introduce,

2
—

I
9
Y
o
|
=
S
I
9
Q

I

max { Vﬁ 3 { ﬁk }1S/€§D" 75 f . 'Px_[f <t> gp//] >0 } s

F FENFeven
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Figure 42: A depiction of even faces of the square lattice in red, and neighboring, dual odd faces of the
square latice in grey. By default, crossing events in the mixed Ashkin-Teller model for which the FKG lattice
inequality is applicable pertain only to crossings between faces on the even square lattice, or between faces on
the odd square lattice.

for the outer diameter of an Ashkin-Teller freezing cluster, with D” > 0. Instead, if the connectivity event
occurs across odd faces of the square lattice,

PO =DO(D_L.0)=7D° = VF I{F £ F P F S Z5] >0
AT ( ,0) m;X{ { F h<e<pr # 7+ P(| i foaa pr] >

As with the object introduced in Definition 16, the superscript +\— indicates connectivity between connected
components which entirely consist of +, or of —, faces.

Due to the fact that there is no direct equivalent to sloped boundary conditions in the Ashkin-Teller model,
we introduce + boundary domains with the following.

Definition 18 (Ashkin-Teller symmetric domains whose interior consists of connected components of + or —
face variables that are invariant under global spin flips). Introduce,

- - L g_ Feven(z?) . P/—\l— [IL +\— i\l/,] >0 :
FOn(Z2) 2 T = T (31, 95, g 7). [a, ))<= e
R G FO(Z?) : Py [Ir A eten Ir] >0 ,

where, in the statement above, over the strip the Ashkin-Teller symmetric domain is the union of four bound-
aries, IL,IL, IR, ZR C A, for which there exists positive probability of a face contour forming between Zj,
and Zy,, and also between Zr and IR, for a;, € Iy, a;, € I1,, ar € Zg and ar € Zg. Instead, if the connectivity
event occurs for odd faces of the square lattice, by making use of the same quantities described previously,
the Ashkin-Teller domain the strip would take the form,

YL g_ FOdd(Zz) : PA [IL A) IL] >0 s
Fodd(z2) D 104 = 1odd () g lar,ar), [ar, ar]) <= Aot

C Fodd(z2) . PH[Ip &5 Tgl >0 .
TR & (Z7) A[RAmFodd R]

6.4 Properties of the probability measure

We state the range of properties that are common to both the six-vertex and Ashkin-Teller probability measures
below. In the following, fix the same quantities as defined in the beginning of 6.2, namely the increasing
functions f = f(+,—), and g = g(+,—), with f = f(c*), or f = f(0), and g = g(c*), or g = g(c*). Being
able to define these functions as dependent on 4, or —, implies that a strategy along similar lines for the
Ashkin-Teller model in the previous section can be applied. However, due to the lack of analogy for |/,
and for the sloped of boundary conditions in assigning + or — variables for the faces of the Ashkin-Teller
model, a strategy for estimating arbitrarily long horizontal crossing probabilities relies upon quantifying the
probability of obtaining crossings across connected components of +, or of —, faces. Given the random
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Figure 43: A depiction of the three possible classes of boundary conditions for the Ashkin-Teller model.
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Figure 44: An adaptation to the spin configuration depicted in Figure 4 of [16], with — boundary conditions on
odd faces of the square lattice instead of a combination of + and — boundary spins on odd faces, for a mized
Ashkin-Teller spin configuration so that the positive association inequality is always satisfied.

geometry of an Ashkin-Teller configuration outside of such + and — connected components of faces on Z2,
crossing probabilities can also be quantified depending on connectivity events between paths and analogues
of unfrozen faces in the six-vertex model. From this dependency of the increasing functions only on the even
or odd faces of the lattice, given by the respective distributions of spins from ¢ and ¢*, respectively denoted
with F°d4( Z2 ) c F( Z? ), and F**"( Z? ) C F( Z*), the properties below,

V increasing functions f,g = P{[fg] > Pif] Pild] (marginal FKG)
ve>e=P =P, (marginal CBC)

hold for A’ € A. From the three properties above, next we introduce analogs of Proposition 1.1 and of
Corollary 1.2. Relatedly, for the Ashkin-Teller expectation Sf\[-], the following properties hold,

Eilfa) > &) Eild) (marginal FKG)
Ve > 6= &1 = &I (marginal CBC)

for increasing functions X, Y, each of which can be a function of a finite volume that entirely consist of + faces,
or of — faces, as the boundary conditions for FV°", or for F°%9, The (marginal CBC) property is established
in the Appendix following the conclusion of arguments for quantifying crossing probabilities in the strip for
the Ashkin-Teller model, which makes use of observations for the proof of the (FKG) and (CBC) inequalities
from [11], in addition to Theorem 4 from [16] which provides conditions on the (FKG) inequality which only
holds for marginals of mixed-spin configurations.

For results that remain later in the section, we introduce the following.

Definition 19 (Ashkin-Teller crossing events in the strip for combining SMP and CBC properties). Define,
for f%\i,yj S Feven(ZQ),

EXf"=Ear=FE = {91 ;%;{ gj} = {gﬁt)ﬂj} ’

as the crossing event across even faces, for some i # j, in the strip. Instead, for .%;, #; € Fodd( 72 namely
if the connectivity event is taken over odd faces, the crossing event takes the form,

Eg%d:EATE :{5\1%9}}5{}1(—&)3}} N

Remark. In comparison to the theorems combining (SMP) and (CBC) properties for the six-vertex probability
lope

measure Pis P [-], from the marginal properties of (FKG) and (CBC) that are satisfied by the mixed Ashkin-

Teller spin measure 7715\[-], there is no difference between values of the level of the height function, which
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appears in the height function crossing events £, ; and &, in the lower and upper bounds, respectively, of
Corollary 1.2.

With the aforementioned differences between crossings of the six-vertex and Mixed Ashkin-Teller spin repre-
sentation, we turn towards quantifying the pushforward of the strip connectivity event that was introduced in
Proposition 1.2, under P/S\H, with the crossing probability,

P10, 16"n)] x {0} & [+ 16"n]] x {n}]

over even faces, in addition to,

13 " .. 1"
Px 110, [6"n]] x {0} o [i,i+ [6"n]] x {n}] , (Event 1)
corresponding to the crossing probability over odd faces, with the following result.

Proposition AT 1 (Mixed Ashkin-Teller analog of upper bound for connectivity event occurring in the strip).
WLOG suppose that the connectivity event below occurs over F°V*". Introduce the same choice of parameters
mentioned in Proposition 1.2, including, §,6”,n > 0 such that |dn]| > |§"n| € Z. For any k > % and i € Z,
the crossing probability,

P3[10, [6"n]] x {0} o i+ [07n]] x {n}] = PLII0, [8"n)] x {0}—li,i+d"n] x {n}] <1-c ,

admits an upper bound dependent upon c.

Proof of Proposition AT 1. To prove the upper bound provided above that is dependent upon ¢, we provide
arguments for the following Lemma.

Lemma AT 2.1. (upper bound for the Ashkin-Teller segment connectivity event between Iy and INO) WLOG
suppose that the segment connectivity event is dependent upon faces of the even sublattice, namely that,

{Io 1(1%; fo} = {I()(J:fg} = {Io “— fo} . (Event 2)

Fix x € BC, . With regards to the segment connectivity event between two segments Zp and fo, which are
respectively on the top and bottom boundaries of the finite volume strip,

P [I[)%)ifo] <1-— 55’7?/’\‘ [{Z_yHi/j} N {I_/<—>f_\;} N {I_j((—)f_\:/%/} , (Event 3)
for 0 # ¥ < ¢Z < 2 with a strictly positive multiplicative factor Z' for the intersection of crossing events

appearing in the upper bound.

Proof of Lemma AT 2.1. First, observe, by (marginal FKG), that the upper bound intersection of crossing
probabilities is bound below by the product,

—_— —
c

PAZ-s—I_y|PYX[I- y«—I_ ;|P) [I_jg(—ii;]
Following the application of (marginal FKG) above, additionally observe,

H PX[I_ka_vk} > (PX [IOHINO])?’ ,
ke{s, 7,0}

from which, along the lines of arguments previously provided for obtaining the upper bound for the six-vertex
model as given in Lemma 2.5, implies, for the upper bound to be strictly less than 1, that,
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P [Io<—>f()] <1
|}

PX[Zo+—To) <1 - AP [{Iﬂ(—}fjﬁ} N {I,f<—>f,;} N {I,;ng;}
<1-— @Pl’{ |:{I_j<—)i:/ﬂ} N {I_/m—)Z/_\;} N {I_;gd—)f_\;g}

51—@73/’{[ ﬂ {Z % Hf:g}
ke{s, 7,0} -

(marginal FKG) — —
¢ < 1-— %’[ H 'P/)\( [I_k — I_k]
kel s 70} .

0

1 —@(P}f [Zo<—>f0])3 <1

Z'(PX[Toe—To])’ > 0
)

(PX[IO<—>I~0])_1 S V% >0 ,

exhibiting that the claim in the Lemma above holds for i # 0, given B sufficiently small satisfying the
conditions above. On the other hand, for the two remaining cases of the argument, introduce some parameter
0" satisfying previous arguments for the upper bound in the six-vertex model under flat and sloped boundary
conditions, in which for ¢ not belonging to the first case of the argument, namely i € [—2[6"n],2[d"n]],
observe,

PX[[0, [6"n]] x {0}+—[i,i + [6"n]] x {n}] < PX[0, [6n]] x {0}+—[i,i + [on]] x {n}] <1—c ,

(Event 4)
while, for the remaining case in which |i| > 2"n, observe,
PX[[16"n],2[0"n]] x {0}+—[—i+ [6"n],i+ 2[6"n]] x {n}]
> PX[[0, [6"n]] x {0 —[i + [6"n],i + 2[6"n]] x {n}] . (Event 5)

Altogether,

1
PX[[0, [6"n]] x {0} +— [i,i + [§"n]] x {n}] < 5
for a suitably chosen constant < %, from which we conclude the argument.

With the results from the above Lemma, to complete the arguments for the proof of Proposition AT 1, make
use of the following series of Lemmas for completing the proof as in the case for flat, and for sloped, boundary
conditions in the six-vertex model, in which the desired upper bound for the segment connectivity event
provided in Proposition AT 1 is obtained from estimations of vertical and horizontal crossing probabilities
across symmetric strip domains. From properties of Mixed Ashkin-Teller symmetric domains introduced in
Definition 18, we implement steps of the argument providing lower bounds for (2.2 left boundary symmetric
domain lower bound).

Lemma 6.3 (Mized Ashkin-Teller analog of lower bound for connectivity event between the left symmetric
domain and Ashkin-Teller freezing clusters). WLOG suppose that the connectivity event below occurs over
AV = A, and FEV" = F€. Fix x1 € BCy4, x2 € BC_, and #% € FC. Under the assumption that
x1 < X2, the induced L-1 absolute-value distance between the following two crossing probabilities,
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X2 \= a X1 \= a — X2 \ a X1 \= a
— FC1| — — Fe1|| = — F6| — — FC
PA [% Aeven(Fy)e 1] PA [% Aeven(F%; )¢ 1] ’PA [% N(F%)e 1} PA [% AN(FE1)e 1}
Event 6)

admits a suitably chosen, strictly positive lower bound, given by,

CX1X2 (A) = CX1X2

where the superscript 4+\—, as provided above the connectivity event between the left symmetric domain
boundary, and its intersection with the first mixed Ashkin-Teller freezing cluster, indicates that there can be
a path connecting v7, with .# %) consisting of + and — face variables.

Proof of Lemma 6.3. Fix a mixed-spin configuration - € QAT. To avoid continually making use of burdensome
notation, suppose that the following connectivity events occur over FC"C“(ZQ) = V" in addition to setting
A" = A. The arguments for connectivity events over the odd faces of the square lattice follow by instead
setting FOdd(Z2) = F°¥" in addition to setting A°dd = A. In the following arguments, to emphasize the fact
that Ashkin-Teller crossings, in comparison to six-vertex crossings, can be simultaneously dependent upon +
and — face variables, denote,

+\—

pY L5 76 =po el -z
A e AN(FE))e =P AN(FE))e 1
in addition to,
\— Mixed
X2 5 gz =pe el 74,
A AN(FE)e 1 A AN(FE)e 1]

For boundary conditions in BC, ;, as a pushforward under 7715\[-], from the absolute value difference between
connectivity event, respectively taken under xy2 € BC,y and x; € BCy,, in the Ashkin-Teller freezing
cluster,

Mixed
AN(F€1)¢

Mixed
—

T _ pXx1
Aﬂ(ﬂ%)cf(gl] PR b

P’ v Fe]|

express each probability with the following decomposition for the crossing probability first under yo with the
linear combination,

X2 - X2 Mixed ) X2 P
P e AT -]+ PR (=-4), AnF ) ] + P (v-4), o, Fe| (Event 7)

as well as the following expression for the second probability under ys with the linear combination,

Mixed

R Fe |
AN(FE€1)e

PX' e = -] + PXM(-4) ] + PXM(r-4)

2
AN(FE)1 AN(F €)1

in which crossings of the height function, from the distribution of + and — face variables from the Ashkin-
Teller model, consist of connected components entirely consisting of + faces, — faces, in addition to + U —
faces, in which the first —, or 4, face of the + U — path which is connected to a connected component of
the opposite sign within A N (9 ‘5)6; within each component of the connectivity events decomposed above
respectively under xo and x1, the faces vy_, (’”»*)17 v/, and (7,,+)2, satisfy,

d(yz, F61) > d(vL, (V- 1),) > d(vz, ) > d(ve, (v=4),) > d(vz,7-)

in which the ~_, followed by (7_7+)1, v, and (7_7+)2, successively are more distance from the first face v,
at which the connectivity event begins.
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Figure 45: A second adaptation of mixed Ashkin-Teller configurations obtained over the square lattice as
provided in Figure 8 of [16]. From finite subvolumes of the square lattice as depicted above, passing to the
Mixed Spin-Representation demonstrates that horizontal crossing events from the height function, which were
originally considered earlier in the paper on the left throughout the strip and for directed, oriented, non-
intersecting loops over the cylinder in the Six-vertex model, correspond to varying connected components of
+ and — faces in the Ashkin-Teller model.

Each crossing probability, respectively taken under xs, and xi, under the global symmetric flip sending
+ — — is equivalent to the superposition of three terms,

Mixed
—

P = v-] 4 PR [(v- ) ] + P (1en), = FE]

AN(FE): L An(zé1)e AN(FE):
and also to,
—X1 + —X1 Mixed ) —x1 _
Pa [’YL Am@)l 7_} T P [(/Y_’Jr)l Am@l)c VL] T Pa [(’y_,+)2 Am@)l ﬁfgﬂ ’

in which, appearing in both of the two random variables above, the face variable that is used to condition on
the first component of the crossing occurring is instead dependent upon + face variables instead of — face
variables, which is then followed by a change of sign to a connected component of — face variables between

~v_ and ('y_,+) 1

Denoting,
- Mixed
P (AN(FE)) =P, = P Am@)l -] + Py (v-4), Am((;;l)c /)
X2 +
+PRLO-4)y 450 T
in addition to the quantity,
- Mixed
PEJrUfﬁ (A n (y(gh) = P& U-—,— = Py [7’3 Am@h 7_] + Py [(fy_*)l Amﬁl)c 7L']

+ Py’ [(7—#)2 Aﬂ@)l '92(51] )

allows for grouping together of terms from +, —, and — U +, components under the absolute value,
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global face variable flip

PX iy - =P PY vt = PEves]

implying that it suffices to individually bound each of the three following contributions from —, — U+ and +
face variables,

Pil= PR i, - PR b G )| = PR i o)

“—
AN(FE) AN(FE), AN(FE)

~P 4 v Am@)l v-] ’ 7

Mixed Mixed — Mixed
\7’2}E‘PXQ[(W—,+)1M<§;I)C’VLI]—PXI[(V—,+) o, W =P (0= ]

Mixed , ]

PO

i

Fe || = P (v-+) F6 |

PA = PRI 5, 7] PR ()

2 2 2
AN(FE) AN(TE): AN(TE):

N [(7*#)2 Am@)l 9%1]

)

which, from the denominations introduced above, is upper bounded by the difference below as a result of the
triangle inequality,

'771+732+795" <|P1|+|P2 +|P3 . (A)

To achieve such an upper bound, of the form given above, which will be further analyzed, beginning with the
random variable given in P1,

PX [ -]

A% B
P_Z EPKQ [/VL m(' /)1

_ o - — pX2 - _
PR e G =P i 1 e o 1)
AN(FE):

from which it suffices to demonstrate that the ratio of crossing probabilities between 7, and _ is strictly less
than 1, as a result of the following observation,

PR e Am@)l - _ me%ﬂmﬁ [% A”@” e @X’} i (x1-X2 Tatio)
Py e m@ y -] Xze{z_#}m@ {% Am@ - [ @X,_} PX[C_U D,y ]
X16{z+,+}7)/)\<1 {VL Aﬂ@)l i ‘C_ v ’_} 77/)\(1 [C_ . @X7_] (Event 8)

where the conditioning in the crossing probabilities taken under y; and yo is,

C-(AZj—,y-)=C- = jDN{%“L‘ AN(FEnng; ) 7_} 7

where in the intersection given above, over j € N, the paths «;_1 _ consist of faces after the first face v, with
which the path begins, which connect to «v_ with a path of strictly — face variables, each of which intersects
the intersection of the freezing cluster with a line £ _ intersecting the top and bottom boundaries of the
strip; the remaining item in the conditioning that is included in the union with C_, respectively under P}\fl [] ,
and PX?[ -],
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D, — (A,.i”j7_,*y_) =9y = {F(’yL ﬂfyj_l’_) € —over AN ((ﬁ%)l ﬂ%7_)} )
indicates the existence of suitable domain for which,

Xz or X1 N R Event 9
PX [”mf@})ﬂ l D | (Event 9)

occurs with positive probability. Therefore, the summation over %,

(x1 — x2 ratio) < Z PR? ['yL Am@)l F|C_ (N, Z5—, F)U Dy, — (M, L -, ﬁ)} PXE[C—U Dy, ]
047 CF(A(FE)1)
x3€{++}

= > NS {VL «—  F|C_U @XS,} PX[C-U Dy -]
0AFEF(AN(TE)1) AN(FEn
xs€{+,+}
(x1-Xx2 ratio 2)

(Event 10)

the final expression above can be upper bounded with,

55,07 = g%{ (67),.} > 0= (xa — x2 ratio 2) > Z(&'{)kég
k>0
= (67 4+ 67)05 = ké{dy |

k—2 copies

under the assumption that 6] above satisfies,

7){)\(3 YL — ) ,%g\C_ U @XB,— > (5/1/)k Vk <— I?;%{PX?) [’yL Aﬁ@)l fk‘c_ U @X37—:| } = ((51’)k ,

AN(FE)
(Event 11)

for faces satisfying,

FNF(AN(FE),) #0 ,

in addition to the requirement that the probability below, without conditioning on the occurrence of,

PP [C', U -@x:’,ﬁ] ,
admit the following estimate,
P! — | >4y,
A ['YL ANFE) Y ] = 09

for a suitably chosen, absolute constant. Collecting estimates from previous steps hence provides the lower
bound for,

P1="PYX* L -] =Py [ N — ], (Event 12)

—
AN(FE),

in which,

P1>kéjdy |
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Figure 46: An adaptation of mixed Ashkin-Teller configurations obtained over the square lattice as provided
in Figure 3 of [16]. Above, for a subset of faces enclosed for the given finite volume, from the example
configuration provided in [16] one can observe subregions over which faces from the graph homomorphism
of the six-vertex model are frozen, which are precursors to larger collections of faces that can become frozen
under sloped boundary conditions. When passing to the Mixed Ashkin-Teller spin representation from the
six-vertex configuration, the collections of faces over the square lattice enclosed by the two blue finite volumes
correspond to distribution of + and — face variables as shown, in which diagonal faces with opposite spins are
assigned in correspondence to differences in the image of the height function from the six-vertex configuration.

as desired.

Similar rearrangements, as above, imply the existence of another suitable, strictly positive, lower bound for
P2, as,

Mixed Mixed Mixed
Pe=PRl0-sh o ] = PR G-y 0w = PR =)y 20 ]
Mixed
: 'P?\(l [(’Y—,+)1 Am@l)c ’YL'] . 1
x |1 — el ) e ; , (Event 13)
A L=+ 1Aﬂ(ﬁ<€1)c YL
from which implementing previous steps to obtain the lower bound yields,
Pr (=), e ] .
AFay o 3 Py (ry), M gre (A2, F)
X2 Mixed A /1 AN(FE1)e Js
Py [(’Y—,+)1 Am@ . ’YL/] 0£F£F' €F(AN(FEC)1) !
(F#1) xa€{+,+}
U‘@X&_ (A7 "gjv_’ Cg-Z,):| PI>\<4 [(’7_74_) 1 Arfl\fl?)xec;)c egz,
= 3 PX [(7_,+)1 g e U Dy, -
O£ F£F' €EF(AN(FE)1) AN(F6)
XPX (7= 1) Nixed F'

L An(z%))e

Concluding for P2, from the summation over .%’ above,
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given the existence of the following several quantities, the first of which is,

54 (F') = inf{P/’\“ {(7,+)1 Arff;%“‘)c F'le_u %,,] } < pX* [(77+)1 Arﬁ%ﬁy F|C_U Dy, |

<

for faces satisfying,

F'NF(AN(F€),) #0,

the second of which is,

() < PP U2y, ] .

the third of which is,

Ay = 64(F) 5L (F)

and the fourth of which is,

N <|Z#| ,

which altogether hence imply the lower bound,

P2> (A)Y = A) .

Lastly, concluding the argument with the lower bound for P 3 yields,

Po=PC[(v 1), o, F6] —PX (V=44 Am(;% T (Event 14)
PXO-), oo T
= PP [(rn), 0 FE]|1- i
AN(FEN Py (=4, AnFE) 74
FEC)1

The condition above holds iff, given the existence of two suitable constants for which,

VFG € FU or FU 365> 0: P [(1-4), Am@h F6] >0

PRO-4)2 550, 7]

+

V.ZE6 € F°4 or Feven 3 ((55)/>0: < —(55)/-1-1 )

To obtain the desired constants d5 and (55)/ shown above, observe, first, that (55), takes the form,
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AN(FE) ]
PEI0 o), i 76
< S A, P ) 0T (A2 5
V£ F £ F'£F"EF(AN(FE)1)
e P [C_ (A, Z5 F) U D]
. 3 Py [(7,+)2 o P ug|PRle U]

0£F £ F'£FEF(AN(FE)1)

The condition above holds iff, given suitable d5 for which,

(*;*) Z 5 (ﬁ'")éé (ﬁ’”)

V£ F£F'£F"€F(AN(FE)1)

(ootok)
< Z Pa [('Y—,-i-)g Aﬁ(%"“ﬁ) ﬂ”‘c_ U gx37_] ,P/>\<2 [C— U -@xs,—] ’
B4 F AT AFTEF(AN(FE)) o

where, in the sequence of rearrangements above, in the upper bound provided from the final expression in
(**#*%), lower bounds for,

Py [(7,+)2 o e %} , (Event 15)

and for,

PX2[C-U Dy, -]

are respectively provided with,

55(7")

which is obtained in light of the sequence of observations below,

+ o +
PR i, P10 B 2P N {0 i, P V]
max (.7 )NF" #0
0£F"€F(AN(FE)1)
(FKG)
= H Py [(7:+)2 Am@)l “%H‘C* U 9)(3,}

€N
max(.F/ )NF"#)
0£F"cF(AN(FE)1)

v

y!l
H Vi = (%‘)l |
iEN
max(ﬁi”)ﬂy"#@
0£F"EF(AN(FE)1)

= 55 (gll) y

where, in the sequence of rearrangements above, following the application of (FKG), which is satisfied for the
conditionally defined Ashkin-Teller measure, from the conditioning enforced on the crossing event,
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{(-+) 7}

2 AN( 9%)

provided above, for the following conditionally defined measure below, that is dependent upon {C_ U @X&_},

g@[- | C- U@Xs,_} ,

given some realization of a mixed Ashkin-Teller configurations - € QAT. Hence, each of the crossing probabil-
ities in the intersection admits the lower bound from the crossing from the intersection over ¢ € N, in which,
as argued previously in several other instances,

(=0 = it P2 (ea)y o FHIC U | <P 0y ) Uz

(Event 16)

due to the fact that,

P (v & Fe_ug,, - & Fle_u g, |,
¥ |6-)a ) FlC U Y [0-02 5, He- 0

taken in the product over i € N, §5(.#") is upper bounded with,

55(7")

and also with,

5 (F")

Proceeding from (***#), in the lower bound provided in (**¥), there exists a suitable constant Aj for which,
(A5)‘ |<5 (@//)&(gﬁ/) ’

and finally, in (*), the existence of a suitable constant for which,

7" _

(2s)7 T = AP > (A)Y =AY

Altogether, incorporating the estimates for P1, P2, and P3, yields the cumulative lower bound,

(AN

= [k0735] + [ (A1) |+ (A5)| = [kota5] + | (20)™ + (25)"| = [Ro705] + | (A5) N’((AS)N/H)}
P1 P2 P3
1 A N
= [k3755] + (2" || 555 + 1
1 N’ (A4)N
> |kayoy| + }1nf(A5) | ‘(A5)N’ +1]
1! A N
> |kotoy| + \mf(A5) | [ int, (((A;))N, +1)]
N
= Ho5t) + finf(35) | | nf, ((25)) .

which is further rearranged with,
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" , N
(05 ke ot i (An) Y [} (14 |ing (R0 1))

T S8 Nk NN (AN
o (AN
> K'+ K| inf (5w 1)

LT 20
> K’ +K/‘€N,N’ + 1‘
EE L2

> K'+ K'eyn

> Ky (€)= Kyng

where, in the sequence of rearrangements above, beginning with the lower bound provided in (*), there exists
suitable K for which,

. —11- N’
B nt, A10105] A linf(As) [} > K

hence implying that the lower bound following ( **) holds. Proceeding, for (***), there exists suitable K’ so
that,

K>K',

hence implying that the lower bound following (***) holds, while finally, for (****), observe, that there exists
a suitable constant for which,

‘EN,N’ + 1‘ Z ENN'1
hence providing the desired lower bound upon setting K’ y, ; = CX1X2 (A) = CX1X2 | from which we conclude

the argument.

6.5 Results for the spin-representation measure P over the strip

In the following, we introduce additional objects that are counterparts to the argument executed in previ-
ous sections for RSW results in the strip. Namely, introduce the vertical crossing event, which can con-

sist of + and — faces, %1, --,%, and finite strip volume FV, with V[l\fiffgl]x[o A/ N] (ﬁl,--- ,ﬁn,FV) =
+\— — pH\-— — pH\-— — yH\- . :
Vimmixomny (F1 0 T, FV) = VOV (P10, T, FV) = Vi (S, Fn, FV) = V. With this

quantity, we turn to arguments presented for lower bounding the probability of connectivity between Z; and

~ gsloped
Z; under P A
following.

[-] as considered throughout Section 2, instead for the spin-representation law Pf\[-], with the

Lemma 6.2 (analog of Lemma 2.1 for possible arrangements of blocking freezing cluster interfaces in the strip).

WLOG denote F**"(A) = F(A). Define € = U FCyu € (F(N)NFCar), for FE€ NFCYH" # 0,
countably many u
in addition to the following vertical crossing probability,

Vzven,-f—\— (U tggcgu ,FV) = VX\_ <U ﬁcgu ,FV> = Vl—{—\_ (9%17 e ’FV) = VX\_ )

u u

where YT\~ N F # (), across the strip admits the following lower bound,

Ch(4) = €Y = Py DA =Py X 1= PRV T2 Oy

for non-intersecting left and right boundaries of D, in addition to the vertical crossing probability lower bound,
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Cv(A) = Cy =Py
for intersecting left and right boundaries of D, and boundary conditions y ~ BC_ ;.

Proof of Lemma 6.2. For the first case, to obtain the desired lower bound Cw, write,

| U T T M
j=1 =1

for If such that,

= _ sy A\
TN =V vl £0)
‘I;L\_‘<+oo.

where the final term after the application of (FKG) is equivalent to the following intersection of crossing
events, for v, (A) =g, and Vg (A) = YR,

+\—
B . ) exe 2 .
| NS ES 700 {FG 4— Ty ) N {TEn £5 w3 = [I PXlwe 85 74
1§j§‘z+\f‘ Jj=1
LinyL#0
RiNyRp#D
(Event 17)

+\— _
xPX[FC, 4— FCn 1| PX[FCn &5 m] |
(AT 2.6.1)

where, as demonstrated in previous arguments for six-vertex freezing clusters in the strip, the middle discon-
nectivity event between Ashkin-Teller freezing clusters over the finite strip A,

+\-
P/){ [ycgg §L> 9\65]\[_1] R

can be lower bounded with, by (FKG),

+\—

[ PUZ% 4 FCu] . (i - (i+1))
2<i<i+1<N-1

(Event 18)

which itself can be lower bounded with, for Fy,--- , F, € F**(Z*\.F %), or, for Fy,--- , F, € FOYZ)\.Z7%),

. +\— N - +\— (FKG) Y +\—
PX[F € 4— FCir1] > PX[{F1 (%C F} 0 {ZC 4— FCa}] > H PX[F; (%c Fit1]
1</ <i'+1<~4o00 ’

\-
XPX[?% Ey%-i-l] )
(i - (i+1) II)

implying,
(i(i+1) 1) - - AR
(i - (i+1)) > I 7w 85 74 [ I Pi= (%; Fi1] PX[FC: 4— FEi11)

2<i<i+1<N—-1 1</ <i'+1<+00

<PX[FEn &5 va]
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and hence that a previously obtained product of probabilities can be lower bound with,

_ _ +\— _
urzenz I PR S FARE L5 RalPA[56 4 F6a]PY[6n £5 ] |

1<G<|TH\ |
2<i<i+1<N-1
1</ <i'+1< 400
(AT 2.6.1 IT)

Next, continue to execute arguments along the lines of Lemma 2.6.1.1, Lemma 2.6.1.2, and Lemma 2.6.1.5,
with the following arguments.

Lemma AT 2.6.1.1 (a lower bound for the first crossing probability of (AT 2.6.1)). For the line £ appearing
before the first Ashkin-Teller freezing cluster in the finite-volume strip, one has the strictly positive lower

bound,

PXpe 5 #6] =Py 5 Fa) 2 6fT =% |

even

for x € BC;.

Proof of Lemma AT 2.6.1.1. The probability that the connectivity event between the line .2 and %%
will be analyzed through the following sequence of inequalities. FExpress the crossing event above with the
decomposition,

A= A=
g{n@vh}g{n@?%}

_ _ (FKG) _
Pile P F 6] = NI ﬂ{’YL 85 Wt = H'Pff [z hai v,] - (Event 19)
L; L;

For further rearrangements below, introduce,

Li=|L| = [{Li: PX[n <t>’yLi] >0} < 400 .

Therefore, one can deduce the proportionality,

PxX[ve paki VL] R PXIY21, P2 C A, 3x1,x2 € BCyy : PR (v N L(21)) pakis (v, " R(21))]

PRI N L(22) E5 (1,1 R(2))] > 0] S o AL,

where L(.@l) and L(@g) respectively denote the left sides of the domains %, and %, and L(@l) and L(@g)
respectively denote the right sides of the domains 2, and %, in which the statement captures the probability
of two crossings occurring, as long as there exists ++ boundary conditions for which both of the crossing
probabilities between the left and right sides of the symmetric domain are strictly positive. The constant
C appearing in the lower bound above can further be lower bound from a product of crossing probabilities
between vy, and 7z, in which,

ANL;NL i +\— 1
C(‘*‘)E‘Klﬁl <:>HPX[7L<L>7LJ > H f«/‘?lz%l(ﬁi)z%l ,
L; lines L;
as desired, where in the proportionality in (*), with positive probability a mixed path consisting of 4+ and —

. . . . +\— . .
face variables occurs if the faces traversed in the crossing event {7L <L> fyLi}, which is expressed through
the product of indicators under stipulations C; and Co, where C' is dependent upon the total number of faces
bound by the finite volume,

that is given by,
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+hH{+
+y+Hi+
+y+
+4+
— -

‘.’ face variable

‘.’ face variable

Figure 47: Other finite volumes within the example provided by Glazman and Peled for mired Ashkin-Teller
spin representations. From Figure 32, the restriction of the faces to the two finite volumes given above, each
of which are segmented in blue, also exhibit that —, or + face variables together contribute to crossing events
pushed forwards under the Ashkin-Teller probability measure Py [-].
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PA/)\([A g Z2 : |F+} 2 ‘F(Aﬂ L’L ﬂL)H = 735{ |:A g Z2 : Z 1{F+(A/)2F(A’0LiﬂL)} ~ ‘A,|
ANCA
X / —|A/OA|
o D PX[Lp oz rvozinny ~ A ]
A CA

x C((F(ANLin L)) Ho(N] AL |[F(A)]) . (F1-F2 bound)

for some « > 0, in which the disjoint union of the faces with + variables, with the faces with — variables is
equal to the total number of faces over AN L; N L, as,

P |U|F-| = |F(ANL;NL)| < |F(Z%)] ,

in addition to the total number of faces between L and Lj;,

F(ANL;NL) C F(A) C F(Z%

and also that,

5 1 1 1 JANA] A

_ ~ ~ ~ A1~ | N
||A/nA\ |A’ A T IAOA[—9 terms+ ‘A,}lA’mM |A/[INOAT T A7|IAOA] ] A

A’QA‘A,

for € > 0 sufficiently small, with,

e<|ANAl .

The lower bound following (**) results from the fact that,

(F1 — F2 bound) = C((F(A)F(ANL;n L)) ") C(|A],

A)]) o PX [\m C Z% 39,9, C F(Z%)

X1 x2 € BCTT : PX (70, N L(241)) 5 (3.1 R(21)))]

P2, N L(22)) &5 (N R(22))]

D LEanzFnLnn) ~ ’A/@
A'CA

which is proportional to the following product of probabilities,

PX[PY [(r. N L(21)) £ (.0 R(20)]. P (2, N L(2)) &5 (1.1 R(22))]

x Py {Z Liw, yzrainnn) = [A ]
N CA

LY PP [, 0 L(21)) ES (10 RE))IPXPE (o, 0 L(22)) 5 (10 R(%))]

]
xPX [Z Lip, (AyzFnLnn)} ~ |A ‘]

AN CA

= PX[PY (. N L(21)) £5 (v 0 R(2)) ) P[P [(ve. N L(22)) £5 (3.0 R(22))]]

g < Z Pr[Lir, ()= Fvnniny & ‘A"'A”A’]>

A'CA
FW)) -

ANL;NL
S <c(\y)> <C’(( (AnL;n L)) Ho(|a,
for suitable C and Cs, which as with the previously provided constant C', are also dependent upon,

A
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from which we conclude the argument.

Lemma AT 2.6.1.2 (a lower bound for the product of crossing probabilities appearing in (i - (i+1))). WLOG
suppose that %#;, %1 € F everl(ZQ) = F(Z2),Vi > 0. For the family of disconnectivity probabilities,

-
{Z€ 4— F €11}, indexed in ¢ for 1 < i’ < i} < +o0, pushed forwards under Py[] satisfies,

+\—
PXFC +— FCi] > 3T =cr

for x € BC, 4, implying that the desired lower bound for the product over 4, given above, takes the form,

\-
H PAFCi #— ] > H (e2"), =&,

countably many ¢/ countably many ¢’

for paths of faces 7, occurring to the right of #%;.

Proof of Lemma AT 2.6.1.2. From the family of disconnectivity events given in the statement, express,

Px [ﬂ‘é $— ﬁ%ﬂ_l] = 73/’\‘[ ﬂ {35% ;: *yi/}] (Event 20)

countably many ¢’

+\-
11 PX[FCi #— o]
countably many i’
Y 11 Ci > €T,

v

countably many ¢’

where, in (*), apply,

+\—

for suitably chosen, strictly positive C', reflecting arguments for obtaining the lower bound in Lemma 2.6.1.2,
from which we conclude the argument.

Lemma AT 2.6.1.3 (a lower bound for all other crossing probabilities appearing in the estimate for (AT
2.6.1)). WLOG, suppose that the two crossing events,

= F\=
F; — F; =JF < F; ,
{ ' (FE)enFeven ’H} i (FE)e w1}

and,

{3?% ;fii fm} = {7y £S5 )

each are only dependent upon faces that have nonempty intersection with Feve" (ZQ). The product of crossing
random variables,

PX {F (%C Fm] PX[FEn 5 )

admits the lower bound,
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G (FEnR) =G
for Z(i", ") = T with i # j” > 0, and for y € BC, .

Proof of Lemma AT 2.6.1.3. For the final lower bound, express the lower bound from the rearrangements,

_ _ (FKG) _
PR IS RalzR N mioEN 2 I RmEIS Rz,
(7€) countably many j’ (FE) countably many j’ (Fe)e
FleF(A) FleF(A)
(Event 21)
corresponding to the first probability with connectivity over (ﬁ %)c C A, and, for .%; (73) =9,
X +\— X o +\— (FKG) XT o +\— AT
PX[FEn <— vr] = PX[ ﬂ {FEn —— L}] > H PX[FCn +— L] > C3" |
countably many i’ countably many ¢’
J > 1 LNyr#AD
(Event 22)

corresponding to the second probability, from which we conclude the argument upon setting ‘@AT (z" 7 ) =
7]

|
wx@mmwm>z@ﬂw)ﬂ

Proof of Lemma 6.2. Incorporating the previously obtained estimates simultaneously yields, for the lower
bound on the vertical crossing probability over F°V" (ZQ),

(Lemma AT 2.6.1.1),(Lemma AT 2.6.1.2),(Lemma AT 2.6.1.5) AT AT AT
(AT 2.6.1 1I) 2 I[I (@), @), (€7,
1<G<|ZH\ |
2<i<i+1<N-1
1</ <i'+1<400

(I @) ( o) ( I @)

1§j§|1+\7| 2<i<i+1<N-1 1< <i'+1<400
> G e e
_ 1
f— CV 5

where the product over j, 7 and 7’ can be decomposed as a product over %), %2, and %3, respectively. The
lower bound above concludes the argument for non-intersecting left and right boundaries of the strip symmetric

domain. To obtain the upper bound on P [V;{\_], observe,

P[Zo+— D] < PRV

and furthermore, that,

odd] odd]

PAVA ] < 1= PR )™ < 1= Py[(H5 )

On the other hand, if the left and right boundaries of the strip symmetric domain intersect, consider the
following. If such an intersection occurs, then there exists some line situated within the square lattice that the
left boundary of the strip symmetric domain intersects with, which we denote as Znt. To obtain a smaller
strip symmetric domain about which the probability of a vertical crossing will occur, perform reflections about
the intersection line %, in which one obtains a mixed-spin configuration with the same distribution of +,
or of —, face variables that were present in the path before the left boundary of the strip symmetric domain
intersects .%nt. Furthermore, observe,
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PX[Zo ¢+ To] < PSu[To +— o]

where in the upper bound probability, the support 2” C 2 on the Ashkin-Teller measure denotes a larger strip
symmetric domain consisting of the original strip symmetric domain, &, with identical boundary conditions
on 02 N 02" # 0, and on 02 N 92" # (B, in addition to the strip symmetric domain %', introduce another
strip symmetric domain, 2", satisfying 2 2 2' N 2" # () which satisfies, WLOG,
YL
2 9// 7},
Feven Z D = Y
(Z°) 2 '
%/
where from the definition of ' = v U~} U ZB U A’ above, one may furthermore conclude that,
P [Zo < To) <1—PL, [y +— B ,
in which from the inequality above, the random variable Pg,, [Io — INO] can be bound above with another
random variable dependent upon the crossing probability, under the same support by the new strip symmetric

domain 2" and identical boundary conditions y. By finite energy, there exists a strictly positive constant
Ctemp for which,

Pinlve +— #'] > Cremp (Event 23)

hence implying that there exists some suitable upper bound for,

PY, [Zo «— o]
concludes the argument for intersecting left and right boundaries of the strip symmetric domain.

Completing the proof of Proposition AT 1 in light of upper bounds for PX[Iy <— I~0] for non-intersecting,
and intersecting, boundaries. To conclude with an upper bound for the segment connectivity event under
x~BCiy,

PX[[0, [6"n]] x {0} +— [i,i + [6"n]] x {n}] ,

observe the following inequality,

1=PE[(HS )] > PY[VE\T] = PX[To «— o] > PX[[0, [0"n]] x {0} «— [i,i + |8"n)] x {n}] ,

holds for non-intersecting domain boundaries, while the following inequality,

PX[Zo < To] > PX [Ty +— To] > PX[[0, [6"n]] x {0} +— [i,i + [8"n]] x {n}] ,

holds for intersecting domain boundaries, from which we conclude the argument.

6.6 Ashkin-Teller bridging events in the strip

From the estimate above, now we turn towards establishing weakened RSW results with the following. WLOG
suppose that FE€" = Z%, and that A®*™ = A. Consider the family of crossing events,

A S\ — N
BA-() = Bn-(0) ={T; £ Tin}

which correspond to the series of modified bridge events that were introduced in [11], and also adapted in 2.4,
for concluding bounds on crossing probabilities in strips. To this end, introduce the following series of results
below.
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Lemma AT 2.7 (Ashkin-Teller equivalent of Lemma 2.7.4 for a lower-bound of bridging events for the
siz-vertez model). WLOG, suppose,

{Ij =S Ij} = {Ij = Ij} = {Z;«—1;}

Vj > 0, from which the lower-bound for Ashkin-Teller bridging events takes the form,

PX[Bi\-()] = Car (PX [ZO<—>I0]) ;

for a suitably chosen, strictly positive, constant C'a1 appearing in the lower-bound, and ++ boundary condi-

tions x.

Proof of Lemma AT 2.7. We follow the strategy that was implemented for the six-vertex model in the case
of flat and sloped boundary conditions adapted from [11], in which we introduce the intersection of crossing

events from the top to bottom of the strip,

AT _ oy _ A\ =
== S T N T g T

for k > j, which, can further be made use of to conclude,

+\

PX] = PX{T, £S5 T nizy &5 750 'S Pz, 85 1) Pz, X
A =P —i S -1 n{ —k S0 kt] = PR[ ~J Fain 5] PY[Z- 7]
(Event 24)
)
F\-
PA|Ba-0) T4 £ T 0T S5, T} | 2 O

implying that it suffices to provide the lower bound of Cat for the bridging event occurring conditionally upon

the occurrence of,

R N7
{2 P Tosh 0 {Zo e Tk}

under 77[ . ] Proceeding, consider the conditional horizontal crossing event,

PA[H\—(2) | sign(Z|genn) = +]

dependent upon the distribution of + faces .#|gcnp of the complementary region to the Ashkin-Teller sym-
metric domain & in the strip, which satisfies,

Pr By~ (5)|sign(F|genn) = +] Bayes PX [B+7\)A [Sl(;iingi \)@C_ﬂ/jr)} = +}]
°K6) PY By ()] PX [sign(Flgenn) = 4]
Pl (Florrn) =+
H+\f(@)>93+\f(j) Px [ Hi\—(2)| P [sign(F|genn) = +]
- PX[sign(F|genn) = +]
= PX[H\—(2)lsign(F|genn) = +]

(Event 25)

Px[Bi—(j)|sign(F|genn) = +] = PY[Hp\—(2)|sign(F|genn) = +]

where & satisfies the same set of properties that were introduced in the argument for the six-vertex bridging
events, namely that the existence of a crossing between Z_; and Z_;, and between Z_; and Z_y, respectively
induce left and right boundaries of &, while the top and bottom boundaries of . From such a symmetric
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+ A+ A+ A+
+¥Y+ +Y+ +VY+

Figure 48: A depiction of the distribution of the distribution of + spins on even, or on odd faces, outside of
the black finite volume, as used in arguments for lower bounding the occurrence of the conditional bridging
event with the occurrence of the conditional horizontal event.

domain, the conditional horizontal crossing probability across &, conditionally upon the + distribution of
faces, satisfies,

P [Hi—(2)Isign(F|genn) = +] > €4 Py [H—(2)] (Event 26)
6, (1- PR (9))

where in the lower bound for the conditional horizontal crossing event with a vertical crossing event, we make
use of the fact that duality for the mixed-spin Ashkin-Teller representation encapsulates that an odd (resp.
even) horizontal crossing event on F°%4 (resp. F°'*") has a dual counterpart corresponding to a vertical
crossing event on even (resp. odd) sublatices of Z?, which are respectively given by F¢¥®, and by F°dd,
Otherwise, the remaining component in the lower bound is given by a suitably chosen, strictly positive €7,
for which,

Pr [sign(F|gern) = +] > €,

is satisfied by finite energy. Proceeding, from additional properties of the symmetric domain, the following
vertical crossing probability,

(margina )
P [Vi‘{d_ (2)] gl e PX [vif{d_ (2)] < PX[I0, [6"n]] x {0}¢—[i,i +6"n] x {n}] ,

in which the probability, under y, of the segment connectivity occurring upper bounds the probability of
the vertical event happening, across odd faces of the square lattice, under x. Relatedly, previous arguments
demonstrate,

7)/)\?“_ L‘SHHLQL‘S””H x {0} [~ L5”nJ,2L5”nJ] X {n}] <l-¢ , (Event 27)
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as it has been show, from previous arguments for the upper bound provided in , that,

PX[10, [6"n]] x {0}«—[i,i +6"n] x {n}] <1-c , (Event 28)
from which we conclude the argument.

For the final result below, we introduce an analog of Proposition 2.7.5 which provided a lower bound for
the segment connectivity event in the six-vertex model.

Proposition AT 2 (adaptation of crossing probability estimate between two segment connectivity events from
the siz-vertex model onto the symmetric mized-spin representation). WLOG, suppose FV" (A N Z2) = F. To
quantify a lower bound for a segment connectivity event, fix y € BCy, n’ > n > 0, and p > 0, from which
the lower bound takes the form, given strictly positive 8" from previous arguments,

o
P/)f[[—nlﬂn’] x {0} +— x{p[d"n| }] > <W\/ﬁ PX[[O, [10"n|] x {0} «— Z x {n}]) ,

where in the inequality above, the multiplicative constant to the lower bound probability for quantifying
connectivity with Z x {n}, &, is strictly less than 1, while the power to which the probability in the lower
bound is raised, .#”, is another strictly positive integer.

Proof of Proposition AT 2. WLOG, suppose p € Z. From previous estimates on the probability of a bridging
event occurring, introduce a lower bound for the segment connectivity event with the bridging event, in which,

PX[{0} x [-n,2n/] «— {p[0"n]} x [-n’,2n/]] (Event 29)
)

PK{ ﬂ {{pi 16"n]} x [=n',2n/] «— {piy1|0"n]} x [—n’,2n’}}]
po=0
pi+1=p;i+0""
pi=pl8'n]
0<i<f
(marginal FKG)
= H P/)\( [{pZ L(S//TLJ} X [_nla 2n/] A {pi-i-l L(S//TLJ} X [_n/’ 271/]}
po=0
pit+1=pi+8"
pr=pld'n]
0<i<f

N
> (PX[Bi-()])
(Lemma AT 2.7) ~ 19
> Clr (PX[Te—T])7
where, in the first line, the probability under ++ boundary conditions x of the segment connectivity event

occurring is equivalent to the union of ’smaller’ segment connectivity events occurring across smaller scales,
as, for suitable " < 6",

(00) x [t 2] s (plo"nl) x -l = () o) x [l 2] o {97} x [’ 20}
Pi+1p;;‘?i‘5'”
pr=pld’'n]
0<i<f

Next, from the lower bound obtained from Lemma AT 2.7, observe that it suffices to show that a bound of
the following form holds, in which,

PX[Zo +— To] > Car (PX[Zo +— Z x {n}])*, (Event 30)

for a suitably chosen, strictly positive, prefactor Car. Beginning with the probability in the upper bound for
the quantifying the connectivity between Zy and Zy, it is possible that,
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PX[Zo +— (—00,0] x {n}] , (Event 31)

which represents a mixed-spin configuration for which a connectivity event occurs between Zy and (—oo, 0] x

{n}, or,

731)\( [IO > [|6"n], +o0) x {n}] ,

which represents a mixed-spin configuration for which a connectivity event occurs between Z and {5” n|,+o0)x
{n}}, while finally,

PX[Zo +— [[0"n], +00) x {0}] ,

which represents a mixed-spin configuration for which a connectivity event occurs between Zy and . From each
of the three previously mentioned possibilities, in the second case, for the event {Zo «— [[§"n], +00) x {n}}
to occur,

~ ~ (marginal FKG) -
PX[Zo «— Lo] = PX|{Zo «— To} N {Zo +— [[0"n], +o0) x {n}} ¢ > PX[Zo +— L]

XPx [Io +—— [[6"n], +o00) x {n}] ,
(m-lower bound)

following one application of (marginal FKG), from which performing further manipulation yields the final
lower bound,

(m-lower bound) > Car (PX [Io — INO])Q

Besides the second case, the first case follows from the fact that,

marginal FKG)

PX[Zo +— To] > PX|{Zo +— To} N {Zo +— (—o0,0] x {n}} ( PX[Zo +— To]

xPx[Zo «— (=00,0] x {n}] |

in which, by making use similar arguments for obtaining the lower bound for (m-lower bound), concludes the
argument for the first case. Finally, for the third case, as in the argument for the six-vertex model under flat
and sloped boundary conditions, the fact that,

PX[Zo +— INO] ,

occurs immediately provides the desired lower bound, from which we conclude the argument.

7 The generalized random-cluster model

Besides obtaining weakened crossing probability estimates in strips of the square lattice for the Ashkin-Teller
model from the arguments introduced for RSW results under sloped boundary conditions for the six-vertex
model, a final area of interest relates to obtaining crossing probability estimates for the generalized random
cluster model, described in [23] through the random-cluster representation of the Ashkin-Teller model. As
expected, as does the Ashkin-Teller model, the generalized random-cluster model satisfies a similar range of
properties, which can be applied over strips of the square lattice as the finite volume approaches the infinite
volume. Boundary conditions for this model of interest are encoded through bond configurations that are
defined over Z2. The third model that we are considering below can be defined with a product probability
measure over the set of bonds of the square lattice. It is of interest to determine whether cluster representations
exist for other models, and furthermore, whether there exists any connection with the Ashkin-Teller model,
which could yield information on crossing probabilities. Below, we gather necessary items from this reference,
where the symbols ¢ and 7 indicate the two components of the configuration w, from the generalized random-
cluster model sample space,

weNETTM =0 = [(-1,1} x {-1,1}]% |,

which is also a product space, over Z2.
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7.1 Generalized random-cluster objects

Definition 20 (percolation bond product measure for defining the probability measure of the generalized
random-cluster model, [23]). For a configuration over the set of all bonds b from Z?, denoted with B(Z?) = B,
introduce the following four probability measures,

2((0,0)) = ao(b)
M((1,0)) = ag(b)
Ap((1,1)) = agr(b)
Ap((0,1)) = ar(b)

over bonds, which yields the product, generalized percolation measure, on the set of all bonds in B, which is
expressed with,

As(n) = As((ng,n,)) = As((n6(0), (b)) = As((nep, nrp))

which, as the following product measure, admits the decomposition,

Asm)= [T 20,00 JT »(0) JT M) JT Mw©0)= ] ao®)

beB beB beB beB beB
nbE(0,0) nbE(l,O) nbE(O,l) nbE(l,l) nbE(0,0)
< [ a® [ ar® [ o) ,
beB beB beB
leE(l,O) nbE(O,l) nbE(l,l)

for a configuration on bonds, n.
Definition 21 (notion of set connectedness for the generalized random-cluster model, [23]). For a bond
configuration n € {0,1} x {0,1}, denote,

(i)

as the o-connectivity event between sites ¢ and j, where the two sites are said to be connected, if,

tOEi7t17“'7tk717tkEj )

such that from the sequence of ¢ variables above,

ng(<ti’ti+1 >) =1 ,

Next, we provide a definition pertaining to the cell-complex lattice structure.

Definition 22 (cell-complex lattice structure, [25]). From the set of all bonds B(Z?) over the square lattice,
the cell-complex lattice, £, satisfies,

e Property one (boundary of the bond configuration): Given a bond b, the boundary of b, {t,¢'}, for nearest-
neighbors t and ¢/, is given by 6B = {t € Z? : t € b}, for 6b = {t,t'}.

e Property two (plaquettes from the bond configuration): A plaquette in the generalized random-cluster
model is a subset of R?, unit squares, whose corners are sites.

e Property three (boundaries of plaquettes from, Property 1, and, Property 2): From generalized random-
cluster model plaquettes introduced in Property two, the boundary of a plaquette is given by their bound-
ary, which is another subset of R2.
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From the generalized percolation bond measure, below introduce the generalized random-cluster probability
measure, under +-+, and under free boundary conditions.

Definition 23 (generalized random-cluster probability measure with ++ boundary conditions, [25]). From the
generalized percolation bond measure provided in Definition 20, denote,

- (n|A r(n|A
(]TV (n] )qi\f (n|A)

A n)q
ol ) = ol ) = — 2O e

7(2 ))\B+(A) (n)go
nnlontt

for n satisfying +4 boundary conditions on A, as the generalized random-cluster probability measure with ++
boundary conditions.

Definition 2/ (generalized random-cluster probability measure with free boundary conditions, [25]). From the
generalized percolation bond measure provided in Definition 20, denote,

)‘B(A) (ﬂ)q(];VU (E|A)q7]_vr (n|A)

> )\B(A)(n)chrv"(m[\)qiw@m) 7

n=(n,,n,)

Vf\ (ﬂ‘qg7 QT) = Vf (ﬂ\%a CIT)

for n satisfying free boundary conditions on A, as the generalized random-cluster probability measure with free
boundary conditions.

From the probability measures introduced above for 4+ and free boundary conditions, we also turn to the
statement of the FKG lattice condition, in addition to the statement of the comparison inequalities. To this
end, denote two bond configurations with n and n’, as well as the following partitions of the bond space B.

Definition 2/ (ordering of two bond configurations, ([25], Definition 4.1)). For bond configurations n and
n/, n is said to dominate n' if ny > nj, Vb € B.

Definition 25 (from ordering of bond configurations provided in the previous definition to increasing functions,

([25]], Definition 4.2)). From the ordering on bond configurations introduced in Definition 24, a function
over the bond space is said to be increasing, if,

n>n' <= f(n) > f(z) ,

Vb € B, and otherwise, is said to be decreasing if,

f decreasing <= —f increasing
Vb e B.

Definition 26 (two partitions of the bond space utilized in the proof of the FKG lattice condition for the
generalized random-cluster measure, [25]). Partition B into,

B2 B ={be B:ay(b)ag(h) > as(b)as(b)}

and into,

B2 B ={beB:as(b)ag(b) < as(b)a(b)}

Lemma GRCM 1 (FKG lattice condition for the generalized random-cluster measure for increasing functions,
([25], Lemma 4.1)). The generalized percolation bond measure provided in Defintion 20 is FKG, in which,

As(n Vo) Ag(nAn') > As(n)As(n') |

153



where V denotes the least upper bound of n and n/, while A denotes the greatest lower bound of n and n’.

Also, the comparison inequalities take the form below, which serve as a generalization of the comparison
inequalities for the random-cluster model, in which one can establish comparisons between the value of the
probability measure for different values of ¢, with the value of the probability measure for occupation. Because
the comparison inequalities for the generalized random-cluster model are related to comparison inequalities
of the nongeneralized random-cluster model, we briefly introduce the probability measu8re for the random
cluster model below as well.

Definition 27 (random-cluster probability measure). Fix a graph G, with edge-weight p and strictly positive

cluster weight ¢q. For wired boundary conditions w, the random-cluster probability measure for the random-
cluster model is given by,

(@)™
—1 p ’
Waa =08 = [29Gra)) (1)
for a suitable parameter ' satisfying,

[ /
w:gwe,

eceE

k(w') denotes the number of connected components of the configuration w’ appearing in the power of the
cluster weight ¢,

G2 (W) ={vwe W)":1

El},

corresponding to wired, or to free, boundary conditions, with ¢f0[] instead of @[], and,

w W
{v,w wired : W w}

[
ZW(GJ?,q)EZWEZ(lfp) qk(w) ,

UJ/

denotes the normalizing constant, the partition function, under wired boundary conditions.

From the random-cluster probability measure ¢ introduced above, one can equivalently define the measure by
specifying the following collection of parameters,

ap ,
Qg
ar
aor
4o

\ dr

which will be used in the statement of the comparison inequality following the next Definition.

Definition 28 (rescaling of random-cluster model parameters for comparison inequalities of the generalized
random-cluster model [25]). Introduce,

— ag
Ozo:a,
= %o
aaza‘; ’
= &z
047-:5; 5
—= Qa1
Qor tor
p:gi
o %
p:q%'
T= 4

as the collection of parameters ap, @y, ar, g7, obtained from the collection of parameters for the random-
cluster model probability measure ¢.

Lemma GRCM 2 (comparison inequalities for the generalized random-cluster measure, ([25], Lemma /.2)).
Suppose,
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1o <o ,
Qgr > max{oza,ozf} > min{amaT} , Ybe Bs |
proe > max{ sy, prag} > min{agr, prag} > ar , Vb e Be

hence, which implies that a comparison between the random cluster measures ¢ and 55 holds, in which,

6l4] > 9[4]
for any increasing function A.

With one example of a comparison inequality for the generalized random-cluster model, we turn towards the
statement for establishing equivalence between the generalized random-cluster model and Ashkin-Teller model.

Proposition GRCM 1 (parameter choice for equivalence between the generalized random-cluster model and
the Ashkin-Teller model, ([25], Proposition 3.1)). Let,

oy = exp( — Z(Jg + JT)) ,

Oy = exp( — 2JT) (exp( — 2JC,T) — exp( — 2JU)) ,

ar = exp( — QJU) (exp( — QJUT) — exp( — 2J7-)) ,

Opr =1 — exp( — 2(Jo + JW)) — exp( — 2(JT =+ JUT)) + exp( — 2(J0 =+ JT)) ,

denote the collection of parameters for which the generalized bond percolation measure,

As(n,r) = A8(0atB) |

provided in Definition 20, yields the following two probability measures, the first of which is of the form,

[T ao®) II ac(®) Il aor(b) Il as(b)
beB+ beB+ beB+ beB+
Mg+ () _ m=(00) ny=(1,0) ny=(0,1) ny=(1,1)

2.9} = Z55 R a0, a0rarrar) 2+ (s a0, a5, a7, aor)
9Ns (1, |A)9N-(n,,|A)

PN [nor|p.a) = 277 [

A+ (ny,)
%,y > g+ () INs (- |A) QN (1, |A)

Ngriflgrloat+
= vt [ng,[2,2]
= vt [k9KB2,2]

for suitable, strictly positive @2, corresponding to the generalized random-cluster probability measure under
++ boundary conditions, in addition to, the following probability measure, the second of which is of the form,

[T ao®) I ae(®) II aor(0) II ar(b)
beB beB beB beB
As(ng,) ~ =(0,0) ny=(1,0) np=(0,1) np=(1,1)

Zf(A7a07a0'7a7‘7a0'T) - Zf(A7a07aaaa77aar)
9No (g, |A) N7 (1, |A)

(@/f\ [QUT ’B’ Q] = ‘@f [QUT ’Ba Q]
= AB(n,,)
- ng Z )\B(n )2N0(207'|A)2NT(@UTIA)

n=(n,,n,) -7

Npr Ny r|oaf

= v [n,,12,2]

=! [n-12,2]

for suitable, strictly positive @3, corresponding to the generalized random-cluster probability measure under
free boundary conditions.

With the identification of parameters in the Ashkin-Teller model that coincide with parameters that need to

be specified for the generalized random-cluster model, also introduce the corresponding connectivity event in
the strip that is analyzed under the generalized random-cluster measure. From the Proposition above, as
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a related fact, one obtains the following equalities directly relating the generalized bond percolation measure
appearing in the generalized random-cluster model measure with the Ashkin-Teller measure of Definition 14,
in which,

Vj\r [z VAN AC] =ptt [ai] ,

I/X [’L <—>U j] = 73++ [O‘iO'j] 5

in which, from each equality provided above, the probability, under the Ashkin-Teller measure, of sampling
0;, for i € A under ++ boundary conditions, is equal to the probability of the connectivity event {z — AC}
occurring under the generalized random-cluster measure. In the second equality, the spin-spin correlation
o;oj, for j € A under ++ boundary conditions, is equal to the probability of the connectivity event {z — j}
occurring under the generalized random-cluster measure.

From the two special cases above of Proposition GRCM 1, it is also necessary to introduce reformulations of
the crossing events previously analyzed under the Ashkin-Teller measure, in order to establish equality with
connectivity events under the generalized random-cluster measure under the special cases of Proposition
GRCM 1 above, with the following items:

e Segment connectivity event within the strip. From (Event 1),

7715\[[0, |16"n]] x {0} m [i,i+ [6"n]] x {n}] =~ Pf\ (000 500301 |5 ] (Event 1)
(Proposition GREM D' 110, 16"n)] x {0} s [iyi + |6"n]] x {n}] ,

with,

[o1) N O'L(;//nj n [O, L(S”nﬂ 7é @ y

in addition to,

o; N Ui+L5/’nJ M [’L,Z =+ L(S”n“ # @ .

e Segment connectivity event between the top and bottom strip boundaries. From (Event 2),

{I[) <:> _'ZA-E)} = {I@ — :fo} =~ {0’0(/)'\6} R (Event 2,)
(Propositiozn GRCM 1) VI [IO PN ﬁ)] 7

with,

UODIO#Q 3

in addition to,

GoNZIy#0 .

e [ntersection of three segment connectivity events, Lemma AT 2.1. From (Event 3),

PYUT se—T s} T =T 3T =Ty} | " PY[o_so o s5-s0-xwo-u] ,
(Event 3)

(Proposition GROM D 4 (T, T IV n{T , T n{Ty < T4}
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with,

o_sNI_4#0 ,
U*Jﬂi’:“?éq)?
U_/QI_/#(D,

O'_/ﬂf;#(b )
oy NIT_»#0 ,

U_Jg/ﬂi;/#Q .

o Two segment connectivity events upper bounded by 1 — ¢, Lemma AT 2.1. From (Event 4),

PX[[0, [0"n]] x {0}«—[i,i + [6"n]] x {n}] < PX[[0, [6n]] x {0}+—[i,i+ [0n]] x {n}] ,

%’PK [000L5//nj O'ia'iJrL(;//nJ] NPX [UOUI_JnJ O'ia'iJrL(;//nJ]

(Proposition GREM D, (0,167} {0} ¢ Tolisi+[07n ) x {ny| - FroPO=HZ CRED, 10| 5 ) {0}« T (i [67m )] x {n}

(Event 4)
with,
o0 Ny N[0, [6"n]] #0
ag; N O"i+|_5”ﬂj N [Z,Z+ L(S”TLJ] 7é @ y
oo N O|6n] N [07 \_(57”] 7é 0 )
0i N Gt on) N[i,7+ [on]] # 0
e Two other segment connectivity events, Lemma AT 2.1. From (Event 5),
PX[H(S”TLJ 216"n|] x {0}+—[—i+ [6"n],i+2[d"n]] x {n}]
[ La/'nﬂzLa//nJOﬂﬂéﬂnjngwfnj]
(PrOpOSltl&n GRCM X— [[L(S//HJ QL(S”HJ]X{O}(—)[ i+ |_5//71J i+2 Lg//nﬂ X{n}]
> PX[[0, [6"n]] x {0}+—[i + [6"n],i+2[0"n]] x {n}] , (Event 5)
Q'P?\( [UOJL(;//M Tit16"n)Tig2 L5//an|
(Proposition GROM D, 1110, 5m | x {0} o [i+|8"n | i+2|5"n ] x {n} ]
with,
T5rm) N o 5] N [[0"1],2[0"n]] # 0
Tit[67m) N Tigalomm) NI+ [0"n], i +2[6"n]] # 0
g0 N Ul_(g//nJ N [ s L(S//TLH 7é @
Oit8"n| N 0i42(6"n| a [Z + Lé TLJ i+ 2L5//nJ] 7& 0
e Connectivity events from the left symmetric domain boundary, Lemma 6.3. From (Event 6),
+\— +\—
Py [ Am@l)c Fe6 | —PX e Am@l)c F6| = PX*loy,09¢6] — PX'loy074] (Event 6)

(Proposition GRCM 1) p
~ vt [y <= FE6) — v [+ FE6]



for x1, x2 € BC, 4, with,

UVLQVL#@ 5
O'y(glﬂygl#@ .

e Decomposition of crossing events from (Event 6), Lemma 6.3. From (Event 7),

Pl = v ] + PRl(-4), = ] + PE(-n) FE)

+
AN(FE) L An(Fe) 2 Am@)
1 1 1
~ P [oro] + PE[(0-0),00] + PR [(0-)yra]  (Bvent 7)

Tt S b e 1 i [0m)y €D ]+ (), ¢ 5G]

with,

orLNyL #0
o-Ny-#0 ,
(ff—+) (’Y +) #0
op Ny #0
(U+,—)2ﬂ(’7—,+)25£® ,
U/Klﬂy(gl#m

e x1-X2 ratio. From (Event 8),

5 pxl[% = e ug, }pﬂcwx,]
x1€{+,+} AN(FE)

s [n

x2€{+,+}

X2
A<(7> 1-|c_cu2 _}PA [C_u2,]

N
> PX'|oro_|oj1—0g0y P 01 ]
- x1€{+,+}

G{ZJ’_ +},P/)§2 [O—LO—_‘O—J‘_L_J“%O—Xv_]IP[)\CQ [Jj_lv_}
X2 s

) 6%:_ +}P}{1 [O'LO'_‘O'J‘_L_U_%O'X,_},PXI [Uj_l,_]
1 )

> 73/){2 [O'LO'_‘O'j_L_O'ngO—X’_} PXQ [Uj—l,—]
x2€{+,+}

)

, (Event &)

> [’YLHVH’VJ - ¢ UL 5 (AN (F9)°))
(Propositio:n GRCM 1) x€{+,+}

> [7L<—>7H’73 - =y tU{Z - < (AN (F9))}
x€{+7+}

A e 1} ULZ < (AN (7€)7))]
ot (A0 (76))]

with,
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e Conditional probability of crossing between 71, and y—. From (Event 9),

\ - ~ \
P o [ Ua | 2 PR ooyt oogo] L (Event 9)

roposition C — o o o c
(Propostion GRCN 1)\~ o, (0 a ¢Tan U L% <D (A0 (59)))]

with,

orLNyL #0
o-Ny-#0,
ogj—1,-No_NC_#0 ,
oy—No_NDy_#0 .

e x1-X2 ratio 2. From (Event 10),

> Py’ [n sz, Flc_u @X3,_]7>g<1 [C_UDy, -] = > PX ool
0£FeF(AN(FE)1) 0£FeF(AN(FE)1)
x1€{+,+} x1€{+,+}
oNF #£0

Uj_l,_a_agja_]PXl [Uj_L_U_Ugja_] ,
(Event 10")

(Proposition GRCM 1) Vi {% & Ty - <y Y u{g S (AN (7)) }]

<o (- D2} U L2 > (A (F9))}

with,

UmeyL#@ )
oj—1,—No_NC_ 0,
oz, No-NDy - #0 .

e Conditional probability from crossing beginning at the left symmetric domain boundary. From (Event
11),

Pr? [7L Am@)l Q}‘C_ UDyy—| =P [ULak\Jj_l,_a_agja_} ,  (Event 11')

(Proposition GREML1) | + {fm s Tl {ya D YU <D (A0 (2%))} |

with,
O-LQ’YL#Q )
O-kmgk#w )

O'j_17_ﬂ0'_ﬂc_ #0
0z, No-NDy - #0 .

e P;. From (Event 12),
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PR oo -l =P e ) -] = PR lono | = P ono ]
2 [ULU,]
— DX1 _TA
=Px [JLJ_] [1 le [JLU_] ] ,
(Propositig GRCM 1) VX [O'LO'_] |:1 B Vj\: [ULU,] :| 7
vy loro-]
with,
oLy, #0
o_Ny-#0 .

e Py. From (Event 13),

(Event 12')

PR £2 wl = PR (G- (£ w] 2 PR (o) ow] — PR [0 ) 00]

N [(U*,+)1JL’} ]

=Pl el B ]
(Event 13")
r ition 1)+ o_ or/|]
Froneen SO (o) [1 - 2 H ;% |
- 1

with,

(i) N (o—p), #0

Y Nop #0 .
e P3. From (Event 14),
PA*[(v=4), Am@)l F6] =P [(1-+), Am@)l F6| = Py [(0-4)y070] -

Pt [(‘7—#)2‘79%]

[(0-+)076]]

X [(U*,+)209‘51] ]

)

[(‘7—#)209%] |
(Event 14")

Py
= P¥((o-s)arra] 1 - 2

A

(Propositigl GRCM 1) V/_\,_ [(0__7_"_)2052%)1] {1 _ Z_
A

with,

(7_7"")2 N (U_7+)2 # Q) ’
F 61 Noze # 0 .

[(‘7—#)20?%’1] J

o [irst conditional crossing event for finishing arguments of Lemma 6.3. From (Event 15),

+
—

Pa {(7_*)2 AN(FE)

F'|CU Dy | m Pal(o—1),05710)1,

(Proposition GRCM 1)
= VA
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_J_U_gj(f_] ,

(Event 15')

)y < P Db U < (A0 (F6)))]



with,

(0—4), N (=), #0

Uﬂ‘//ﬂyﬂ#@ ,
Jj_l’_ﬁd_ﬁc_#w )
oz, No-NDyy - #0 .

e Second conditional crossing event for finishing arguments of Lemma 6.5. From (Event 16),

with,

+
AN(F €)1

PXQ[(V_,_i_)Q — F|C_UDy, |~ 3\(2[(0'_7+)20'§1{/’O’j_L_O'_O'Dg].O'_] ,

(Event 16")

A A

(propesen SN 1)y % Sl < b2+ (AN (59))) |

(O-_’+)2 N (’7_74')2 # Q) )
Jj_lj_ﬁd_ﬁc_#q) )
oz, No-NDyy - #0D .

e Intersection of three crossing events, Lemma 6.2. From (Event 17), for ’IJF\_! < +o00,

with,

_ +\— _
H 'P/)f |:{'7Lj <Jl> 9%1} N {f(gz $— Q%N,l} N {ﬂ(g]\[ <i> VR; }:| = PX [Ugg(gQO'gycgNil]
1<j<| 7\ |

L1y #0
RiNyr#D

X H P?\( [ULj 0FZ¢ O-.?Z%/N] )
1<j<| 70\ |
L1y #0

RiNyr#0
(Event 17")

(Proposition CRAMY) (74«55 7on] [ vi |{on, <= ZE N { T «Zm,}|

1<j<|zH\-|
Linyr#0
RiNyRr#0

oL, Ny, #0

or, NvR; #0

ogze, NFC =0 ,
ogzey N FEN-1=0 .

e Second connectivity event from Lemma 6.2. From (Event 18),

2<i<i+1<N-1
(Proposition GRCM 1)
= I w76y 764] |

+\-

PX[F € 4— FCi| = H PX[oit—0it1] (Event 18')

2<i<i+1<N-1

2<i<i+1<N-1
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with,

FENo; #0 ,V2<i<N-1,
FCir1Nog1#0 ,¥V2<i+1<N-1 .

e Crossing event from Lemma AT 2.6.1.1. From (Event 19),

HPX [’YL <Ji> ’YLi] ~ HPX [O'LO'Li] (Event 19')
L; L;

(Proposition GRCM 1) + o
2 HI/A [y <= L]

L;

with,

yoNor #0
’VLiHO-Li#@ .

e Disconnectivity event from Lemma AT 2.6.1.2. From (Event 20),

X AN X /
PA[ ﬂ {J% $— ’yi/}] ~ PA[ m {0’3‘[3@%0’2‘/}] , (Event 20")
countably many ¢’ countably many ¢/
(Propositigl GRCM 1) I//_\F[ ﬂ {j% o %/} ] ’

countably many 4’

with,

oz, NFC #0
oy Ny 0 .

o First connectivity event from Lemma AT 2.6.1.3. From (Event 21),

L iR

countably many j’ ( countably many j’
FieF(A) FieF(A)

%c F]'H ~ PX[ m {0’1(—)0;-}] , (Event 21')

(Proposition GRCM 1)
- Al N
countably many j’
FleF(A)

{Fie= F}]

with,

g; N E 7é (Z) )
0 N F} # () countably many, strictly positive j' .

e Second connectivity event from Lemma AT 2.6.1.3. From (Event 22),

'P/)\([ ﬂ {E%N ji).,%/}] %'P?{[ m {UN<—>U‘%,} ] , (Event 22")
countably many ¢/ countably many ¢’
F > LNyr#AD Fi>v : LNyr#D
(Propositic;n GRCM 1) VX_[ m {Q%N <L> %/} ] ,

countably many ¢’
Ji>i' : LNyr#A0D
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with,

UNﬂﬂcgN#(b R
Uﬁ,ﬂ%/#@ .

e Connectivity event from Lemma 6.2. From (Event 23),

| (Proposition GROM 1) o1, | (Event 23')

Poulve «— B =~ Pl [oL «— & vi

with,

or NyL # 0 .
e Connectivity event for bridging event lower bound Lemma AT 2.7. From (Event 24),

(Event 24")

H\— H\— ~ —~
77[)\( [I_j %A I_]} 77/)\( [I_k MA I_k] zPX [ajaj]Pf\( [O‘kO'k] ,

P iti GRCM 1! e e
( roposition ) v |:Z: j o Z- j y+ I K o z— i ,

o ;NI_;#0 ,
c; NI #0
oL NIT_p#0 ,
TRNI #0 .

e Condtional bridging event from Lemma AT 2.7. From (Event 25),

Proposition GRCM 1 ~
( = )VX[I]- o T;|9° +7 0A]

P (B () sn(Flaern) = 4] ~ P oyl
(Event 25)

with,

o—,jﬂI,j#(Z),
NI #0
o N(Z2°NA)£0 .

e Conditional horizontal crossing event from Lemma AT 2.7. From (Event 26),

PX[Hi\—(2)Isign(F|genn) = +] = PX[0Ly,0R,l04+] (Event 26')

GRC
(I IOpOSlIlOn RCM 1) y [[0 o RD ‘ ZC oz 9 ‘j|
Wl‘h,

UL@ﬁ.@#@,
JR@ﬂ.@#@,
o N(2°NA)#£0D .

163



Connectivity event upper bounded by 1 — ¢y in Lemma AT 2.7. From (Event 27),
PX[[=16"n],2[6"n]] x {0}+—[—[8"n],2[6"n]] x {n}] = P [J_L(;unJ UQL(;//”J] , (Event 27")
(Proposition GREMLD 1= 16"n), 2[0"n]] x {0} «Z> [=[6"n], 2[6"n]] x {n}]
with,

ooy N ([ 1670, 208" )] x {0}) #0
7 _a(gray 0 ([=16"n), 216"n]] x {n}) # 0

Connectivity event upper bounded by 1 — ¢ in Lemma AT 2.7. From (Event 28),

PL0, [07n]] x {0}¢—[i i + 6"n] x {n}] ~ P} (00057005011 (57m)] (Event 28')

(Pr0p051t10n GRCM 1) +[[ L5,, J] y {0} PN [i,i—|— 5,,n] y {n}]

with,

00 M0 |grp) N [0, L(SH
6//

|_|_

| #
UiﬂaiJrL(;//nJﬂ[i i—f-L ]
g0 N UL&//nJ N ([0 I_éll }

) #
0 N O 5 N ([i,i+ [6"n]] x {n})

First connectivity event from Proposition AT 2. From (Event 29),

Pr[{0} x [=n',20/] «— {p[6"n]} x [-n',20/]] = PY[000 w02 o p5mm)] (Event 29")

Fropestien S vt {0} x [l 20'] T {pl0"m]} x [’ 201]

with,

oo No_p N[=n',2n"] #0
oo No_p N ({0} x [-n',2n]) # 0
Oop Nop N [=n 201 #0
oo Now N ({pld"n]} x [-n',2n']) #0

Second connectivity event for Proposition AT 2. From (Event 30),

2
P iti GRCM 1
(PX[Ty +— Z x {n}])? 2 (Propositicn : X{ ﬂ {Io = {Ty x {n}}H (Event 30)
countably many 4’
TyNZAD | Vi
with,
O(l) N1y 75 0 s

N(Zx {n}) #0 , Vi
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e Third connectivity event for Proposition AT 2. From (Event 31),

PX[Zo +— (—0,0] x {n}] = PX[000-] , (Event 31")
(Propositio:n GRCM 1) VX [IO PN {(_007 0] y {n}}] ,

with,

oo N1y #@ ,
0o N ((—00,0] X {n}) #0 .

To analyze crossing probabilities such as the one provided above, we provide the following statements for
quantifying crossing estimates in generalized random-cluster model setting, building upon crossing probability
estimates for the Ashkin-Teller model. In doing so, we directly adapt the symmetric domains for the Ashkin-
Teller model, which correspond to symmetric domains for the generalized random-cluster model.

7.2 Generalized random-cluster crossing events

We introduce equivalent formulations of each crossing event obtained from Proposition GRCM 1. Each proof
is a direct application of previous arguments for weakened crossing probability estimates of the Ashkin-Teller
model, and are hence omitted.

Proposition GRCM 1 (GRCM equivalent of Proposition AT 1). Under equivalent choice of parameters,
(Event 1) admits an upper bound of 1 — c.

Proof sketch of Proposition GRCM 1. Apply the same sequence of arguments as given for the proof of
Proposition AT 1, in which arguments for upper bounding (Event 2’) are given in the statement of Lemma
GRCM 1 below.

Lemma GRCM 1 (GRCM equivalent of Lemma AT 2.1). Under equivalent choice of parameters, from
(Event 2'), an upper bound for,

V/—{— [IO é ZA-E)] s
can be obtained for sufficiently small %7, from the expression,

1 — % (Eventd) . (%-bound)

Proof sketch of Lemma GRCM 1. Obtain the desired upper bound, from (@—bound) above by following the
identical sequence of steps provided in , and in , respectively for , and for . After obtaining the appropriate

range of parameters for ,@/, upper bound (Event 4’) with 1 — ¢, in addition to obtaining the final lower bound
for (Event 5'), hence concluding the argument.

Lemma GRCM 2 (GRCM equivalent of Lemma 6.3, one crossing probability lower bound). Under equivalent
choice of parameters, a lower bound for (Event 6’) can be obtained with a suitably chosen, strictly positive,
parameter.

Proof sketch of Lemma GRCM 2. Introduce (Event 7’), from which, under similar assumptions provided for
arguments in Lemma 6.3, yields a lower bound, obtained from the upper bound provided for,

‘P1 + Po + Ps

)

in (A). Proceeding, from following the previously implemented arguments relating to (Event &), (Event 9'),
(Event 10'), (Event 11’), (Event 12), (Event 13'), (Event 14'), (Event 15'), and (Event 16’), the suitably
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chosen, strictly positive, parameter described in the statement of Lemma GRCM 2 can be obtained, from
which we conclude the argument.

Lemma GRCM 3 (GRCM equivalent of Lemma 6.2). From (Event 17'), the vertical crossing probability
considered under the Ashkin-Teller measure,

P%AT [Vk/[ixed] ,

can be upper bounded, and lower bounded, with suitably chosen, strictly positive, constants similar to as-
sumptions provided on the upper and lower bounds given in Lemma 6.2.

Proof sketch of Lemma GRCM 3. Apply previous arguments, relating to (Event 17’), for obtaining a lower
bound of similar nature to that provided in (AT 2.6.1). From (Event 18'), another lower bound can be
obtained, from applications of (FKG) described in [23]. Incorporating the two aforementioned lower bounds,
for (Event 17’), and for (Event 18'), readily yields a lower bound similar in nature to (AT 2.6.1 II), from
which we conclude the argument.

Lemma GRCM 4 (GRCM equivalent of Lemma AT 2.6.1.1). (Event 19’) can be lower bounded with a
suitably chosen, strictly positive, constant.

Proof sketch of Lemma GRCM J. Lower bound (Event 19") with the same properties of (FKG) mentioned in
the proof sketch of Lemma GRCM 8 above. Following the lower bound for this generalized random-cluster
event, applying similar arguments in the remainder of the proof yields the desired lower bound, from which
we conclude the argument.

Lemma GRCM 5 (GRCM equivalent of Lemma AT 2.6.1.2). (Event 20’) can be lower bounded with a
suitably chosen, strictly positive constant.

Proof sketch of Lemma GRCM 5. Lower bound (Event 20) in a similar fashion that (Event 19') is as described
in the proof for the previous result, from which we conclude the argument.

Lemma GRCM 6 (GRCM equivalent of Lemma AT 2.6.1.3). (Event 21'), and (Event 22’), can be lower
bounded with suitably chosen, strictly positive constants.

Proof sketch of Lemma GRCM 6. Lower bound (Event 21’), and (Event 22’), in similar fashions that (Event
20'), and (Event 19'), in the two previous items, Lemma GRCM /, and Lemma GRCM 5, from which we
conclude the argument.

Lemma GRCM 7 (GRCM equivalent of Lemma AT 2.7). (Event 27’), and (Event 28), can be lower bounded
with suitably chosen, strictly positive constants.

Proof sketch of Lemma GRCM 7. Obtain a lower bound for (Event 25") as the lower bound that was obtained
for (Event 25). Following this lower bound, the conditional crossing event provided in (Event 26’) can be lower
bound with a similarly related conditional crossing event that is instead dependent upon horizontal crossings
across symmetric domains rather than the bridging event. Following this lower bound, (Event 27') can be
upper bounded with a strictly positive, suitably chosen constant. Finally, (Event 28") can be upper bounded
with another strictly positive, suitably chosen constant, from which we conclude the argument.

Proposition GRCM 2 (GRCM equivalent of Proposition AT 2). A lower bound for (Event 31') with a
suitably chosen, strictly positive constant yields a lower bound for (Event 2').

Proof sketch of Proposition GRCM 2. Lower bound (Event 29’) with (FKG) properties described for the
generalized random-cluster measure in [23]. Following this lower bound, obtain another lower bound for
(Event 30'), in addition to a lower bound for (Event 31’). Equipped with these two lower bounds, (Event 2')
can be bounded from below with a final suitably chosen, strictly positive constant, dependent upon the lower
bounds for (Event 30") and (Event 31"), from which we conclude the argument.
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8 (¢s,qr)-cubic models

8.1 Introduction

In the final section, in light of arguments provided in the previous section, we briefly demonstrate how ar-
guments provided for the generalized random-cluster model can also be applied to the (¢, ¢;)-cubic models.
Below, we demonstrate how the probability measure for such models is defined from the Hamiltonian provided
in [23]. In comparison to the Ashkin-Teller model Hamiltonian which consists of two two-point interactions
and two four-point interactions, the Hamiltonian governing interactions for the (qg, qT)—spin model consists of
interaction terms, two of which are one-point functions, and three of which are two-point functions. From the
formulation of Ashkin-Teller model, despite the fact that there is a difference in the number of two-point versus
four-point interactions, by introducing mappings between the Ashkin-Teller and (qg, qT)—spin Hamiltonians,
one can imagine connections between interaction terms in a Hamiltonian and configurations can be sampled
with high probability under the (qg, qT)—spin measure.

8.2 (qg, qT) objects

Definition 29 (cubic model Hamiltonian, [23]). Introduce,

/chbiC = ,H(i,j, U(i)v U(])vT(l)’T(])) = H = 72(1]0' - JO’T)(SU,L',O'J‘ - 2(JT - JO'T)CSn,Tj - 4‘]0'7'501‘,0']‘57%7'3' )

corresponding to the cubic model Hamiltonian, for q,,q € N, o; € {1, “ee ,qg}, T; € {1, “ee ,qT}, and coupling
constants which can either satisfy J. = J,r, Jr > Jor, o J;r < Jyr.

Next, introduce the probability measure.
Definition 30 (cubic model probability measure from the Hamiltonian, [23]). Introduce,

exp[—?—[] :exp[—’H]
Zewbie(A, 4, 5,0(i),0(5),7(0),7(5)) 2P

ycubic['] E@i[] =

corresponding to the cubic model probability measure, with the normalizing constant given by the cubic model
partition function Z, for A C Z? and boundary conditions &.

Following the definition of the Hamiltonian above and corresponding probability measure, arguments
similar to those provided in the previous section also apply. That is, from the approximate correspondence
provided in [23] between the measures P* [ ] and v [ } that was applied in previous sections to reformulate
weakened crossing probability estimates for the generalized random-cluster model from weakened crossing
probability estimates for the Ashkin-Teller model, one can execute nearly identical steps of the argument to
conclude that crossing probabilities occur with sufficiently good probability over strips of the square lattice.

With regards to boundary conditions, from previous remarks, encoding boundary conditions for the gen-
eralized random-cluster, and (qg, qT), models is similar to encoding boundary conditions for the Ashkin-Teller
model, in the sense that versions of the SMP, CBC, and positive association inequalities are expected to hold.
However, as mentioned in the first section giving an overview, the main obstacle for applying arguments for
estimating long horizontal crossings over the strip is made far more difficult by the manner in which boundary
conditions are encoded for the Ashkin-Teller model. It continues to remain of great interest to determine the
ways in which RSW arguments can yield information about other models of Statistical Mechanics, beginning
with information obtained from classes of symmetric domains as was done earlier for the six-vertex model in
the planar random-cluster model [15], which can likely be studied for many other models.

9 Appendix

In the final section of the paper, we establish a connection between the (FKG) criterionm, which was introduced
in Lemma A.2 of [11] for the six-vertex model under flat boundary conditions, with the positive assocation
on the marginals of mixed-spin representations of the Ashkin-Teller model provided in Theorem 4 of [16].
First, we state each of the two results below.

Appendix Lemma ! (FKG crtierion for the siz-vertex model, [11]). Suppose that p is irreducible. If for
every face = in some finite volume D, every integer k, and p-almost every x € Hp, (.} - the set of all admissible
height functions in the finite volume D excluding the face x - and p-almost every x' € H D\{z}, With x < X,
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| h(x) > k|h|p\ (o) = X] < M[h(ﬂf) > klhlp\ay =X |

then for all increasing functions F,G : Hp — R,

u[F(h)G(R)] > p[F(h)u[GR)] |

holds.
Next, also introduce the result for positive associativity of the mixed-spin representation below.

Appendix Theorem 1 (positive association for the mized-spin representation, [16]). Let D be a domain and
TE Espin(ZQ) - the set of all possible 4+ and — face variables assigned to spin configurations over D - that is
equal to 1 at all odd faces outside of D. Suppose that a, b, ¢ > 0 satisfy a,b < ¢. Then the marginal of the spin
probability measure, Spinp, ,,, . on o satisfies the FKG lattice condition. In particular, for any increasing
functions f,g: {—1,+1}"" one has,

SpinB,a,b,e [f(aeven)g(geven)] 2 Spin"l—),a,b,c [f(geven)] SpinTD,a,b,C [g<aeven>]

To simultaneously incorporate the results together, from the (FKG) criterion with the positive association
that the Ashkin-Teller measure satisfies on the marginals of spin configurations, we provide the following
statement.

Appendix Lemma 2 (Appendix Lemma ! + Appendix Theorem 7). The spin probability measure,
Spinp, , 5., iIntroduced above for the specified parameter range, satisfies a variant of the FKG criterion provided

in Appendix Lemma 1, on the marginals of spin-representations.

Proof of Appendiz Lemma 2. The proof is a result of argumentation provided in Appendix Theorem 1 of
[16]. o
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