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We consider the quench dynamics of non-interacting fermions in one dimension in the presence of
a finite-size impurity at the origin. This impurity is characterized by general momentum-dependent
reflection and transmission coefficients which are changed from r0(k), t0(k) to r(k), t(k) at time t = 0.
The initial state is at equilibrium with t0(k) = 0 such that the system is cut in two independent
halves with rR0 (k), rL0 (k) respectively to the right and to the left of the impurity. We obtain the
exact large time limit of the multi-time correlations. These correlations become time translationally
invariant, and are non-zero in two different regimes: (i) for x = O(1) where the system reaches a
non-equilibrium steady state (NESS) (ii) for x ∼ t, i.e., the ray-regime. For a repulsive impurity
these correlations are independent of rR0 (k), rL0 (k), while in the presence of bound states they oscillate
and memory effects persist. We show that these nontrivial relaxational properties can be retrieved
in a simple manner from the large time behaviour of the single particle wave functions.

Introduction. There is a fast growing interest in nonin-
teracting fermions in the presence of external potentials
as solvable models capturing non trivial quantum cor-
relations. For fermions at equilibrium, either in a trap
[1–5] or in the presence of an impurity [6–8], spatial cor-
relations have been computed using various analytical
methods, including determinantal processes and connec-
tions to random matrices [3–5, 9, 10], as well as inhomo-
geneous bosonisation [11]. Extensions of these methods
allow to also obtain the temporal correlations at equilib-
rium [11, 12].

Noninteracting fermions also provide interesting
tractable models to study non-equilibrium quantum dy-
namics. A seminal example is the Landauer-Büttiker the-
ory for transport between two reservoirs [13–15] where
the system is assumed to be in a stationary state from
the start. A more general setting to study out of equilib-
rium dynamics and convergence to a stationary state are
quantum quenches. Noninteracting fermions have been
much studied in this context for translationally invari-
ant systems. The resulting equilibrium state reached at
large time can be predicted using the generalised Gibbs
ensemble (GGE), which more generally describes inte-
grable interacting systems, see e.g. [16]. In these cases,
the dynamics can also be computed using the generalised
hydrodynamics (GHD) [17, 18] which predicts correla-
tions in the so-called ray regime x ∼ t. For noninter-
acting fermions, the GHD amounts to consider a semi-
classical version of the Wigner function. To address the
transport properties using quantum quenches a standard
protocol is to consider an initial state inhomogeneous in
space in one dimension [19–30]. At late time the sys-
tem reaches a non-equilibrium stationary state (NESS)
characterized by stationary currents, density profiles and
counting statistics [31].

An important question is how the transport in the

NESS as well as in the ray regime is affected by the pres-
ence of inhomogeneities in space. The simplest case is a
local impurity which has been studied, e.g. in [32–34], or
using conformal field theory [35–37]. Recently, for non-
interacting fermions in one-dimension, several analytical
results have been obtained both for discrete [38–43] and
continuum [44, 45] models. In these models, the system
is initially prepared either with a domain wall or parti-
tioned into two separate halves. It then evolves in the
presence of an impurity, modeled either by a so-called
“conformal defect” [41, 42, 46] which is simpler to ana-
lyze, or by an external local potential [38–40, 44, 45].

Despite these works there is no first-principle deriva-
tion of the quantum correlations in the NESS for a gen-
eral defect for noninteracting fermions in the continuum
setting. In addition, the stationary dynamics, such as
the temporal correlations in the NESS, and how they
differ from equilibrium have not been characterized so
far. A standard approach in quantum quenches, e.g., in
the context of GHD, relies on a semi-classical version of
the Wigner function. In the presence of an impurity it
has been improved by taking into account reflection and
transmission probabilities [38, 44]. It was shown to pre-
dict the correct large time correlations inside a local re-
gion within a single ray ξ = x/t. However, this approach,
although appealing, does not predict the correlations in
the NESS (x = O(1)) and furthermore, even in the ray
regime, it does not capture the non-trivial correlations
along opposite rays i.e., for (x, x′) ' (ξt,−ξt) [44].

In this paper we address these questions, by consider-
ing non interacting fermions in one dimension prepared in
the presence of an arbitrary localized impenetrable bar-
rier with a corresponding Hamiltonian Ĥ0. The initial
condition is a product state of two half-spaces, each at
equilibrium at different temperatures and densities. This
state is evolved at time t > 0 with Hamiltonian Ĥ on the
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full line in the presence of a penetrable impurity local-
ized near the origin. The system reaches a NESS at large
time, with a stationary current.

We first show that the eigenfunctions of Ĥ0 evolved
with Ĥ have a large time limit which we obtain explic-
itly in terms of the scattering coefficients of the impu-
rity. The interferences between these eigenfunctions al-
low us to compute all space-time quantum correlations
in the NESS as well as in the ray regime. Furthermore
they have a nice physical interpretation in terms of scat-
tered trajectories. This goes beyond the aforementioned
semi-classical approximation of the Wigner function, and
incorporates all quantum interference effects, including
those leading to correlations between opposite rays. As a
byproduct we find that the memory of the initial details
is erased in the large time limit, except in the presence
of bound states where oscillations persist at all times.

Model. We consider N noninteracting fermions in one
dimension in the presence of a finite size impurity mod-
eled by a potential. The evolution at t > 0 is governed
by the single particle Hamiltonian

Ĥ = −1

2
∂2
x + V (x) . (1)

We work in units where ~ = 1 and the mass m = 1. For
simplicity we start with a potential V (x) which is sym-
metric (V (x) = V (−x)), localized in the region [−a2 ,

a
2 ]

and does not possess any bound state (i.e., a repulsive
impurity). Such a potential is characterized by a scatter-
ing matrix

S(k) =

(
t(k) r(k)
r(k) t(k)

)
with

{
|r(k)|2 + |t(k)|2 = 1

Re[r(k)t(k)∗] = 0
,

(2)
where r(k) and t(k) are momentum dependent reflection
and transmission coefficients. The fermions are confined
in a hard box of size ` with ` > a (i.e., the wave function
vanishes outside [−`/2, `/2]).

The system is prepared at t = 0 at Gibbs equilibrium
and is described by the single particle Hamiltonian Ĥ0

Ĥ0 = −1

2
∂2
x + V0(x) , (3)

where V0(x) is another potential localized in the region
[−a2 ,

a
2 ] and characterized by a scattering matrix

S0 =

(
0 rR0 (k)

rL0 (k) 0

)
, |rL0 (k)|2 = |rR0 (k)|2 = 1 . (4)

The potential V0(x) is sufficiently divergent at x = 0 so
that the system is cut in two halves with tR0 (k) = tL0 (k) =
0. The initial N -body density matrix D̂ = D̂L⊗D̂R is the
tensor product of left and right density matrices D̂L/R,
each describing equilibrium at temperature TL/R with
chemical potentials µL/R. In the zero temperature case,

this amounts to consider the ground state with a fixed
number of fermions NL/R on each side.

The normalized eigenfunctions φ
R/L
k (x) of the initial

Hamiltonian Ĥ0 vanish for x ∈ R−/+ and can be written
outside the interval [−a2 ,

a
2 ]

φRk (x) = c0` cos(k(|x| − δRk ))θ(x− a

2
), k ∈ ΛR (5)

φLk (x) = c0` cos(k(|x| − δLk ))θ(−a
2
− x), k ∈ ΛL (6)

with c0` '
√

4
` at large ` and where θ(x) = 0 if x ≤ 0 and

θ(x) = 1 if x > 0. The phase shifts δ
R/L
k are related to

the reflection coefficients as

r
R/L
0 (k) = e−2ikδ

R/L
k , (7)

while the lattices ΛR and ΛL are defined as follows

ΛR/L =

{
k ∈ R+|φR/Lk (± `

2
) = 0

}
. (8)

Observables. We are interested in the space-time m
point density correlation functions, defined for 0 ≤ t1 ≤
· · · ≤ tm and all distinct space time points (xi, ti) as

Cm(x1, t1; ...;xm, tm) = Tr(D̂ρ̂(xm, tm) . . . ρ̂(x1, t1)) (9)

where ρ̂(x, t) is the density operator in the Heisenberg
representation. For noninteracting fermions they can be
expressed as anm×m determinant involving the so-called
space-time extended kernel (see [61, 63])

Cm(x1, t1; ...;xm, tm) = det
1≤i,j≤m

K(xi, ti;xj , tj) . (10)

In particular, the total fermion density reads ρ(x, t) =
K(x, t;x, t). The current correlations can also be ob-
tained from the kernel [47]. The space-time extended
kernel can be written as the sum

K(x, t;x′, t′) = KR(x, t;x′, t′) +KL(x, t;x′, t′) , (11)

where [49]

KR/L(x, t;x′, t′) (12)

=
∑

k∈ΛR/L

(fR/L(k)− θ(t′ − t))ψR/L,∗k (x, t)ψ
R/L
k (x′, t′) .

Here fR/L(k) = 1/(1 + eβR/L(µR/L− k
2

2 )) are the right

and left Fermi factors, and ψ
R/L
k (x, t) is the solution of

the Schrödinger equation i∂tψ
R/L
k (x, t) = Ĥψ

R/L
k (x, t)

with the initial condition ψ
R/L
k (x, 0) = φ

R/L
k (x), where

φ
R/L
k (x) are given in Eq. (5).
Large time limit: the NESS. We now want to take a

double limit: first the thermodynamic limit ` → +∞
with fixed left and right mean densities (i.e., fixed chem-
ical potentials µL,R) and then the large time limit [50].
We first consider the system over distances x = O(1)
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(i.e., “close to the impurity”). In this regime, the system
reaches a NESS where one-point quantities (such as the
density) becomes stationary, and multi-time correlations
become time-translationally invariant. We can compute
exactly the large ` and large time limit of the kernel start-
ing from the exact formula in Eq. (12). Since it is a bit
cumbersome (similar to the calculations in [38, 44]) we
instead present here a shortcut by studying directly the
asymptotic form of the single-particle time evolved initial

eigenfunctions, ψ
R/L
k (x, t), in the large ` and large t limit.

The exact formula for ψ
R/L
k (x, t) is an infinite superposi-

tion which involves the overlaps of φ
R/L
k (x) with all the

eigenstates of Ĥ. The asymptotic form of this superpo-
sition is obtained using a contour-integral representation
which leads to [47]

ψ
R/L
k (x, t) =

1√
`
(e−i

k2

2 tχ
R/L
k (x) + δχ

R/L
k,` (x, t)) (13)

where δχ
R/L
k,` (x, t) decays to zero in the limit of large `

followed by large t. In Eq. (13), the leading contributions

χ
R/L
k (x) are given by

χRk (x) =

{
(e−ikx + r(k)eikx)eikδ

R
k if x > a

2

t(k)e−ikxeikδ
R
k if x < −a2

(14)

χLk (x) =

{
t(k)eikxeikδ

L
k if x > a

2

(eikx + r(k)e−ikx)eikδ
L
k if x < −a2

(15)

where we recall that r(k) and t(k) are the reflection and
transmission coefficients (2). In this result (13) the time-

dependence ∝ e−i k
2

2 t is simply the one of a free particle of

energy k2

2 , while the factor 1√
`

ensures the normalization

of ψ
R/L
k (x, t). The form of χ

R/L
k (x) in (14) and (15) can

be qualitatively understood as follows. Away from the
impurity, at time t = 0, from (5) a particle can have mo-
mentum k or −k (everywhere k > 0). Consider a space
time point (x, t) with x = O(1) > 0 and t large and first
ask how a particle starting from the left of the impurity
can reach (x, t). As shown in Fig. 1 (top left), there is
a single possible initial position such that a particle with
initial momentum k reaches (x, t). Since it crosses the
barrier, it collects a factor t(k). This accounts for the
first line in (15). It contains a single term, with phase

factor eikδ
L
k , since particles with initial momentum −k

escape to −∞ (the phase factor information they carry

e−ikδ
L
k is lost). For particle starting from the right of

the impurity, one similarly interprets the two terms in
the first line in (14). Indeed, one sees from Fig. 1 (top
right) that there are two possible initial positions such
that a particle with initial momentum −k reaches (x, t)
either (i) directly (leading to the factor e−ikx) or after
one reflection (which changes −k into k leading to the
factor r(k)eikx). Of course this semi-classical argument
is deceptively simple, since in reality momentum is not

(x, t)
k > ξ

k < ξ

time

space

0
FIG. 1. Interpretation of (14)-(15), see text for details. Top
left: a particle starts from the left with momentum k and
reaches (x > 0, t) after being transmitted (solid green), while
the −k component (dotted red) get lost at −∞. Top right:
starting from the right with −k it reaches (x, t) either directly,
or after one reflection. Bottom left: same as top left for the
ray regime, the ray x/t = ξ is black solid line. Bottom right:
the trajectories (in red) inside the black ”hat” shape have
k < |ξ|: they do not meet the impurity and carry the memory
of the initial state (24). The other trajectories (in blue) have
k > |ξ| and are similar to those in the top right panel leading
to (25).

a quantum number here and the true wave function is a
complicated superposition. However we show here that
it becomes exact at large time. Thus, although the fi-
nal result is intuitively simple, the convergence to the
large time limit is nontrivial. It can be extracted from

the exact expression for the subleading part δχ
R/L
k,` (x, t)

that we provide in (13)– see [44, 47]. Although we did
not perform an exhaustive analysis it is easy to see that
the decay is generically algebraic in time (with possible
oscillations).

The next step is to compute the space-time kernel from
Eqs. (11) and (12). It turns out, as we have explicitly
checked by an exact independent computation, that in
the limit ` → ∞ and t → ∞, one can simply inject
the dominant part of (13) in the formula for the ker-
nel (11) and (12) and replacing the discrete sums in this
formula by integrals (in the limit ` → ∞). This yields
lim
`→∞
t→∞

K(x, t;x′, t− τ) = K∞(x, x′, τ) with

K∞(x, x′, τ) =
∫
L,τ

dk
2π e

i k
2

2 τχLk (x)∗χLk (x′)

+
∫
R,τ

dk
2π e

i k
2

2 τχRk (x)∗χRk (x′) . (16)

Here and below we use the shorthand notation∫
R/L,τ

dk
2π =

∫∞
0

dk
2π

(
fR/L(k)− θ(−τ)

)
, (17)∫

L,R
dk
2π =

∫∞
0

dk
2π (fL(k)− fR(k)) (18)

and we use the convention θ(0) = 0. Injecting the explicit

form of the function χ
R/L
k (x) from (14) and (15) in (16)
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we find

K∞(x > a
2 , x
′ > a

2 , τ) =
∫
L,R

dk
2π e

i( k
2

2 τ−k(x−x′))|t(k)|2

+
∫
R,τ

dk
π e

i k
2

2 τ
(

cos(k(x− x′)) + Re[r(k)eik(x+x′)]
)

K∞(x > a
2 , x
′ < −a

2 , τ) =
∫
R,τ

dk
2π e

i k
2

2 τ t(k)eik(x−x′)

+
∫
L,τ

dk
2π e

i k
2

2 τ t∗(k)e−ik(x−x′)

+
∫
L,R

dk
2π e

i k
2

2 τ
r(k)t(k)∗−r(k)∗t(k)

2 e−ik(x+x′) , (19)

together with the other regions obtained using the sym-
metry K∞(x, x′, τ)|L,R = K∞(−x,−x′, τ)|R,L. Note

that the initial phase shifts eikδ
R/L

cancel in the ker-
nel. As expected K∞(x, x′, τ) vanishes at large |τ |, with
algebraic decay see [47]. In particular, from (19), one
obtains the density ρ∞(x) = K∞(x, x, 0) in the NESS,
which reads, for |x| > a/2

ρ∞(x) =
∫
L,R

dk
2π |t(k)|2 +

∫∞
0

dk
π fR(k)

(
1 + Re[r(k)ei2kx]

)
.

Similarly, from (19) one also obtains the current in the
NESS J∞ = 1

2i (∂x′ − ∂x)K∞(x, x′, 0)|x′=x, which yields

J∞ =

∫
L,R

dk

2π
k|t(k)|2 . (20)

For fL(k) = fR(k) the first and fourth line in (19) vanish
and one can check that one recovers the thermal equilib-
rium (in the absence of bound states).

Large time limit: the ray regime. We also computed
the asymptotic kernel at large time when distances are
scaled with time x = O(t), i.e., setting x = ξt + y with
ξ, y = O(1). Again we first obtain the asymptotic form
of the wave function [47]

ψ
R/L
k (x = ξt+ y, t) '

`→∞
t→∞

1√
`
e−i

k2

2 tχ
R/L
ξ,k (x = ξt+ y) ,

(21)
where we have defined

χRξ,k(x) =


θ(k > −ξ)t(k)e−ikxeikδ

R
k if ξ < 0

θ(k < ξ)eikxe−ikδ
R
k if ξ > 0

+(e−ikx + θ(k > ξ)r(k)eikx)eikδ
R
k

(22)

χLξ,k(x) =


θ(k > ξ)t(k)eikxeikδ

L
k if ξ > 0

θ(k < −ξ)e−ikxe−ikδLk if ξ < 0

+(eikx + θ(k > −ξ)r(k)e−ikx)eikδ
L
k .

(23)

Since x = ξt + y (21) exhibits fast oscillations in time

∝ e−i
k2

2 t±iξkt. The forms (22) and (23) can be under-
stood by an extension to the ray regime of the argument
given in the NESS, see Fig. 1 (bottom). It can also be
summarized by considering the ”light cone” with slopes
±k originating from the impurity, see Fig. 2. Outside of
it, i.e., for |ξ| > k, ψR/L(x, t) recovers the initial condi-

tion up to a time propagation phase e−i
k2

2 t, i.e.,

1√
`
χ
R/L
ξ,k (x) = φ

R/L
k (x) for |ξ| > k . (24)

time

spaceimpurity

|ξ|<k
|ξ|>k|ξ|>k

(x=ξt,t)

(x=ξt,t)

FIG. 2. For a given initial momentum k, the space-time is
divided in two regions (at large time). If |ξ| > k the initial
condition is unaffected by the impurity. In blue: the two

trajectories arriving at (x, t) with phase factors e±ik(x−δ
L
k ),

explaining (24). However for |ξ| < k the possible trajectories
(red) are affected by the impurity, giving back the bottom
part of Fig. 1.

Inside the cone, i.e., for |ξ| < k, ψR/L(x, t) is given by
the extrapolation to the ray regime (with x = ξt+ y) of
the form obtained above in the NESS (for x = O(1)), in
Eqs. (22) and (23), i.e.,

χ
R/L
ξ,k (x) = χ

R/L
k (x) , for |ξ| < k . (25)

We now compute the kernel in the ray regime from
Eqs. (11) and (12). Again, it turns out [47] that in the
limit ` → ∞ followed by t → ∞ with x, x′ = O(t), one
can simply inject the asymptotic forms (21) in the for-
mula for the kernel (11) as was done in (12), and replace
the discrete sums by integrals We thus use the same pro-
cedure that brought us from (12) to (16), but here using

χ
R/L
k,ξ instead of χ

R/L
k . When scaling x = ξt + y, and

x′ = ξ′t + y′, because of oscillatory behaviors of χ
R/L
k,ξ ,

the kernel has a non zero limit only if ξ = ±ξ′. For these
two cases, we obtain [48]

lim
`→∞
t→∞

K(ξt+y, t; ξ′t+y′, t−τ) =


0 if ξ 6= ±ξ′

K+
ξ (y, y′, τ), ξ′ = ξ

K−ξ (y, y′, τ), ξ′ = −ξ
(26)

with the following explicit expressions

K+
ξ>0(y, y′, τ) =

∫
R,τ

dk
π e

i k
2

2 τ cos(k(y − y′))

+
∫
L,R

dk
2π e

i k
2

2 τ |t(k)|2e−ik(y−y′)θ(k − |ξ|) (27)

K−ξ>0(y, y′, τ) =
∫
L,R

dk
2π e

i k
2

2 τ r(k)t(k)∗e−ik(y+y′)θ(k − |ξ|)

and similar formula for ξ < 0 obtained by symmetry, see
(128) in [47]. One can check that the ray regime matches
the large distance behavior of the NESS in the following
sense

lim
y,y′→∞

y∓y′=O(1)

K∞(y, y′, τ) = lim
ξ→0+

K±ξ (y, y′, τ) . (28)
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Interestingly, while the above formula for K+ can also
be obtained from a semi-classical argument based on the
Wigner function [38, 44], this is not the case for K−. In-
stead, in the present framework, the correlations between
(−x, t) and (x, t) arise naturally from trajectories which
start from the same point (e.g. from the right with mo-
mentum −k) and are either reflected or transmitted. In
the kernel, the interferences between these two trajecto-
ries result from the product of the first and the third line
in (22) when computing χR−ξ,k(x, t)∗χRξ,k(x, t) [see (16)].

At large time the mean density along rays thus con-
verges ρ( ξt , t)→ ρ̃(ξ) given by

ρ̃(ξ > 0) = ρR +

∫
L,R

dk

2π
|t(k)|2θ(k − |ξ|) , (29)

and the same for ξ < 0 exchanging R and L. Here
ρR/L =

∫∞
0

dk
π fR/L(k) are the initial mean densities. The

function ρ̃(ξ) exhibits a jump discontinuity at ξ = 0,
ρ̃(0+) − ρ̃(0−) =

∫
L,R

dk
π |t(k)|2. Similarly the current

along rays converges to J( ξt , t)→ J̃(ξ) with

J̃(ξ) =

∫
L,R

dk

2π
k|t(k)|2θ(k − |ξ|) . (30)

Bound states. Let us now discuss the NESS regime
when V (x) admits a sequence of bound states φκ(x), κ ∈
Λb of energies −κ

2

2 . In that case the asymptotic large
time kernel K = Ks+Kb is the sum of two pieces: (i) one
due to scattering states, Ks, identical to the one obtained
above (ii) one due to bound states, Kb = KR

b +KL
b , where

K
R/L
b (x, t;x′, t′) (31)

=
∑

κ′,κ′′∈Λb

φκ′(x)φκ′′(x
′)e−i(

κ′2
2 t−κ′′22 t′)C

R/L
κ′,κ′′ ,

with C
R/L
κ′,κ′′ = 〈φκ′ |(1 + eβR/L(Ĥ

R/L
0 −µR/L))−1|φκ′′〉 [47].

When there are at least two bound states the total NESS
kernel exhibits permanent oscillations in time. These os-
cillations also occur in the density and current, see [47].
Note that some information about the form of the initial
wave functions remains relevant (and whether V0 has or
not bound states itself), while in the absence of bound
states of V (x), only the scattering coefficients remains
relevant at large time. Finally, bound states do not con-
tribute to the kernel in the ray regime since their wave-
functions decrease exponentially at large |x|. For related
results in the presence of bound states see [38, 40, 52].

We now study the connected correlation function of the
density at two distinct space-time points in the NESS. It
is obtained from the kernel in the NESS using (9) and
(10) as

lim
t→+∞

〈ρ̂(x′, t+τ)ρ̂(x, t)〉c = −K∞(x, x′;−τ)K∞(x′, x, τ) .

(32)
In the large τ limit the behavior of this correlation de-
pends on the ratios ζ = x

τ and ζ ′ = x′

τ . As shown

kR

kR

kL

kL

-kL

-kL -kR

-kR

~τ-1

~τ-3/2
ζ

ζ'

FIG. 3. The density-density correlation in the NESS (32)
exhibits different power law regimes for large τ = t′ − t and
x = ζτ, x′ = ζ′τ (the figure is plotted for kR < kL).

in Fig. 3 there are several sectors in the (ζ, ζ ′) plane,
where the decay of the correlation at large time is of
the form ∼ τ−αC(ζ, ζ ′) where α depends on the sector,
up to oscillating and diffusive factors respectively of the

form e±ikR/L(x±x′) and e−
(x−x′)2

τ (see [47] for details).
As compared to the equilibrium case in the absence of
a defect for which α = 3/2 for all (ζ, ζ ′) [12], the sta-
tionary temporal correlations in the NESS in the pres-
ence of an impurity exhibits a richer behavior, in partic-
ular regions with a slower decay. In addition, we have
shown that the response function reaches a stationary

limit limt→+∞
δ〈ρ̂(x,t)〉
δf(x′,t−τ) |f=0 which we have expressed in

terms of the kernel K∞(x, x′, τ) [47].

Finally we have computed the Wigner functionW (x, p)
in the NESS. It recovers the semi-classical expression for
|x| → +∞. However for x ' O(1) it exhibits quantum
properties such as a δ(p) peak, which is a signature of
the finite limit of the correlations along opposite rays,
K∞(x,−x) for |x| → +∞ which relate to the ray regime
K−ξ (y, y′, τ) see (28).

In conclusion, we have obtained in Eqs. (13) and
(21) the limiting forms of the time-evolved initial sin-
gle particle wave-functions at large time after a quan-
tum quench in the presence of an arbitrary impurity.
Here we have presented the case of a symmetric impu-
rity V (x) = V (−x), the extension to the general case
being presented in [47]. These limiting wave-functions
allow to obtain elegant expressions for the space-time
correlation kernel of non interacting fermions in terms
of the scattering coefficients, both in the NESS and in
the ray regime. They incorporate the quantum interfer-
ence effects and allow to overcome the shortcomings of
the semi-classical approach. These correlation kernels al-
low in principle calculation of the full counting statistics
for arbitrary intervals (see [40, 45] in the semi-infinite
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case). It would be interesting to realize such partitioning
protocol in cold Fermi gas transport experiments [57].
In bosonic cold atoms the relaxation after a quantum
quench has been observed [55, 56], including in the non-
interacting limit [53, 54]. In fact, our results for the
wave-functions at large time immediately extend to non-
interacting bosons. This opens the way to the study of
the correlations in the bosonic NESS in the presence of
an impurity, with possible extensions to the interacting
case [30]. Finally, it is possible to extend our 1d calcula-
tion to other geometries, such as tubes, 2d sheets.
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I. SCATTERING MATRIX AND EIGENSTATES

A. Eigenstates of the evolution Hamiltonian Ĥ

We consider N noninteracting fermions in one dimension evolving through a defect, described by the single particle
Hamiltonian

Ĥ = −1

2
∂2
x + V (x) . (33)
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Here, V (x) is a potential without bound state, and localized in the region [−a2 ,
a
2 ]. For convenience we add two infinite

walls at x = ±`/2, with ` > a, so that the wave function vanishes outside [−`/2, `/2].

We denote φk(x) an eigenfunction of Ĥ with eigenenergy k2

2 . Outside the defect, i.e., for |x| > a/2, it is a plane
wave with momentum ±k

φk(x) = (Ake
ikx +Bke

−ikx)θ(x < −a
2

) + (Cke
ikx +Dke

−ikx)θ(x >
a

2
) . (34)

We will not need below its detailed behavior inside the defect. The amplitudes of each terms are related through(
Ck
Bk

)
= Sk

(
Ak
Dk

)
. (35)

Here Sk is the scattering matrix which characterizes the potential

Sk =

(
tL(k) rR(k)
rL(k) tR(k)

)
(36)

where rR/L(k) and tR/L(k) are the reflection and transmission coefficients for waves coming either from the right
or from the left. Note that the scattering matrix Sk and the scattering coefficients are defined for any real k and
depend only on V (x) for x ∈ [−a, a]: they are independent of the boundary conditions chosen at x = ±`/2, which
only restricts the possible values of k and fixes some amplitude relations (see below). The scattering coefficients
satisfy some general relations (independently of the boundary conditions) which we now discuss. Let us denote
W (f, g)(x) = f(x)g′(x)− f ′(x)g(x). When f, g are two eigenfunctions of Ĥ with the same energy W (f, g)(x) is called
the Wronskian and is independent of x. Since the potential is real, if φk(x) is eigenfunction, then φ∗k(x) is also an
eigenfunction with the same value of the energy. Hence the probability current J(x) = 1

2iW (φ∗k, φk)(x) is independent
of x, i.e., one has current conservation. Here this implies that |Ak|2 − |Bk|2 = |Ck|2 − |Dk|2, i.e., that Sk is unitary,

S†kSk = I, which leads to the constraints

|rR(k)|2 + |tR(k)|2 = 1 , |rL(k)|2 + |tL(k)|2 = 1 , rR(k)tL(k)∗ + rL(k)∗tR(k) = 0 . (37)

Since one has also SkS†k = I it also implies |rL(k)| = |rR(k)|, |tL(k)| = |tR(k)| and rL(k)∗tL(k) + rR(k)tR(k)∗ = 0.
Now, since φ∗k(x) is also an eigenfunction, it means that (35) also holds upon exchanging (A,B) → (B∗, A∗) and

(C,D) → (D∗, C∗). This implies that S∗k = ΩS−1
k Ω where Ω =

(
0 1
1 0

)
. Using unitarity it also implies S∗k = ΩS†kΩ

and finally Sk = ΩSTk Ω. This in turn implies

tL(k) = tR(k) := t(k) (38)

which is thus a consequence of time reversal invariance. A natural parameterization of the scattering amplitudes is
thus

rL(k) = eiϕL(k) cos θ(k) , rR(k) = eiϕR(k) cos θ(k) , t(k) = ie
i
2 (ϕR(k)+ϕL(k)) sin θ(k) (39)

Although it is sufficient to consider k ∈ R+ it is instructive to consider the change k → −k. One obtains that
S−k = ΩS−1

k Ω = ΩS†kΩ. This implies that the scattering coefficients obey t(−k) = t(k)∗, rR(−k) = rR(k)∗ and
rL(−k) = rL(k)∗, i.e., the functions ϕL,R(k) in (39) are odd in k and θ(k) is even.

From now on we restrict ourselves to the case of a symmetric potential V (x) = V (−x). In that case an orthonormal
eigenbasis of Ĥ can be chosen in terms of eigenfunctions denoted φσ,k(x) which are even (with σ = +1) or odd (with
σ = −1) in x, which in (34) correspond to

Ck = σBk , Dk = σAk (40)

One can check using (35) and (36) that it implies the additional symmetry of the scattering coefficients rR(k) =
rL(k) = r(k). Since we showed that one also has tR(k) = tL(k) = t(k), this recovers the expression (2) for the
scattering matrix in the main text. Inserting (40) in (34) and using (35) and (36) we see that the even and odd
eigenfunctions must have amplitude ratios

Ck
Dk

=
Bk
Ak

= r(k) + σt(k) (41)
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which is a complex number of modulus unity, thanks to the relations (37), i.e., |r(k)|2 + |t(k)|2 = 1 and r(k)t(k)∗ +
r(k)∗t(k) = 0. Note that if the problem is considered on the whole axis x ∈ R the odd and even eigenfunctions have
the same energy.

Here, since the boundary conditions at x = ±`/2 are also even in x, the eigenfunctions are indeed even or odd,
but for finite ` they have different energies. Since furthermore we will use the hard wall condition at x = ±`/2, the
wave-vector k belongs necessarily to one of the two lattices Λ+ or Λ− for even and odd wave-functions respectively,
defined by

Λσ = {k ∈ R+|φσ,k(
`

2
) = 0} . (42)

Because of (41) the odd and even eigenfunctions of Ĥ can be chosen real and parameterized for |x| > a/2 as

φ−,k(x) = sgn(x)c`,−,k cos(k(|x| − δ−k )) k ∈ Λ− (43)

φ+,k(x) = c`,+,k cos(k(|x| − δ+
k )) k ∈ Λ+

This amounts to choose Ck = D∗k ∝ e−ikδ
σ
k where the phase shifts kδ±k are related to the scattering coefficients as

r(k) + t(k) = e−2ikδ+k , r(k)− t(k) = e−2ikδ−k . (44)

These eigenfunctions are normalized on [− `
2 ,

`
2 ]. The normalization prefactor c`,σ,k becomes k-independent and σ-

independent at large ` with

c`,σ,k '
√

2

`
(45)

Indeed denoting φ±,k(x) = c`,±,kφ̃±,k(x) the norm is

c2`,±,k

(∫
dx|φ̃±,k(x)|2θ(|x| < a

2
) +

∫ `/2

−`/2
dx cos2(k(|x| − δ±k ))θ(|x| > a

2
)

)
= 1 (46)

The second integral behaves as ' `
2 + O(a, 1) at large `. It is natural to assume that the solution |φ̃±,k(x)|2 of the

Schrödinger equation which behaves as a cosine outside the impurity region is O(1) inside the region, hence the first
integral is O(a).

Note that in the absence of impurity, V (x) = 0, one has δ+
k = 0 and δ−k = π

2 , i.e., r(k) = 0 and t(k) = 1.

B. Eigenstates of Ĥ0

The analysis of the eigenstates and the scattering matrix associated with the initial potential V0(x) is quite similar
to the previous section. There are some differences however as we now summarize. First V0(x) is divergent around
x = 0 so that the system factorizes into independent two half space systems, hence one has tR0 (k) = tL0 (k) = 0. Note
that we do not assume that V0(x) is even in x.

Another difference is that we use the basis where the eigenfunctions are neither even nor odd but vanish on one
side with φRk (x) = 0 for x < 0 and φLk (x) = 0 for x > 0. Outside the interval [−a2 ,

a
2 ] they read

φRk (x) = c0`,R,k cos(k(|x| − δRk ))θ(x− a
2 ), k ∈ ΛR (47)

φLk (x) = c0`,L,k cos(k(|x| − δLk ))θ(−a2 − x), k ∈ ΛL (48)

where the normalizing constants c0`,R/L,k become independent of k and L/R in the large ` limit, with

c0`,R/L,k'
√

4

`
(49)

by a similar argument as in the previous section, see Eq. (46), remembering that the wave-functions φ
R/L
k (x) vanish

on R∓. The wave-vectors k belong to the lattices ΛR/L respectively, which are defined in (8) in the text. The relation
between the phase shifts and the reflection coefficients can be obtained as

r
R/L
0 (k) = e−2ikδ

R/L
k . (50)
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C. Some examples of impurity potentials and their scattering coefficients

It is useful to give a few examples of potentials for which the scattering coefficients are known

The delta barrier : in the case V (x) = gδ(x) one has

t(k) =
k

k + ig
, r(k) =

−ig
k + ig

(51)

The double delta barrier: in the case V (x) = g(δ(x− a
2 ) + δ(x+ a

2 )) [58] one has

t(k) =
k2

g2(e2ika − 1) + k2 + 2ikg
, r(k) = −ig e

ika(k − ig) + e−ika(k + ig)

g2(e2ika − 1) + k2 + 2ikg
(52)

The square barrier potential: in the case V (x) = V0θ(|x| < a/2), i.e., a square barrier of length a and height
V0 (which can be negative if the potential is an attractive well) with k1 =

√
k2 − 2V0), one has [59]

t(k) = e−iak

cos(k1a)−i k
2
1+k2

2kk1
sin(k1a)

, r(k) =
ie−ika(k21−k

2) sin(ak1)

2kk1 cos(ak1)−i(k2+k21) sin(ak1)
(53)

Note that r(0) = −1 unless sin(ak1) = 0.

The delta derivative barrier: From [60] for the more general potential with no symmetry, V (x) = g1δ(x) +
g2δ
′(x), one has

t(k) =
1− g2

2

1 + g2
2 + i g1k

, rR(k) =
g2 − i g1k

1 + g2
2 + i g1k

, rL(k) =
−g2 − i g1k

1 + g2
2 + i g1k

(54)

If g1 = 0, this is an example of a defect such that the scattering coefficients are independent on k. Defects with that
property have been studied in the context of conformal defects. Additionally we have r(0) 6= −1.

Impurities in series. It is useful to consider the transfer matrix M, which reads(
C
D

)
=M

(
A
B

)
, M =

(
tL − rLrR

tR
rR
tR

− rLtR
1
tR

)
(55)

Consider now two distinct symmetric impurities, the first one at x = 0, the second at x = a. The total transfer matrix
is

M =

(
t2 − r22

t2
r2
t2

− r2t2
1
t2

)(
eika 0

0 e−ika

)(
t1 − r21

t1
r1
t1

− r1t1
1
t1

)
(56)

which leads to the scattering coefficients of the combined system

tR = tL =
t1t2e

iak

1− r1r2e2iak
, rR =

r2 − r1e
2iak

(
r2
2 − t22

)
1− r1r2e2iak

, rL =
r1 − r2e

2iak
(
r2
1 − t21

)
1− r1r2e2iak

(57)

The most general case is

tR =
eiaktR1tR2

1− e2iakrL2rR1
, rR = rR2 +

e2iaktL2rR1tR2

1− e2iakrL2rR1
, rL = rL1 +

e2iaktL1rL2tR1

1− e2iakrL2rR1
, tL =

eiaktL1tL2

1− e2iakrL2rR1

(58)

Hence if tR1 = tL1 and tR2 = tL2 from time invariance, one has also tR = tL as expected.
Remark. If one translates both impurities by δ the scattering matrix is multiplied by e2ikδ. This allows to check

the case of two delta impurities given above.
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II. DYNAMICS OF INITIAL EIGENSTATES: REGIME x = O(1)

In this section we solve the time evolution of the individual initial eigenfunctions ψ
R/L
k (x, t) under the evolution

Hamiltonian Ĥ. By definition at t = 0 they are the eigenstates of Ĥ0 so that

ψ
R/L
k (x, 0) = φ

R/L
k (x) (59)

where k belongs to the initial lattices ΛR/L. Their time evolution is expressed as a superposition over the eigenstates
of Ĥ with amplitudes given by the overlaps

ψ
R/L
k (x, t) =

∑
σ=±1,k′∈Λσ

φσ,k′(x)e−i
k′2
2 t 〈φσ,k′ |ψR/Lk (t = 0)〉 (60)

In the large ` limit both lattices for k ∈ ΛR/L and k′ ∈ Λ± converge to R+. The main result that we will show in
the next two subsections is that in the double limit `→ +∞ followed by t→ +∞ the superposition (60) concentrates
on k′ → k ∈ R+ so that for any x = O(1) fixed

ψ
R/L
k (x, t) '

`→∞
t→∞

e−i
k2

2 t
(
φ+,k(x)eik(δ

R/L
k −δ+k ) ± φ−,k(x)eik(δ

R/L
k −δ−k )

)
(61)

where the ± refers to R/L. Inserting the explicit form (43) of the functions φ±,k(x) for |x| > a with now k ∈ R+

leads to the result (13) stated in the text (see also below). The main mechanism for this reduction is that the

overlaps 〈φσ,k′ |ψR/Lk (t = 0)〉 develop a pole at k′ = k whose residue leads to (61). The details of the derivation of the
convergence however are quite involved. We proceed in two stages: in the next subsection we obtain a formula for
`→ +∞ and fixed t and in the following one we study t→ +∞. Finally in the last subsection we obtain the kernel
in the NESS by inserting (61) in the general formula

A. Large ` limit

We now obtain a formula for ψ
R/L
k (x, t) in the limit of large ` and for |x| > a

2 . We first give the result and provide
the details of the derivation below.

Main result in the thermodynamic limit. We obtain the leading behavior

ψ
R/L
k (x, t) '

`→∞

1√
`
(e−i

k2

2 tχ
R/L
k (x) + δχ

R/L
k (x, t)), for |x| > a

2
(62)

where we denote

χRk (x) = eikδ
R
k (θ(x)(e−ikx + r(k)eikx) + θ(−x)t(k)e−ikx) (63)

χLk (x) = eikδ
L
k (θ(−x)(eikx + r(k)e−ikx) + θ(x)t(k)eikx)

as well as

δχ
R/L
k (x, t) = −

∫
Γ−

dk′

π 2e−i
k′2
2 t F

R/L
+ (k,k′,x)±sgn(x)F

R/L
− (k,k′,x)

k−k′ (64)

+
√

2
∫∞

0
dk′

2π e
−i k′22 t

(
cos(k′(|x| − δ+

k′))M
R/L(φ

R/L
k , φ+,k′ , a)

+sgn(x) cos(k′(|x| − δ−k′))MR/L(φ
R/L
k , φ−,k′ , a)

)
We have defined the auxiliary functions

F
R/L
± (k, k′, x) = cos(k′(|x| − δ±k′))

k′ sin(k′( a2−δ
±
k′ )) cos(k( a2−δ

R/L
k ))−k sin(k( a2−δ

R/L
k )) cos(k′( a2−δ

±
k′ ))

k+k′ (65)

as well as the contour Γ− in the complex plane for k′ such that∫
Γ−

dk′ =

∫ −iε
+∞−iε

dk′ +

∫ 0

−iε
dk′ (66)
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where ε is some strictly positive number. We have also defined the partial overlaps

MR/L(φ
R/L
k , φ±,k′ , a)

`
=

∫
R/L

dyφ
R/L
k (y)φ±,k′(y)θ(|y| < a

2
) (67)

where we used the notations
∫
R
dy =

∫ `/2
0

dy and
∫
L
dy =

∫ 0

−`/2 dy. The factor 1/` is introduced for convenience since

the wave-functions normalization constants are O(1/
√
`).

Derivation. We start from (60). We first need to calculate the overlaps. We perform the following decomposition

〈φ±,k′ |ψRk (t = 0)〉 =
∫ a/2

0
dyφRk (y)φ±,k′(y) +

∫ `/2
a/2

dyφRk (y)φ±,k′(y) (68)

〈φ±,k′ |ψLk (t = 0)〉 =
∫ 0

−a/2 dyφ
L
k (y)φ±,k′(y) +

∫ −a/2
−`/2 dyφLk (y)φ±,k′(y)

In the second parts of these overlaps (i.e., the integrals over [−`/2,−a/2] and [a/2, `/2]) the eigenfunctions are known,
hence we compute those parts exactly. The resulting expressions are then easily extended to the complex plane for
k′. We see that they contain a ”pole” at k′ = k, of the form 1

`(k−k′) (the factor 1/` comes from the normalization

constants). This implies that, when k′ in the summation in (60) is as close from k as it can be, which is k − k′ ∼ 1
`

(recall that k and k′ belong to two distinct lattices), then the second parts of the overlaps in (68) are of order 1. The
first parts (i.e., the integrals over [−a/2, 0] and [0, a/2]) correspond to the partial overlaps defined in (67). Since the
eigenfunctions of Ĥ are not explicitly known in these intervals, we cannot give an explicit expression. However we
will assume that these partial overlaps MR/L are non singular functions when k′ → k in the large ` limit. This is
natural for wave-functions which are uniformly bounded on the finite interval [−a/2, a/2]. This implies that the first
integrals in Eq. (68) are of order `−1.

To compute easily the integrals in the second parts of (68) we note that φ′′±,k′(x) = −(k′)2φ±,k′(x) and φ
R/L,′′
k (x) =

−k2φ
R/L
k (x) for |x| > a/2 and hence (φ′±,k′φk − φ±,k′φ′k)′ = (k2 − (k′)2)φ±,k′φk with φk = φ

R/L
k , which implies∫ `/2

a/2

φ±,k′(x)φRk (x) dx =
1

(k′)2 − k2
(φ′±,k′(

a

2
)φRk (

a

2
)− φ±,k′(

a

2
)φR,′k (

a

2
)) (69)

and similarly for φLk . We have used that all the wave-functions vanish at x = ±`/2. This leads to

〈φ+,k′ |ψR/Lk (t = 0)〉 = MR/L(φR/L,k,φ+,k
′,a)

` + 23/2

`

k′ sin(k′( a2−δ
+

k′ )) cos(k( a2−δ
R/L
k ))−k sin(k( a2−δ

R/L
k )) cos(k′( a2−δ

+

k′ ))

k2−k′2 (70)

〈φ−,k′ |ψR/Lk (t = 0)〉 = MR/L(φR/L,k,φ−,k
′,a)

` ± 23/2

`

k′ sin(k′( a2−δ
−
k′ )) cos(k( a2−δ

R/L
k ))−k sin(k( a2−δ

R/L
k )) cos(k′( a2−δ

−
k′ ))

k2−k′2 (71)

Where ± stands for R/L and c0`,R/L,kc`,±,k′ has been replaced by its large ` limit 23/2

` which does not affect the final
result.

By inserting these expressions (70) and (257) in Eq. (60), we obtain the exact expression of the wave function at
large but finite ` and finite t. This yields

ψ
R/L
k (x, t) = ψ

R/L
k,1,+(x, t)± sgn(x)ψ

R/L
k,1,−(x, t) + ψ

R/L
k,2 (x, t) (72)

ψ
R/L
k,1,±(x, t) =

√
2
`

∑
k′∈Λ±

23/2

`

F
R/L
± (k,k′,x)

k−k′ e−i
k′2
2 t (73)

ψ
R/L
k,2 (x, t) =

∑
k′∈Λ+

√
2
` cos(k′(|x| − δ+

k′))e
−i k′22 t M

R/L(φ
R/L
k ,φ+,k′ ,a)

` (74)

+ sgn(x)
∑

k′∈Λ−

√
2
` cos(k′(|x| − δ−k′))e−i

k′2
2 t M

R/L(φ
R/L
k ,φ−,k′ ,a)

` (75)

where the functions F
R/L
± and MR/L are defined respectively in Eqs. (65) and (67). This expression is still exact for

any ` > a and t, apart from the fact that the normalization constants and c0`,R/L,k and c`,±,k′ have been replaced by
their large ` behaviors.

We now consider the limit `→ +∞ of each term in (72).
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Im(k')

Re(k')

Im(k')

Re(k')

k k

Γ-

Γ+Γ0

FIG. 4. Illustration of the contour Γ0 in the complex k′ plane, and its deformation into the union of three different contours,
i.e., Γ+, Γ− and the small counter-clockwise red circle around k′ = k.

Large ` limit of ψ
R/L
k,2 Because MR/L is regular, the large ` limit of ψ

R/L
k,2 is a Riemann sum and the result is

straightforward

ψ
R/L
k,2 '

`→∞

√
2
`

∫∞
0

dk′

2π e
−i k′22 t

(
cos(k′(|x| − δ+

k′))M
R/L(φ

R/L
k , φ+,k′ , a) (76)

+sign(x) cos(k′(|x| − δ−k′))MR/L(φ
R/L
k , φ−,k′ , a)

)
(77)

This expression involves MR/L which depends on the details of the two potentials V and V0. As we will see below,
it decays to zero at large time, so that in the total wave-function ψk(x, t) only the scattering coefficients associated
to S and S0 will matter in the double limit.

Large ` limit of ψ
R/L
k,1,±. Because the exact expression (73) for ψ

R/L
k,1,± has a pole at k′ = k, one cannot ”blindly”

replace (in the limit `→∞) the discrete sum over k′ ∈ Λ± by an integral. Instead we use a contour integral method
very similar to the one introduced in [38, 44] which allows us to take this limit.

The quantification condition (42) for k′, which defines the lattices Λ±, can be written

e2ik′( `2−δ
±
k′ ) + 1 = 0 (78)

Now we will write the sum over k′ as a contour integral in the complex plane for k′. With this goal in mind we
introduce the function

gδ±,`(k
′) =

−1

e−ik
′(`−2δ±

k′ ) + 1
(79)

The Eq. 78 implies that gδ±,`(k
′) has poles on each element k′ of the lattice Λ± with residue

− 1

∂k′e
−ik′(`−2δ±

k′ )
=

1

(i`− 2∂k′(k′δ
±
k′))e

−ik′(`−2δ±
k′ )

= − 1

i`− 2i∂k′(k′δ
±
k′)

= − 1

i`
(1 +O(1/`)) (80)

This allow us to write the discrete sum in the expression (73) of ψ
R/L
k,1,± as an integral over a contour Γ0 equal to the

union of small clockwise circular contours around each element of Λ± as shown in Fig. 4.

1

`

∑
k′∈Λ±

· · · =
∫

Γ0

dk′

2π
gδ±,`(k

′) . . . (81)

leading to

ψ
R/L
k,1,±(x, t) ' 1√

`

∫
Γ0

dk′

π
2gδ±,`(k

′)
F
R/L
± (k, k′, x)

k − k′
e−i

k′2
2 t (82)

Assuming that the integrand has a singularity only at k′ = k (within a strip around the positive real axis) we can
now deform this contour into the union of a larger contour Γ = Γ− ∪ Γ+ that encloses all the previous one, and of a
tiny contour around k. Computing the residue associated to this pole at k′ = k we obtain

ψ
R/L
k,1,±(x, t) ' − 1√

`
4igδ±,`(k)F

R/L
± (k, k, x)e−i

k2

2 t + 1√
`

∫
Γ−∪Γ+

dk′

π 2gδ±,`(k
′)
F
R/L
± (k,k′,x)

k−k′ e−i
k′2
2 t (83)



15

Using the quantification condition for k ∈ ΛR/L which reads e2ik( `2−δ
R/L
k ) + 1 = 0 we can eliminate ` and obtain

− 2igδ±,`(k) =
eik(δ

R/L
k −δ±k )

sin(k(δ
R/L
k − δ±k ))

= (cot(k(δ
R/L
k − δ±k )) + i) (84)

So that

ψ
R/L
k,1,±(x, t) =

2√
`

eik(δ
R/L
k −δ±k )

sin(k(δ
R/L
k − δ±k ))

F
R/L
± (k, k, x)e−i

k2

2 t +
1√
`

∫
Γ−∪Γ+

dk′

π
2gδ±,`(k

′)
F
R/L
± (k, k′, x)

k − k′
e−i

k′2
2 t (85)

Under this form, we can now take the large `→ +∞ limit. The limiting value of the function gδ±,`(k
′) for k′ ∈ Γ−∪Γ+

is (for Im(k′) 6= 0

gδ±,`(k
′) →
`→∞

{
0 if k′ ∈ Γ+

−1 if k′ ∈ Γ−
(86)

So that we are left with the residue part and the Γ− integral part only

ψ
R/L
k,1,±(x, t) '

`→∞

2√
`

eik(δ
R/L
k −δ±k )

sin(k(δ
R/L
k − δ±k ))

F
R/L
± (k, k, x)e−i

k2

2 t − 2√
`

∫
Γ−

dk′

π

F
R/L
± (k, k′, x)

k − k′
e−i

k′2
2 t (87)

We now put together in the decomposition (72) our results for the limit ` → +∞ for Ψ
R/L
k,2 in (77) and for Ψ

R/L
k,1,±

in (87). We use that for k′ = k Eq. (65) reduces to

F
R/L
± (k, k, x) =

1

2
cos(k(|x| − δ±k )) sin(k(δ

R/L
k − δ±k )) (88)

This leads to the result announced above in Eqs. (62) and (64). In particular we obtain

χ
R/L
k (x) = cos(k(|x| − δ+

k )eik(δ
R/L
k −δ+k ) ± sgn(x) cos(k(|x| − δ−k ))eik(δ

R/L
k −δ−k ) (89)

= eikδ
R/L
k ( 1±sgn(x)

2 e−ik|x| + e−2ikδ
+
k ±sgn(x)e−2ikδ

−
k

2 eik|x|) (90)

= eikδ
R/L
k ( 1±sgn(x)

2 (e−ik|x| + r(k)eik|x|) + 1∓sgn(x)
2 t(k)eik|x|) (91)

leading to the final expression of χ
R/L
k in (63).

B. Large time limit

We now show that in the large time limit, the time evolved initial eigenfunctions take the simple form for |x| > a/2
given in the text in (13)

ψ
R/L
k (x, t) '

`→∞
t→∞

1√
`
e−i

k2

2 tχ
R/L
k (x) (92)

where χ
R/L
k (x) are given in (63). This is achieved by arguing that the remainder (64) vanishes in the limit

lim
t→∞

δχ
R/L
k (x, t) = 0 (93)

Consider the first integral in (64) over the contour Γ−. Let us parameterize k′ = k′1 + ik′2 in terms of its
real and imaginary parts. On the horizontal part of the contour k2 = −ε < 0 the term in the integrand

e−i
k′2
2 t = ei

k′22 −k
′2
1

2 tek
′
1k
′
2t = ei

k′22 −k
′2
1

2 te−k
′
1εt decays exponentially in time. Upon integration over k′1 ∈ [0,+∞[ the

result decays to zero at least algebraically in time. On the vertical part of Γ−, k′1 = 0 and the term e−i
k′2
2 t = ei

k′22
2 t

oscillates rapidly for large t. The integral is dominated by the vicinity of k′ = 0 and one can check that for
fixed k > 0 the integrand is regular at k′ = 0 (and generically of order O(1)). This integral thus also decays
algebraically in time. Concerning the second integral in (64), although we do not have any analytical expression,
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a similar argument based on the oscillating factor e−i
k′2
2 t suggests that it also decays to zero algebraically at large time.

Remark: The above arguments were made for |x| > a/2, i.e., outside the defect, where the wave-functions and
their analytic continuations are controlled. However given the form (60), and the fact that the asymptotic form arises
mainly from some properties of the overlaps, it is natural to conclude that the asymptotic formula (92) generalizes to

any x = O(1) (including inside the impurity) but with an extended formula for χ
R/L
k

1√
`
χ
R/L
k (x) = 1√

2

(
φ+,k(x)eik(δ

R/L
k −δ+k ) + σR/Lφ−,k(x)eik(δ

R/L
k −δ−k )

)
(94)

where σR = 1 and σL = −1, as announced above in (61). Here k ∈ R+ and φ±,k(x) denote the two eigenstates of Ĥ

(even and odd) which become degenerate in the infinite size limit with eigenenergy k2

2 .

C. Computation of the kernel in thermodynamic and large time limit

By definition of the time dependent kernel is given by

KR/L(x, t;x′, t′) =
∑

k∈ΛR/L

(
fR/L(k)− θ(t′ − t)

)
(ψ

R/L
k (x, t))∗ψ

R/L
k (x′, t′) (95)

where fR/L(k) = 1

e
βR/L(µR/L−

k2
2

)
+1

is the Fermi factor and we use the convention θ(0) = 0. Since we have already

obtained the large ` limit of the individual wave-functions ψ
R/L
k (x, t), see (62), it is natural to inject their expressions

into the formula (95). Indeed, as ` → ∞, it turns out that one can safely replace 1
`

∑
k∈ΛR/L by

∫ +∞
0

dk
2π , i.e., there

is no singularity in this summation. This leads to

lim
`→∞

KR/L(x, t;x′, t′) =
∫∞

0
dk
2π

(
fR/L(k)− θ(t′ − t)

)
(e−i

k2

2 tχ
R/L
k (x) + δχ

R/L
k (x, t))∗ (96)

× (e−i
k2

2 t
′
χ
R/L
k (x′) + δχ

R/L
k (x′, t′))

= K∞,R/L(x, t;x′, t′) + δKR/L(x, t;x′, t′) (97)

where we have split the limiting kernel in two parts, defined as

K∞,R/L(x, t;x′, t− τ) =
∫
R/L,τ

dk
2π e

i k
2

2 τχ
R/L
k (x)∗χ

R/L
k (x′) (98)

δKR/L(x, t;x′, t− τ) =
∫
R/L,τ

dk
2π

(
(δχ

R/L
k (x, t))∗δχ

R/L
k (x′, t− τ) (99)

+ (e−i
k2

2 tχ
R/L
k (x))∗δχ

R/L
k (x′, t− τ) + (δχ

R/L
k (x, t))∗e−i

k2

2 (t−τ)χ
R/L
k (x′)

)
, (100)

and where we used the shorthand notations∫
R/L,τ

dk
2π =

∫∞
0

dk
2π

(
fR/L(k)− θ(−τ)

)
, (101)∫

L,R
dk
2π =

∫
dk
2π (fL(k)− fR(k)) (102)

Note that we have set t′ = t− τ .
Let us consider now the limit t, t′ → +∞ with fixed τ . Since we have shown in the previous section that δχ

R/L
k (x, t)

decays to zero in the large time limit it is natural to conclude that

lim
`→∞
t→∞

δKR/L(x, t;x′, t− τ) = 0 (103)

so that the two time kernel in the NESS is simply given by

lim
`→∞
t→∞

KR/L(x, t;x′, t− τ) =

∫
R/L,τ

dk

2π
ei
k2

2 τχ
R/L
k (x)∗χ

R/L
k (x′) (104)

where χ
R/L
k (x) are given in (63). Note that the phase shifts δ

R/L
k of the initial condition cancel in the product.
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Note that the above derivation of the asymptotics of the kernel, although simple, would in principle require more

care. In particular, the fact that δχ
R/L
k decays in the large time limit may not be sufficient to conclude that δKR/L

also decays to zero. Indeed, inserting the overlap decomposition into the above formula for the kernel leads to

multiple integrals (up to a triple integral). Because of the singularity ∝ 1
k−k′ contained in each δχ

R/L
k [see Eq.

(64)] much care must be taken to analyze the asymptotics. This was done in detail in [44], by a slightly different
route (the contour integral trick was performed on the variable k rather than k′) in the case of a delta impurity.
The present final result agrees perfectly with the conclusions of Ref. [44], which shows that our simpler method works.

Remark: Following the remark above we can surmise that the two-time kernel in the NESS takes the general form
for any x, x′, τ = O(1), in terms of the eigenfunctions of the evolution Hamiltonian Ĥ considered here (which does
not possess any bound state)

lim
`→∞
t→∞

KR/L(x, t;x′, t− τ) =
∫
R/L,τ

dk
2π e

i k
2

2 τ
(
φ−,k(x)∗φ−,k(x′) + φ+,k(x)∗φ+,k(x′) (105)

± (φ+,k(x)∗φ−,k(x′)eik(δ+k −δ
−
k ) + φ−,k(x)∗φ+,k(x′)e−ik(δ+k −δ

−
k ))
)

Comparing with our previous work in the case of a delta impurity and τ = 0, we see that the ”diagonal terms”
called A and B there (which are real and do not carry current) correspond to the first two terms respectively in (105),
while the terms noted C and D (which carry the current in the NESS) correspond to the last two terms in (105).

III. DYNAMICS OF INITIAL EIGENSTATES: RAY REGIME x = O(t)

A. Large time limit

In this section, we study the evolution of a single eigenstate ψ
R/L
k (x, t) under the Hamiltonian Ĥ, in the regime of

rays

x = ξt+ y , y = O(1) (106)

Again we first take the large system limit `→ +∞ to avoid boundary effects. Our starting point is thus the formula

(62) for ψ
R/L
k (x, t). The difference with the previous regime (NESS) occurs when we take the double limit t → +∞

and x → +∞ according to (106). In that regime the integral part δχ
R/L
k (x, t) in (62) no longer goes to zero. Let us

recall (64)

δχ
R/L
k (x, t) = −

∫
Γ−

dk′

π 2e−i
k′2
2 t F

R/L
+ (k,k′,x)±sgn(x)F

R/L
− (k,k′,x)

k−k′ (107)

+
∫∞

0
dk′

2π

√
2e−i

k′2
2 t
(

cos(k′(|x| − δ+
k′))M

R/L(φ
R/L
k , φ+,k′ , a) + s(x) cos(k′(|x| − δ−k′))MR/L(φ

R/L
k , φ−,k′ , a)

)
= ψ

R/L
k,1,+(x, t)± sgn(x)ψ

R/L
k,1,−(x, t) + ψ

R/L
k,2 (x, t) (108)

where the last term of the third line equals the second line.

Large time limit of ψ
R/L
k,2 : in the limit t → ∞, ψ

R/L
k,2 (ξt + y, t) decays to zero. The large time behaviour can

again be estimated using the stationary phase approximation, however we expect it to be dominated by the vicinity
of k′ = |ξ|.

Large time limit of ψ
R/L
k,1,±: For fixed x = O(1), we have seen before that the term e−i

k′2
2 t cos(k′(|x| − δ±k′)) in

F
R/L
± (k, k′, x) in the first integral in (107) decays on Γ− for large time since k has a negative imaginary part. In

the present ray regime (106) this term, cos(k′(|x| − δ±k′)) = cos(k′(|xt |t − δ
±
k′)), depends on time and ψ

R/L
k,1,+(x, t) ±

sgn(x)ψ
R/L
k,1,−(x, t) does not decay anymore on Γ− (and can even diverge). As shown in Fig. 5, we will deform the

integration contour Γ− into a contour Γ′− such that the integral over Γ′− decays in the large time limit. While deforming
the integration contour over k′ we will eventually cross a pole at k′ = k producing an additional contribution to the

infinite time limit of ψ
R/L
k,1,±(x, t). Let us work on ψ

R/L
k,1,+ (similar reasoning can be done for ψ

R/L
k,1,−). Writing the above

cosine term as a sum of exponentials gives

e−i
k′2
2 t cos(k′(|x

t
|t− δ+

k′)) =
1

2
e−i

k′2
2 t(eik

′(| xt |t−δ
+

k′ ) + e−ik
′(| xt |t−δ

+

k′ )) (109)
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Im(k')

Re(k')

k

Im(k')

Re(k')

Γ-'Γ-

k |x/t|

FIG. 5. Illustration of the contours Γ− and Γ′− in the complex k′ plane. The contour Γ− can be deformed into the union of
the contour Γ′− and of the small clockwise red circle around k′ = k. This circle is only present under the condition k < |x

t
|.

Then with k′ = k′1 + ik′2 (on Γ−, k′2 is negative but on Γ′− it will be either negative or positive). The term linear
in t in the two exponentials in (109) have real part given by, respectively

Re[−ik
′2

2
± ik′|x

t
|] = k′2(k′1 ∓ |

x

t
|) (110)

where ± corresponds to the first or second term of (109). Because k′2(k′1 + |xt |) < 0 for k′ ∈ Γ−, the second term

of (109), 1
2e
−i k′22 te−ik

′(| xt |t−δ
+

k′ ) will always decay at infinite time. Therefore it has no large time contribution. On

the contrary, k′2(k′1 − |xt |) > 0 for k′ ∈ Γ− and k′1 < |xt |, hence the first term in (109) 1
2e
−i k′22 teik

′(| xt |t−δ
+

k′ ), diverges
at large time. Hence Γ− must be deformed into Γ′− (see Fig. 5) constructed in such a way that that the product

k′2(k′1 − |xt |) remains negative. If during the deformation the contour crosses the pole of δχ
R/L
k,1,+(x, t) at k′ = k, a

residue part remains in the large time limit. On the other hand the contour integral over Γ′− vanishes at large time by
similar arguments (i.e., the integrand decays exponentially except on the vertical axis with k′1 = |xt | and near k′ = 0,
but thanks to oscillating term the resulting decay is algebraic in time). Using (88), the residue part gives the large
time limit of (107) in the ray regime as

δχ
R/L
k (x = ξt+ y, t) '

t→∞
2πi 1

π2e−i
k2

2 t( e
ik(|x|−δ+

k
)

2

sin(k(δ+k −δ
R/L
k ))

2 ± sgn(x) e
ik(|x|−δ−

k
)

2

sin(k(δ−k −δ
R/L
k ))

2 )θ(k < |ξ|)(111)

= e−i
k2

2 teik|x|(e−ikδ
R/L
k

1±sgn(x)
2 − eikδ

R/L
k

e−2ikδ
+
k ±sgn(x)e−2ikδ

−
k

2 )θ(k < |ξ|) (112)

= e−i
k2

2 teik|x|( 1±sgn(x)
2 (e−ikδ

R/L
k − r(k)eikδ

R/L
k )− 1∓sgn(x)

2 t(k)eikδ
R/L
k ))θ(k < |ξ|) (113)

Here the factor θ(k < |ξ|) ensures a contribution only if we crossed the pole while deforming the contour. In the last
line we used (44). In the end, since sign(x) = sign(ξ)

δχRk (x = ξt+ y, t) '
t→∞

e−i
k2

2 t(θ(x)θ(k < ξ)eikx(e−ikδ
R
k − r(k)eikδ

R
k )− θ(−x)θ(k < −ξ)e−ikxt(k)eikδ

R
k ) (114)

δχLk (x = ξt+ y, t) '
t→∞

e−i
k2

2 t(θ(−x)θ(k < −ξ)e−ikx(e−ikδ
L
k − r(k)eikδ

L
k )− θ(x)θ(k < ξ)eikxt(k)eikδ

L
k ) (115)

These are the additional contributions to the large time limit of the wavefunctions which exist in the ray regime. It

must be added to the NESS contribution e−i
k2

2 tχ
R/L
k (x) obtained previously in (62) and (63), leading to our final

result in the ray regime (as given in the main text)

ψ
R/L
k (x, t) '

`→∞
1√
`
(e−i

k2

2 tχ
R/L
ξ,k (x) + δχ

R/L
ξ,k (x, t)) (116)

lim
t→∞

δχ
R/L
ξ,k (x = ξt+ y, t) = 0 (117)

To write the leading term at large time we have defined

χRξ,k(x) = θ(−x)θ(k > −ξ)t(k)eikδ
R
k e−ikx + θ(x)

(
eikδ

R
k e−ikx + (θ(k < ξ)e−ikδ

R
k + θ(k > ξ)r(k)eikδ

R
k )eikx

)
(118)

χLξ,k(x) = θ(x)θ(k > ξ)t(k)eikδ
L
k eikx + θ(−x)

(
eikδ

L
k eikx + (θ(k < −ξ)e−ikδLk + θ(k > −ξ)r(k)eikδ

L
k )e−ikx

)
(119)
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Note that the second line can be obtained from the first by the change (x, ξ,R) → (−x,−ξ, L), which is indeed a
symmetry of the problem. In the equations (118) the argument should be understood as x = ξt+ y. Hence there are
fast oscillations in time with factors e±ikξt. For completeness we also give the full expression of the part which decays
in time (where here ξ = x/t)

δχ
R/L
ξ,k (x, t) = −

∫
Γ−

dk′

π
2−3/2

k−k′ e
−i k′22 t

(
e−ik

′(x−δ+
k′ )γ+

k′,k ± sgn(x)e−ik
′(x−δ−

k′ )γ−k′,k

)
(120)

−
∫

Γ′−

dk′

π
2−3/2

k−k′ e
−i k′22 t

(
eik
′(x−δ+

k′ )γ+
k′,k ± sgn(x)eik

′(x−δ−
k′ )γ−k′,k

)
+
∫∞

0
dk′

2π

√
2e−i

k′2
2 t
(

cos(k′(|x| − δ+
k′))M

R/L(φ
R/L
k , φ+,k′ , a)

+sgn(x) cos(k′(|x| − δ−k′))MR/L(φ
R/L
k , φ−,k′ , a)

)
Where γ±k′,k = 23/2 F

R/L
± (k,k′,x)

cos(k′(x−δ±
k′ ))

= 23/2 k
′ sin(k′( a2−δ

±
k′ )) cos(k( a2−δ

R/L
k ))−k sin(k( a2−δ

R/L
k )) cos(k′( a2−δ

±
k′ ))

k+k′

B. Kernel computation in the ray regime

First we rewrite (96) in a slightly different manner adapted to the ray regime

lim
`→∞

KR/L(x, t;x′, t′) =
∫∞

0
dk
2π

(
fR/L(k)− θ(t′ − t)

)
(e−i

k2

2 tχ
R/L
ξ,k (x) + δχ

R/L
ξ,k (x, t))∗ (121)

× (e−i
k2

2 t
′
χ
R/L
ξ′,k (x′) + δχ

R/L
ξ′,k (x′, t′))

= Kray,R/L(x, t;x′, t′) + δKray,R/L(x, t;x′, t′) (122)

where we have defined

Kray,R/L(x, t;x′, t′) =

∫ ∞
0

dk

2π

(
fR/L(k)− θ(t′ − t)

)
ei
k2

2 (t−t′)χ
R/L
ξ,k (x)∗χ

R/L
ξ′,k (x′) (123)

and δKray,R/L is what remains in expanding the sums.
Let us now consider the large time limit t→ +∞ with

t′ = t− τ , x = ξt+ y , x′ = ξt′ + y′ , τ, y, y′ = O(1) (124)

The first property is that

lim
t→∞
x/t→ξ
x′/t→ξ′

δKray,R/L(x, t;x′, t− τ) = 0 . (125)

This is shown by proceeding similarly as in Section II C. Special care has to be taken of each time dependent exponential
that δKray,R/L contains. Additionally we have to give special attention to the vertical part in the contour Γ′− at
Re[k′] = |xt |. This kind of integral was already studied in [44] and found to decay algebraically in time.

We now inject the expressions for χ
R/L
ξ,k (x) given in (118) in the definition of Kray,R/L in (123). Upon expanding the

product χ
R/L
ξ,k (x)∗χ

R/L
ξ,k (x′), all terms contain a factor eik(±x±x′) = eik(±ξ±ξ′)teik(±y±y′). If ±ξ ± ξ′ 6= 0, in the large

time limit the corresponding term will give a zero contribution because of oscillatory behaviour of the integral over
k. However if ξ′ = ±ξ, the contribution of this term is non zero, and the factor simplifies as eik(±x±x′) = eik(±y±y′).
This is how we obtain the final result (27) given in the main text for the total kernel along identical rays and opposite
rays, respectively

K+
ξ (y, y′, τ) = limt→+∞Kray,R(ξt+ y, ξt+ y′, t− τ) +Kray,L(ξt+ y, ξt+ y′, t− τ) (126)

K−ξ (y, y′, τ) = limt→+∞Kray,R(ξt+ y,−ξt+ y′, t− τ) +Kray,L(ξt+ y,−ξt+ y′, t− τ) (127)

In the calculation one uses that t(k)r(k)∗ + t(k)∗r(k) = 0 and |r(k)|2 + |t(k)|2 = 1. Note that the symmetry of the
system K(x, t, x′, t′)|L,R = K(−x, t,−x′, t′)|R,L implies the following relations

K+
−ξ(y, y

′, τ)|L,R = K+
ξ (−y,−y′, τ)|R,L , K−−ξ(y, y

′, τ)|L,R = K−ξ (−y,−y′, τ)|R,L (128)
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IV. LARGE TIME WAVE FUNCTION IN THE PRESENCE OF BOUND STATES

In this section we allow for possible bound states for both potentials V0(x) and V (x). We assume that V0(x) may

have a discrete set of bound states Λ
R/L
b with eigenenergies E0 = −κ

2

2 (with κ > 0). We denote their corresponding

eigenfunctions by φ
R/L
κ (x) which decay exponentially far from the defect as φRκ (x) ∝ e−κx as x→ +∞ and φLκ (x) ∝

e−κ|x| as x→ −∞. Similarly we assume that V (x) may have a discrete set of bound states Λb with eigenenergies

E = − (κ′)2

2 (with κ′ > 0). We denote their corresponding eigenfunctions by φκ′(x) which decay exponentially far

away from the defect as φκ′(x) ∝ e−κ′x as |x| → +∞. We use the same notations as before for the states with positive

energies. By extension we also denote ψ
R/L
κ (x, t) the evolution under H of ψ

R/L
κ (x, t = 0) = φ

R/L
κ (x).

Overlaps. To study the large ` and large time limit of ψ
R/L
k (x, t) and ψ

R/L
κ (x, t) we need to make the following

natural assumptions about the overlaps which take the form

〈φk′ |φR/Lk 〉 =
γ
R/L

k′,k
`(k−k′) , 〈φκ′ |φR/Lκ 〉 = γ

R/L
κ′,κ (129)

〈φκ′ |φR/Lk 〉 =
γ
R/L

κ′,k√
`

, 〈φk′ |φR/Lκ 〉 =
γ
R/L

k′,κ√
`

where the γ factors (with a slight abuse of notation in their arguments) remain finite in the large ` limit. Furthermore
we assume that they are smooth functions of k′ ∈ R+. Note that for finite ` these overlaps are all smaller than unity
in absolute value (since the eigenstates are normalized). In order to understand the ` factors in (253) let us recall that
for a scattering state the normaliazation constant is O(1/

√
`), whereas for a bound state it is O(1). The first overlap

〈φk′ |φR/Lk 〉 between two scattering states was already discussed in detail in the previous sections. The second one

〈φκ′ |φR/Lκ 〉 is the overlap between two bound states and therefore is of order zero in `. The two last ones are overlaps
between a bound state and a scattering state. They were considered in [44] in the case of delta impurity (i.e., with
a = 0). Similarly for a square well potential of size a it is easy to check that 〈φκ|φk〉 ∼

√
a
` .

A. Evolution of the initial eigenstates

We now proceed with the computation of ψ
R/L
κ (x, t) by extending the decomposition (60) to including bound states.

We will separate the sum over eigenstates of H into sums over bound and scattering states. We denote Λ the lattice
of all eigenstates of Ĥ for a finite size system. We split it between bound states Λb and scattering states Λs (i.e.,
Λs = Λ+∪Λ−) such that Λ = Λb∪Λs. In the large system size limit Λs becomes continuous (and equal to R+) whereas

Λb remains discrete and finite. We use the same separation for the lattice of eigenstates of Ĥ0, ΛR/L = Λ
R/L
b ∪Λ

R/L
s .

The initial state can be either a scattering state, in which case

ψ
R/L
k (x, t) =

∑
κ′∈Λb

φκ′(x)ei
κ′2
2 t 〈φκ′ |φR/Lk 〉+

∑
k′∈Λs

φk′(x)e−i
k′2
2 t 〈φk′ |φR/Lk 〉 (130)

=
∑
κ′∈Λb

φκ′(x)ei
κ′2
2 t

γ
R/L

κ′,k√
`

+
∑
k′∈Λs

φk′(x)e−i
k′2
2 t

γ
R/L

k′,k
`(k−k′)

or a bound state, and one has

ψ
R/L
κ (x, t) =

∑
κ′∈Λb

φκ′(x)ei
κ′2
2 t 〈φκ′ |φR/Lκ 〉+

∑
k′∈Λs

φk′(x)e−i
k′2
2 t 〈φk′ |φR/Lκ 〉 (131)

=
∑
κ′∈Λb

φκ′(x)ei
κ′2
2 tγ

R/L
κ′,κ +

∑
k′∈Λs

φk′(x)e−i
k′2
2 t

γ
R/L

k′,κ√
`

We should note on the equations (130) and (131) that all terms contribute in the large ` limit. Indeed in that limit

one replaces 1
`

∑
k′∈Λs

→ 2
∫
R+

dk′

2π , and takes into account that φk contains a factor 1/
√
` while φκ = O(1) and that

ψk = O( 1√
`
) while ψκ = O(1).

Furthermore, in that large ` limit, one can decompose the evolution of the initial scattering states as

ψ
R/L
k (x, t) '

`→∞
1√
`

(
χ̃
R/L
k (x, t) + δχ

R/L
k (x, t)

)
(132)

χ̃
R/L
k (x, t) = e−i

k2

2 tχ
R/L
k (x) +

∑
κ′∈Λb

φκ′(x)ei
κ′2
2 tγ

R/L
κ′,k (133)
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where χ
R/L
k (x) and δχ

R/L
k (x, t) are given by the same formula as in the absence of bound states. In addition, we

recall that lim
t→∞

δχ
R/L
k (x, t) = 0. Hence, in the large time limit one has

lim
t→∞

ψ
R/L
k (x, t) = χ̃

R/L
k (x, t) (134)

As compared to the results of the previous section, it contains additional terms due to the bound states of V (x),
which leads to oscillations in time. In addition the amplitudes depend on the details of the initial potential V0(x),
hence there is some memory of the initial state.

On the other hand, in the evolution of an initial bound state, the second term in (131) decays to zero at large time
(from an oscillating integral) hence it admits the large time limit

ψR/Lκ (x, t) '
`→∞
t→∞

∑
κ′∈Λb

φκ′(x)ei
κ′2
2 tγ

R/L
κ′,κ (135)

which does not depend on the scattering states at all, and also carries some memory of the initial state (and potential
V0(x)).

B. Large time limit of the kernel

Let us now study the two time kernel. From its definition (12) it can be separated in two parts, i.e., the contribution
of the initial scattering states and the contribution of the initial bound states, as

KR/L(x, t;x′, t′) = K
(1)
R/L(x, t;x′, t′) +K

(2)
R/L(x, t;x′, t′) (136)

K
(1)
R/L(x, t;x′, t′) =

∑
κ∈Λ

R/L
b

(
fR/L(iκ)− θ(t′ − t)

)
ψκ(x, t)∗ψκ(x′, t′) (137)

K
(2)
R/L(x, t;x′, t′) =

∑
k∈Λ

R/L
s

(
fR/L(k)− θ(t′ − t)

)
ψk(x, t)∗ψk(x′, t) (138)

where we use the notation fR/L(iκ) = 1/(1 + e−βR/L(κ
2

2 +µR/L)) for the Fermi factor of the bound states.

Let us now perform the double limit `→ +∞ followed by t, t′ → +∞ on each part.

Double limit of K(1) . Let us insert the expression (131) into the formula for K(1). One finds

K
(1)
R/L(x, t;x′, t′) =

∑
κ∈Λ

R/L
b

(
fR/L(iκ)− θ(t′ − t)

)( ∑
κ′∈Λb

φκ′(x)ei
κ′2
2 tγ

R/L
κ′,κ +

∑
k′∈Λs

φk′(x)e−i
k′2
2 t
γ
R/L
k′,κ√
`

)∗
(139)

×

( ∑
κ′′∈Λb

φκ′′(x
′)ei

κ′′2
2 t′γ

R/L
κ′′,κ +

∑
k′′∈Λs

φk′′(x
′)e−i

k′′2
2 t′

γ
R/L
k′′,κ√
`

)
In the large ` limit the sums

∑
k′∈Λs

and
∑
k′′∈Λs

turn into integrals and upon expanding all four terms are of the
same order. The expression simplifies however in the large time limit. Indeed the integrals over scattering states

contain oscillating terms, such as e−i
k′2
2 t and e−i

k′′2
2 t′ , and thus decay to zero in the large time limit. The only

remaining part in the double limit is therefore the part containing only discrete sums, which reads

K
(1)
R/L(x, t;x′, t′) '

`→∞
t,t′→∞

∑
κ′,κ′′∈Λb

φκ′(x)φκ′′(x
′)e−i(

κ′2
2 t−κ′′22 t′)

∑
κ∈Λb

(
fR/L(iκ)− θ(t′ − t)

)
γ
R/L
κ′,κ

∗
γ
R/L
κ′′,κ (140)

Note that for this expression to hold we only need t, t′ both large, but τ = t′− t does not have to be O(1), it can also
be large.

Double limit of K(2) Let us insert the expression (130) into the formula for K(2). One finds

K
(2)
R/L(x, t;x′, t′) =

∑
k∈Λ

R/L
s

(
fR/L(k)− θ(t′ − t)

)(∑
κ′∈Λb

φκ′(x)ei
κ′2
2 t

γ
R/L

κ′,k√
`

+
∑
k′∈Λs

φk′(x)e−i
k′2
2 t

γ
R/L

k′,k
`(k−k′)

)∗
×
(∑

κ′′∈Λb
φκ′′(x

′)ei
κ′′2
2 t′

γ
R/L

κ′′,k√
`

+
∑
k′′∈Λs

φk′′(x
′)e−i

k′′2
2 t′

γ
R/L

k′′,k
`(k−k′′)

)
(141)
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In the Large ` limit as shown before the sums over scattering states
∑
k′∈Λs

φk′(x)e−i
k′2
2 t ck′,k

`(k−k′) converge to

1√
`
(e−i

k2

2 tχ
R/L
k (x) + δχ

R/L
k (x, t)) leading to

lim
`→∞

K
(2)
R/L(x, t;x′, t′) =

∫
R/L,t′−t

dk
2π

(∑
κ′∈Λb

φκ′(x)ei
κ′2
2 tγ

R/L
κ′,k + e−i

k2

2 tχ
R/L
k (x) + δχ

R/L
k (x, t)

)∗
(142)

×
(∑

κ′′∈Λb
φκ′′(x

′)ei
κ′′2
2 t′γ

R/L
κ′′,k + e−i

k2

2 t
′
χ
R/L
k (x′) + δχ

R/L
k (x′, t′)

)
Expanding the terms in parenthesis we find that only two terms survive in the large time limit. Indeed all the other

cross terms contain integrals with factors oscillating in time which decay to zero, or δχ
R/L
k terms which also decay to

zero. Hence in the large time limit t, t′ → +∞ we are left with

K
(2)
R/L(x, t;x′, t′) '

`→∞
t,t′→∞

Ks
R/L(x, t;x′, t′) (143)

+
∑
κ′,κ′′∈Λb

φκ′(x)φκ′′(x
′)e−i(

κ′2
2 t−κ′′22 t′)

∫∞
0

dk
2π

(
fR/L(k)− θ(t′ − t)

)
γ
R/L
κ′,k

∗
γ
R/L
κ′′,k

where we denote Ks
R/L(x, t;x′, t′) the kernel where all contributions of bound states are excluded, which has been

computed in Section II C. Note that Ks
R/L(x, t;x′, t′) is non zero only if t− t′ = O(1).

Putting together the limits of K(1) and K(2) we finally obtain the large time limit of the kernel as K = KR +KL

with

KR/L(x, t;x′, t′) '
`→∞
t,t′→∞

∫∞
0

dk
2π

(
fR/L(k)− θ(t′ − t)

)
e−i

k2

2 (t′−t)χ
R/L
k

∗
(x)χ

R/L
k (x′) (144)

+
∑
κ′,κ′′∈Λb

φκ′(x)φκ′′(x
′)e−i(

κ′2
2 t−κ′′22 t′)C

R/L
κ′,κ′′

where

C
R/L
κ′,κ′′ =

∑
κ∈Λ

R/L
b

(
fR/L(iκ)− θ(t′ − t)

)
γ
R/L
κ′,κ

∗
γ
R/L
κ′′,κ +

∫ +∞

0

dk

2π

(
fR/L(k)− θ(t′ − t)

)
γ
R/L∗
κ′,k γ

R/L
κ′′,k (145)

The kernel (144) thus has an additional contribution from the bound states of Ĥ, which is spatially localized in the
vicinity of the impurity since the wave functions φκ(x) ∼ e−κ|x| decay exponentially away from the impurity. This
contribution has oscillations in time independently in t′ and in t. If one sets t′ = t− τ the time dependent exponential

factor in the second part of (144) can be rewritten as e−i(
κ′2−κ′′2

2 t+κ′′2
2 τ), thus if Ĥ has more than one bound state

the kernel at fixed τ exhibits oscillations in t at large time. For example one can compute the large time density and
current which differ from the case without bound state as follows (note that they exhibits oscillations if there is more
than one bound state)

ρ(x, t) '
t→∞

ρ∞(x) + δρ(x, t) (146)

δρ(x, t) =
∑

κ′,κ′′∈Λb

φκ′(x)φκ′′(x)e−
it
2 (κ′2−κ′′2)C

R/L
κ′,κ′′ (147)

J(x, t) '
t→∞

J∞ + δJ(x, t) (148)

δJ(x, t) =
1

2i

∑
κ′,κ′′∈Λb

(φκ′(x)∂xφκ′′(x)− φκ′′(x)∂xφκ′(x))e−
it
2 (κ′2−κ′′2)C

R/L
κ′,κ′′ (149)

=
sgn(x)

2i

∑
κ′,κ′′∈Λb

(κ′ − κ′′)φκ′(x)φκ′′(x)e−
it
2 (κ′2−κ′′2)C

R/L
κ′,κ′′ if |x| > a

2
(150)

Finally note that the coefficient C
R/L
κ′,κ′′ contains a memory of the details of the initial condition, in particular it

depends on the overlap of the initial states of Ĥ0 (bound or scattering state), with the bound states of the propagating

Hamiltonian Ĥ. If Ĥ does not have bound states, C
R/L
κ′,κ′′ = 0.

Interestingly, one sees that in (145) the sum over the intermediate initial states |φR/Lκ 〉 and |φR/Lk 〉 in the product
of overlap can be performed and one can rewrite the amplitude (145) as the following matrix element of the initial
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single-particule density matrix

C
R/L
κ′,κ′′ = 〈φκ′ |

1

1 + eβR/L(Ĥ
R/L
0 −µR/L)

|φκ′′〉 (151)

where Ĥ
R/L
0 are the initial single particle Hamiltonian of the right and left part of the system, respectively. The last

term in (144) is thus the exact two time kernel one would obtain if the single particle time evolution was described
by the projection of Ĥ on the linear subspace spanned by all bound states only. In general it oscillates with a set

of frequencies κ′2−κ′′2
2 . However, if one considers its zero frequency component (e.g. upon time averaging) we see

that only the terms κ′′ = κ′ remain. In that case it equals the so called diagonal approximation and the C
R/L
κ′,κ′ are

interpreted as occupation numbers, which can be predicted from a restriction of the GGE to this subspace spanned
by bound states (see e.g. [61] Eq. (40) and second column page 6). This is automatically the case when a single
bound state is present, e.g. for the delta impurity.

Special examples: In the particular case V (x) = gδ(x) (g < 0 in order to have a bound state) and V0(x) =
lim
g→∞

gδ(x), there is one bound state for κ′ = −g and the overlap is

〈φ−g|φR/Lk 〉 '
`→∞

√
−g
√

4

`

k

k2 + g2
(152)

which leads to

C
R/L
−g,−g = −2g

∫ ∞
0

dk

π

(
fR/L(k)− θ(t′ − t)

) k2

(k2 + g2)2
(153)

and we recover the result for the kernel

K
R/L
b (x, t;x′, t′) = 2g2eg(|x|+|x

′|)e−i
g2

2 (t−t′)
∫ ∞

0

(
fR/L(k)− θ(t′ − t)

) dk
π

k2

(k2 + g2)2
, (154)

which coincides with the result obtained in [44].

V. WIGNER FUNCTION IN THE NESS

In this section we compute the Wigner function W (x, p) associated to the NESS. At the end we compare it with the
so-called semi-classical form for the Wigner function which was put forward in [38] for a discrete version of the model
and in [44] for the present model. It was argued there that the semi-classical form should be exact in the NESS far
from the defect, i.e for x → +∞ (a semi-classical form also exists for the ray regime). This is correct as we confirm
below, and the semi-classical Wigner function contains information about quantum correlations between two points
x, x′ far from the defect and with x− x′ = O(1). However there are other correlations at symmetric points x ≈ −x′
far from the defect but with x + x′ = O(1). Here we show that they are encoded in an additional, singular part of
the Wigner function, which contains a δ(p) term which cannot be anticipated from semi-classical arguments.

Let us recall that the Wigner function and the kernel are related by a Fourier transform formula which is valid at
all times. Here we consider it in the infinite time limit in the NESS and it reads

W (x, p) =

∫ +∞

−∞

dy

2π
eipyK∞(x+

y

2
, x− y

2
) (155)

where we recall that

KR/L(x, x′) =

∫ +∞

0

dk

2π
fR/L(k)χ

R/L,∗
k (x)χ

R/L
k (x′) (156)

Using the expressions for χ
R/L
k (x) in (14), (15), after a tedious calculation one finds



24

W (x, p)= W1(x, p) +W2(x, p) (157)

W1(x, p)=

∫ +∞

0

dk

2π
fR(k)

[
θ(x)

(
sin 2(p+ k)x

π(p+ k)
+ |r(k)|2 sin 2(p− k)x

π(p− k)
+Re[r(k)e2ikx]

2 sin 2px

πp

)
(158)

−θ(−x)|t(k)|2 sin 2(p+ k)x

π(p+ k)
+Re[t(k)

e2i|x|(p+k)

π

i

(k + p) + iε
]

]
+

∫ +∞

0

dk

2π
fL(k)

[
−θ(−x)

(
sin 2(p− k)x

π(p− k)
+ |r(k)|2 sin 2(p+ k)x

π(p+ k)
+Re[r(k)e−2ikx]

2 sin 2px

πp

)
+θ(x)|t(k)|2 sin 2(p− k)x

π(p− k)
+Re[t(k)

e2i|x|(k−p)

π

i

(k − p) + iε
]

]
W2(x, p)=

∫ +∞

0

dk

2π
Re

[
fR(k)r∗(k)t(k)

e2i(|x|p−kx)

π

i

p+ iε
− fL(k)r(k)t∗(k)

e−2i(|x|p−kx)

π

i

−p+ iε

]
(159)

This is the final and complete result for the Wigner in the NESS. We have assumed that the defect width a � 1 so
we can neglect the contributions from the region inside the defect (it is thus exact for the delta function impurity).
However the previous formula remains correct for finite a and |x| > a

2 . One can note that W has the following
symmetry property W (x, p)|R,L = W (−x,−p)|L,R. This symmetry can be understood from the kernel symmetry
previously highlighted K∞(x, x′)|R,L = K∞(−x,−x′)|L,R and the Wigner function definition (155).

We can now analyze the main interesting features of this result. First, let us consider the limit |x| → +∞, i.e., far
from the defect. Using the identity

lim
|x|→+∞

sin qx

πq
= sgn(x)δ(q) (160)

we find that W1(x, p) for x > 0 converges to

W1(x, p)→Wsc(x, p) =
1

2π
((T (p)fL(p) +R(p)fR(p))Θ(p) + fR(p)Θ(−p)) (161)

and for x < 0 converges to

W1(x, p)→Wsc(x, p) =
1

2π
((T (p)fR(p) +R(p)fL(p))Θ(−p) + fL(p)Θ(p)) (162)

which are exactly the semi-classical expressions Wsc(x, p) for the Wigner function [44]. Note that the limit arises
using the identity (160) in the first, second, fourth, sixth, seventh, ninth terms in (158). The third and eighth term
vanish in the limit. The fifth and tenth terms also go to zero in the |x| → ∞ limit. Indeed the factor e2i|x|k allows to
move the integration contour over k in the upper half of the complex plane, while the poles k = ±p − iε are in the
complex lower half plane.

Next, we note that in W2(x, p) there is an unusual δ(p) component, indeed, using the identity for real q

1

q ∓ iε
= P.V.

1

q
± iπδ(q) (163)

we obtain

W2(x, p)= δ(p)

∫ +∞

0

dk

2π
Re
[
fR(k)r∗(k)t(k)e2i(|x|p−kx) − fL(k)r(k)t∗(k)e−2i(|x|p−kx)

]
(164)

−P.V. 1

πp

∫ +∞

0

dk

2π
Im
[
fR(k)r∗(k)t(k)e2i(|x|p−kx) + fL(k)r(k)t∗(k)e−2i(|x|p−kx)

]
(165)

This non semi-classical characteristic of the Wigner function is related to the fact that the correlations between
symmetric points ±z do not vanish, even when those are very far apart, i.e., one has

lim
z→±∞

K∞(z + y,−z + y′) = K−0±(y, y′) (166)

where the K−0±(y, y′) are also equal to the ξ = 0± limits of the kernel K−ξ (y, y′) in the ray regime given in (27) and
(128), which are

K−0+(y, y′) =
∫
L,R

dk
2π r(k)t(k)∗e−ik(y+y′) (167)

K−0−(y, y′) =
∫
L,R

dk
2π r
∗(k)t(k)eik(y+y′) (168)
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recalling that r(k)t(k)∗ = −r(k)∗t(k).
Let us now explain why the existence of the non zero limits (166) imply quite generally that the Wigner function

W (x, p) must have a δ(p) piece. To this aim let us come back to the integral in (155). Since the integrand goes to
constant values at y = ±∞ we see that the Fourier integral leads to

W (x, p) = W̃ (x, p) + δ(p)
1

2
(K−0+(x, x) +K−0−(x, x)) + P.V.

i

2πp
(K−0+(x, x)e2ip|x| −K−0−(x, x)e−2ip|x|) (169)

where W̃ (x, p) is a regular part. We have used that
∫
dyeipy(K+θ(y−2|x|)+K−θ(−2|x|−y)) = K+e

2ip|x|

ε−ip + K−e
−2ip|x|

ε+ip .

One can now check that indeed the predicted coefficients of δ(p) and 1/p in (169) agree with the result of the calculation
of W (x, p) above. While it is easy to match the δ(p) part in the two formulas, matching the oscillating prefactors in
the 1/p part require some care.

In summary, although W2(x, p) tends to zero at large |x| (since the coefficient of δ(p) is an oscillating integral),
at finite |x| it has a form which is intrinsically non semi-classical, which encodes the correlations between distant
opposite points. This calculation is a bit reminiscent of the (much simpler) one for the Wigner function of a single
particle in a half-space which also exhibits a delta function part far from the wall (see Appendix A in [62]).

VI. OBSERVABLES

A. Density-density correlations

Here we recall the relation between the quantum correlation function of the density operator and the space-time
kernel. We start with the case of equal-time correlations, and discuss later the multi-time case.

Equal time correlations

For equal time it is easier to work in the Schrödinger representation and denote |Ψ(t)〉 the N body wavefunction at
time t (respectively the density matrix D̂(t)). Here |Ψ(t)〉 is a Slater determinant (respectively D̂(t) is Gaussian) since
it is the case at initial time and this property is preserved by the dynamics. Here we denote 〈. . . 〉 = 〈Ψ(t)| . . . |Ψ(t)〉
the averages in that N body state, and we omit for simplicity the time dependence.

The fermion positions xi, i = 1, . . . , N are known to form a determinantal point process (DPP). One defines its two
point correlation function [10]

R2(x, x′) = 〈
∑
i 6=j

δ(x− xi)δ(x′ − xj)〉 = 〈ρ̂(x)ρ̂(x′)〉 − ρ(x)δ(x− x′) (170)

with ρ(x) = 〈ρ̂(x)〉 and ρ̂(x) is the density operator. The main property of a DPP is that

ρ(x) = K(x, x) , R2(x, y) = K(x, x)K(y, y)−K(x, y)2 (171)

where K(x, x′) ≡ K(x, t, x′, t) is the equal time kernel. Hence the connected density-density correlation function is
related to the kernel by

〈ρ̂(x)ρ̂(x′)〉c = −K(x, x′)2 + ρ(x)δ(x− x′) (172)

One can check this formula using the standard second quantization anti-commuting operators c†x and cx, with

{cx, cx′} = {c†x, c
†
x′} = 0 and {c†x, cx′} = δ(x− x′). One has

〈ρ̂(x)ρ̂(x′)〉 = 〈c†xcxc
†
x′cx′〉 = 〈c†xcx〉δ(x− x′) + 〈c†x′c

†
xcxcx′〉 (173)

Let us examine for simplicity the case of two fermions N = 2, with energies ε1, ε2, and the state |Ψ(t)〉 = |ε1ε2〉 =
c†ε1c

†
ε2 |0〉. Its bra is noted 〈ε2ε1| = 〈0|cε2cε1 . One has

〈c†x′c
†
xcxcx′〉 = |cxcx′c†ε1c

†
ε2 |0〉|

2 (174)

which is the square of the Slater determinant hence also equal to the 2× 2 determinant of the kernel. Thus (173) is
indeed consistent with (170) and (171).
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Multi-time correlations

Similarly there is a formula which gives the multi-time/multi-space m point quantum correlations of the density
operator. We are interested in the (time ordered) quantum averages

Cm(x1, t1; ...;xm, tm) = 〈ρ̂(xm, tm) . . . ρ̂(x1, t1)〉 , t1 ≤ t2 · · · ≤ tm (175)

Here 〈. . . 〉 = Tr(D̂ . . . ) denotes the quantum average, where D̂ is the density matrix which characterizes the initial
state, assumed to be Gaussian. The ρ̂(x, t) are the density operators and we use now (as in the main text) the
Heisenberg representation ρ̂(x, t) = eiHtρ̂(x)e−iHt where H is the many body Hamiltonian.

For non-interacting fermions, it can be related to the multi space-time point correlation function of an extended
determinantal point process, and when all space-time points (xi, ti), i = 1, . . . ,m are distinct, the formula reads, see
e.g [12] (Section VIII C) and [63] (see Section VI)

Cm(x1, t1; ...;xm, tm) = det
1≤i,j≤m

K(xi, ti;xj , tj) , (176)

where the explicit expression for the extended kernel is given in the text, see (11), (12). It is also defined in second
quantization notation as

K(x, t;x′, t′) = 〈Tc†x,tcx′,t′〉 (177)

where we recall the definition of the time ordering

Tc†x,tcx′,t′ = c†x,tcx′,t′θ(t ≥ t′)− cx′,t′c
†
x,tθ(t < t′) = c†x,tcx′,t′ − {cx′,t′ , c

†
x,t}θ(t < t′) (178)

Remark about ordering. Although the r.h.s. in (176) is symmetric under exchanges of the space time points, it
is not the case for (175). The order of the time matters. Indeed one has

{c†x,t, cx′,t′} = 〈x′|e−iH(t′−t)|x〉 (179)

which leads to

[c†x,tcx,t, c
†
x′,t′cx′,t′ ] = 〈x|e−iH(t−t′)|x′〉〈c†xtcx′t′〉 − 〈x′|e−iH(t′−t)|x〉〈c†x′t′cxt〉 . (180)

Response function

The commutator of the density ρ̂(x, t) = c†xtcxt in (180) is related to the response function of the system, χ(x, t;x′, t′),
to a perturbation of the chemical potential (equivalently of the external potential). Consider an infinitesimal per-
turbation of the many body evolution Hamiltonian Ĥ of the form δĤ(t) =

∫
dxρ̂(x, t)f(x, t). Then, to linear order

in f

δ〈ρ̂(x, t)〉 =

∫
dx′dt′f(x′, t′)χ(x, t;x′, t′) , χ(x, t;x′, t′) = −iθ(t− t′)〈[ρ̂(x, t), ρ̂(x′, t′)]〉 (181)

Let us recall the main idea of this standard result of linear response theory. Writing the new Hamiltonian as Ĥ+δĤ(t)

one easily checks that for any many body state |Ψ(t)〉 = e−iĤtU(t)|Ψ(0)〉 where U(t) = Te−i
∫ t
−∞ δHH(t′)dt′ , where

δHH(t′) is the perturbation Hamiltonian in the Heisenberg representation of H, i.e., δHH(t) = eiĤtδH(t)e−iĤt. Then
one obtains to linear order in the perturbation (indicating explicitly each Heisenberg representation) δ〈ρ̂(x, t)〉 :=

〈ρ̂H+δH(x, t)〉 − 〈ρ̂H(x, t)〉 = 〈U(t)−1ρ̂H(x, t)U(t)〉 − 〈ρ̂H(x, t)〉 = i
∫ t
−∞ dt′〈[δHH(t), ρ̂H(x, t)]〉, which leads to (181).

Here using (180) we obtain

χ(x, t;x′, t′) = −iθ(t− t′)
[
sgn(t′ − t)

∣∣∣〈x|e−iH(t−t′)|x′〉
∣∣∣2 + 2i Im

(
〈x|e−iH(t−t′)|x′〉K(x, t;x′, t′)

)]
. (182)

which is valid for any non-interacting fermion system.
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In the large time limit t, t′ → ∞, τ = t′ − t ' O(1), and in the absence of bound states, the response function
becomes only a function of τ and

lim
t→+∞

χ(x, t;x′, t− τ) = χ∞(x, x′, τ) = −θ(τ)

[
−isgn(τ)

∣∣∣〈x|e−iHτ |x′〉∣∣∣2 + 2 Im
(
〈x|e−iHτ |x′〉K∞(x, x′, τ)

)]
. (183)

where K∞(x, x′, τ) is the kernel in the NESS from (16), given explicitly in (19), and

〈x|e−iHτ |x′〉 =

∫ ∞
0

dk

π
Φ∗+,k(x)Φ+,k(x′)e−i

k2

2 τ +

∫ ∞
0

dk

π
Φ∗−,k(x)Φ−,k(x′)e−i

k2

2 τ , (184)

with Φ∗±,k(x) = lim`→∞
φ±,k(x)
c`,±,k

is the continuous basis, which is the limit of the discrete basis of the eigenfunctions

(43) of Ĥ.

B. Current correlation formula

Finally, for completeness let us present a formula which allows to compute the correlation functions of the current.
First we recall the formula for the current as a function of the current operator

Jx,t =
〈
Ĵx,t

〉
, Ĵx,t =

1

2i
(∂x′ − ∂x)

[
c†x,tcx′,t

]
x′=x

(185)

It reads for t1 ≤ t2 · · · ≤ tm and all space-time points distinct〈
Ĵxm,tm ...Ĵx1,t1

〉
=
(

1
2i

)m∏m
i=1(∂yi − ∂xi)

〈
c†xm,tmcym,tm ...c

†
x1,t1cy1,t1

〉
|xi=yi

=
(

1
2i

)m∏m
i=1(∂yi − ∂xi) det1≤i,j≤mK(xi, ti; yj , tj)|xi=yi

=
∑
σ∈{0,1}m det1≤i,j≤m

1
2i (−∂xi)

σi∂
1−σj
yj K(xi, ti; yj , tj)|xi=yi (186)

C. Commutation of products of kernels and large time limit

As shown above, the calculation of correlation functions requires to study products of kernels. Let us restrict here
to equal time correlations. It was shown above that the kernel K(x, t;x′, t) has a finite limit K∞(x, x′, 0) for large
` and for large time in the NESS regime. It is thus tempting to insert this finite limit K∞(x, x′, 0) into the above
determinantal formula (176) to obtain the large time limit of the correlation functions. It turns out that this is correct
here, but there is a subtle point to be discussed.

Indeed in [61, 63] the case of non interacting fermions in a trap was studied. It was found that the kernel has a finite
large time limit, equal in that case to the diagonal ensemble prediction, which coincides with the GGE prediction for
the kernel. However it was shown that the large time limit of the equal time correlation function does not coincide
with the determinantal formula where the diagonal kernel is inserted. This means that in this context the GGE does
not describe the multi-point correlation functions.

Here the situation is different since (i) there is no trap since we take the limit `→ +∞ before the large time limit
(ii) the kernel converges to the NESS (different from the GGE). One can show that the additional terms which lead
to the discrepancy described above decrease to zero at large `. Let us give now a very schematic explanation of this
fact.

Using the notations of [44] we write very schematically the kernel as a triple discrete sums over momenta

K ∼ 1

`3

∑
k,ka,kb

1

(k − ka)(k − kb)
e−

i
2 (k2a−k

2
b)t (187)

where for simplicity in the summand we kept only the poles and the time oscillations. As shown in [44] the diagonal
term ka = kb is one of the two leading terms in the large ` and large time limit (it does not depend on time). To see
that its limit is O(1) one can argue that in the large ` limit it is dominated by ka = kb close to k to O(1/`), and one
is left with a single sum 1

`

∑
k →

∫
dk = O(1).
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Consider now the product of two of these kernels (as occurs in the correlation functions). It looks schematically
like

KK ∼ 1

`6

∑
k,ka,kb

∑
k′,k′a,k

′
b

1

(k − ka)(k − kb)
e−

i
2 (k2a−k

2
b)t 1

(k′ − k′a)(k′ − k′b)
e−

i
2 (k′2a −k

′2
b )t (188)

There are two types of terms which are independent of time:

(i) ka = kb and k′a = k′b. This gives simply the square of the diagonal part of the kernel described above, as
expected.

(ii) ka = k′b and k′a = kb. This is an exchange term which is problematic in the case of the fermions in a trap.
Here however we see that because of the poles the leading contribution comes from the case where al six momenta are
within O(1/`). This then leads to a single sum but now with a factor 1

`2

∑
k → 0, hence it becomes O(1/`) at large `.

Similar ”phase space volume” arguments can be made for the other terms (which are current-carrying, see [44]), as
well as for higher order correlations, and allow to argue that the asymptotic quantum state is a determinantal point
process based on the NESS kernel.

VII. TWO POINT DENSITY CORRELATION: EXPLICIT CALCULATION

A. General formula

Let us specify to two space time points (x1, t1), (x2, t2). For distinct space time points one has

〈ρ̂(x2, t2)ρ̂(x1, t1)〉 = K(x1, t1;x1, t1)K(x2, t2;x2, t2)−K(x1, t1;x2, t2)K(x2, t2;x1, t1) (189)

Next one takes the large time limit. One sets t1 = t, t2 = t + τ , x1 = x, x2 = x′ and one recalls that
limt→+∞K(x, t;x′, t− τ) = K∞(x, x′, τ). For τ > 0 this gives the equation (32) in the text, which we recall here

C(x, x′, τ) = lim
t→+∞

〈ρ̂(x′, t+ τ)ρ̂(x, t)〉c (190)

= lim
t→+∞

(〈ρ̂(x′, t+ τ)ρ̂(x, t)〉 − 〈ρ̂(x′, t+ τ)〉〈ρ̂(x, t)〉) (191)

= −K∞(x, x′,−τ)K∞(x′, x, τ) (192)

Let us now recall the formula for the kernel in the NESS

K∞(x > a
2 , x
′ > a

2 , τ) =
∫
L,R

dk
2π e

i( k
2

2 τ−k(x−x′))|t(k)|2 +
∫∞
−∞

dk
2π (fR(k)− θ(−τ)) ei

k2

2 τ
(
eik(x−x′) + r(k)eik(x+x′)

)
K∞(x > a

2 , x
′ < −a

2 , τ) =
∫∞

0
dk
2π (fR(k)− θ(−τ)) ei

k2

2 τ t(k)eik(x−x′) +
∫∞

0
dk
2π (fL(k)− θ(−τ)) ei

k2

2 τ t∗(k)e−ik(x−x′)

+
∫
L,R

dk
2π e

i k
2

2 τ
r(k)t(k)∗−r(k)∗t(k)

2 e−ik(x+x′) (193)

together with the other regions obtained using the symmetry K∞(x, x′, τ)|L,R = K∞(−x,−x′, τ)|R,L. Note that this
symmetry implies

C(x, x′, τ) = C(−x,−x′, τ)|L↔R (194)

We will now compute the density correlation focusing on T = 0. Because of the symmetry (194) we only need
to study the two sectors (i) x > 0, x′ > 0 and (ii) x > 0, x′ < 0. In each case we will study separately the large τ
behavior in the two sub-cases x, x′ = O(1) and x, x′ = O(τ). This will lead to the phase diagram at the end. The
special case without a defect will be discussed at the end.

B. First sector x > 0, x′ > 0

In the sector x > 0, x′ > 0 using the explicit form of the kernel K∞ one obtains
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C(x, x′, τ) = −(A− B)(A∗ + C) (195)

A =

∫ kL

kR

dk

2π
e−ik(x−x′)−i k22 τ |t(k)|2 (196)

B = B1 + B2, B1 =

∫
|k|>kR

dk

2π
e−i

k2

2 τe−ik(x−x′), B2 =

∫
|k|>kR

dk

2π
e−i

k2

2 τ r(k)eik(x+x′) (197)

C = C1 + C2, C1 =

∫
|k|<kR

dk

2π
ei
k2

2 τeik(x−x′) C2 =

∫
|k|<kR

dk

2π
ei
k2

2 τ r∗(k)e−ik(x+x′) (198)

Case τ →∞ with x, x′ = O(1) Let us now consider the limit of large τ with fixed x, x′. In that limit the integrands
in Eqs. (198) exhibit a saddle point at k = 0 which may or may not be in the interval of integration. In the first
case we can use the saddle point method and in the second case we use the following formula for any smooth function
f(k, x, x′) ∫ b

a

dkf(k)eiτ(αk− k22 ) = i

[
f(k)

(k − α)τ
eiτ(αk− k22 )

]b
a

+O(τ−2) (199)

which is shown by successive integration by parts, assuming that [a, b] does not contain k = α. This leads to the
following asymptotic behaviors for large τ (we assume kR < kL). Here we will use α = 0 resulting in

A ' −
∑
R/L

± i

2πkR/Lτ
e−ikR/L(x−x′)−i

k2
R/L
2 τ |t(kR/L)|2 (200)

B ' − i

πkRτ
e−i

k2R
2 τ
(

cos kR(x− x′) +Re[r(kR)eikR(x+x′)]
)

(201)

C ' (1 + r(0))

∫
dk

2π
ei
k2

2 τ =

√
i

2πτ
(1 + r(0)) (202)

where ± stands for R/L. Note that the leading estimate for C is proportional to 1 + r(0). However, it turns out that
r(0) = −1 for most potentials, see Ref. [64–66], where this is shown under the condition

∫
dx(1 + |x|)|V (x)| < ∞.

There are however exceptional examples where this is not true: these are explored in Ref. [67] and correspond to
potentials with bound states, in the limit where one of the bound state energy approaches zero. In the generic case
r(0) = −1 one needs to push the asymptotics to the next order, which turns out to be O(τ−1). Indeed one sees that
the combinations B∗ + C is an integral for k over the real axis, leading to

B∗ + C =

∫
dk

2π
ei
k2

2 τ
(
eik(x−x′) + r(k)eik(x+x′)

)
∼ c

τ3/2
(2xx′ + i(x+ x′)r′(0) +

r′′(0)

2
)) = O(τ−3/2) (203)

where c =
∫
dk
2πk

2ei
k2

2 = (i− 1)/(2
√
π). Hence

C = −B∗ +O(τ−3/2) (204)

Performing the products and keeping the leading terms at large time this leads to, schematically

C(x, x′, τ) ∼

{
τ−

3
2 × oscillations(1 + r(0)) r(0) 6= −1

τ−2 × oscillations plus constant r(0) = −1
(205)

More precisely, there are two cases to consider. In the generic case r(0) = −1 one finds

C(x, x′, τ) ∼ −|A− B|2 +O(τ−5/2) ∼ −τ−2|gL(x, x′)e−i
k2L
2 τ + gR(x, x′)e−i

k2R
2 τ |2 +O(τ−5/2) (206)

gL(x, x′) =
1

2πkL
e−ikL(x−x′)|t(kL)|2 (207)

gR(x, x′) =
1

2πkR

(
−e−ikR(x−x′)|t(kR)|2 + 2 cos kR(x− x′) + 2Re[r(kR)eikR(x+x′)]

)
(208)
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This leads to oscillating terms in space and time, together with a non-oscillating component

C(x, x′, τ) ∼ 1

(2π)2τ2

[(
1

k2
L

|t(kL)|4 +
1

k2
R

(1 + |r(kR)|2)2

)
+ oscillating

]
(209)

In the second case where 1 + r(0) 6= 0 one finds, to leading order for large τ ,

C(x, x′, τ) ∼ e−i
π
4

(2πτ)3/2
(1 + r(0)) (210)

×

(
1

kR
e−i

k2Rτ

2

(
|r(kR)|2e−ikR(x−x′) + eikR(x−x′) + 2Re(r(kR)eikR(x+x′))

)
+

1

kL
e−i

k2L
2 τ−ikL(x−x′)|t(kL)|2

)
This formula matches Eq. (237) given below for the decay in the absence of a defect setting r(k) = 0 and t(k) = 1.

Case τ → ∞ with x, x′ = O(τ). We now consider the decay of the density correlation function when x, x′ are
scaled with τ , as x = ζτ, x′ = ζ ′τ with ζ, ζ ′ = O(1).

Again we use the saddle point method. The behavior of each term depends on whether the saddle point is inside
or outside the integration interval. If it is outside we will use (199). Otherwise we use the usual saddle point formula.
The term A has a saddle point at k = k1 = ζ ′ − ζ such that

A ∼


|t(ζ′−ζ)|2√

2πτ
eiτ

(ζ−ζ′)2
2 − iπ4 if k1 ∈ [kR, kL]

1
2πiτ

(
|t(kR)|2eiτ(ζ

′−ζ))kRe−iτ
k2R
2

ζ−ζ′+kR − |t(kL)|2eiτ(ζ
′−ζ))kLe−iτ

k2L
2

ζ−ζ′+kL

)
if k1 /∈ [kR, kL]

(211)

The term B1 has a saddle point at k = k1 and B2 has a saddle point at k = k2 = ζ ′ + ζ such that

B1 ∼


eiτ

(ζ−ζ′)2
2

− iπ
4√

2πτ
if kR < |k1|

−ie−iτ
k2R
2

2πτ

(
e−iτkR(ζ−ζ′)

kR+(ζ−ζ′) + eiτkR(ζ−ζ′)

kR−(ζ−ζ′)

)
if kR > |k1|

(212)

B2 ∼


r(ζ+ζ′)eiτ

(ζ+ζ′)2
2

− iπ
4√

2πτ
if kR < |k2|

−ie−iτ
k2R
2

2πτ

(
r(kR)eiτkR(ζ+ζ′)

kR−(ζ+ζ′) + r∗(kR)e−iτkR(ζ+ζ′)

kR+(ζ+ζ′)

)
if kR > |k2|

(213)

The term C1 has a saddle point at k = k1 and C2 has a saddle point at k = k2 such that

C1 ∼


e−iτ

(ζ−ζ′)2
2

+ iπ
4√

2πτ
if kR > |k1|

−ieiτ
k2R
2

2πτ

(
eikR(ζ−ζ′)τ

kR+ζ−ζ′ + e−ikR(ζ−ζ′)τ

kR−(ζ−ζ′)

)
if kR < |k1|

(214)

C2 ∼


r∗(ζ+ζ′)e−iτ

(ζ+ζ′)2
2

+ iπ
4√

2πτ
if kR > |k2|

−ieiτ
k2R
2

2πτ

(
r∗(kR)e−ikR(ζ′+ζ)τ

kR−(ζ′+ζ) + r(kR)eikR(ζ′+ζ)τ

kR+(ζ′+ζ)

)
if kR < |k2|

(215)

Let us now build a phase diagram for the decay of correlations in the plane ζ, ζ ′, represented in Fig. 6 using the
formula (198)

C(x, x′, τ) = −(A− B1 − B2)(A∗ + C1 + C2) (216)

Here we restrict to ζ > 0, ζ ′ > 0. First we note that the sub-cases for the decay of B1 and C1 are mutually exclusive,
and similarly for B2 and C2. Next we note that a total correlation decay C(x, x′, τ) ∼ τ−1 can only be generated by
either:

Region 1 the term −AA∗ with A,A∗ ∼ τ−1/2, which is realized for ζ ′ − ζ ∈ [kR, kL], corresponding to a first region
in the Fig. 6

Region 2 the term B2C1 with B2,C1 ∼ τ−1/2 which is realized for |ζ ′− ζ| < kR < ζ ′+ ζ, corresponding to a second
region in the Fig. 6.
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These two regions 1 and 2 do not overlap since kR < kL, and their union form the region in blue in the figure where
the decay of the correlation is C(x, x′, τ) ∼ τ−1. Note the other combination, B1C2 with B2,C1 ∼ τ−1/2 leads to an
empty region.

Next, because of the complementary behavior of B1 and C1 the only other possible decay for the total correlation
decay is C(x, x′, τ) ∼ τ−3/2 which holds in the complementary of the blue region in Fig. 6.

One can now use the symmetry (194) to obtain the corresponding phase diagram in the region x < 0, x′ < 0 and

ζ < 0, ζ ′ < 0. It implies that the phase diagram is symmetric with respect to the transformation


ζ → −ζ
ζ ′ → −ζ ′

kR ↔ kL
Therefore the two previous regions 1 and 2 are mapped to the following regions 1’ and 2’ with the same decay:

Region 1’ for ζ − ζ ′ ∈ [kR, kL] (since the condition comes from a saddle being inside the integration interval)

Region 2’ for |ζ ′ − ζ| < kL < −(ζ + ζ ′)

These regions are indicated in Fig. 6. Note that in that case they overlap.

~τ-1

~τ-3/2
ζ

ζ'

-kR-kL

-kR

-kL

kR

kR

kL

kL

213'

32'

1'

1',2'

FIG. 6. Phase diagram of the large τ behavior of the density correlation function C(x, x; τ) in the regime x = ζτ, x′ = ζ′τ

with ζ, ζ′ = O(1). The different regions where the decay are ∼ τ−1 (blue) or ∼ τ−3/2 (orange) are represented in the plane
(ζ, ζ′) following the analysis given in the text (here kR < kL). The meaning of the labels of the regions 1, 1′, 2, 2′, 3, 3′ are
explained in the text. Note that Region 2 disappear if there is no impurity, Region 1 in the equilibrium case (kL = kR), and
Region 3 if one of the previous condition is met.

C. Second sector x > 0, x′ < 0

In the sector x > 0, x′ < 0, τ > 0, using the explicit expression of K∞ one obtains

C(x, x′, τ) = −K∞(x, x′,−τ)K∞(x′, x, τ) (217)

= −K∞(x, x′,−τ)K∞(−x′,−x, τ)|R↔L (218)

= −

(∫ kL

kR

dk

2π
r(k)t∗(k)e−i

k2

2 τe−ik(x+x′) −
∫ +∞

kR

dk

2π
t(k)e−i

k2

2 τeik(x−x′) −
∫ +∞

kL

dk

2π
t∗(k)e−i

k2

2 τe−ik(x−x′)

)
(219)

×

(∫ kR

kL

dk

2π
r(k)t∗(k)ei

k2

2 τeik(x+x′) +

∫ kL

0

dk

2π
t(k)ei

k2

2 τeik(x−x′) +

∫ kR

0

dk

2π
t∗(k)ei

k2

2 τe−ik(x−x′)

)
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This expression can be written in a compact way

C(x, x′, τ) = − (A′ − B′) (A′∗ + C′) (220)

A′ =

∫ kL

kR

dk

2π
r(k)t∗(k)e−i

k2

2 τe−ik(x+x′) (221)

B′ =

(∫ +∞

kR

+

∫ −kL
−∞

)
dk

2π
t(k)e−i

k2

2 τeik(x−x′) (222)

C′ =

∫ kL

−kR

dk

2π
t(k)ei

k2

2 τeik(x−x′) (223)

Case τ →∞ with x, x′ = O(1). First we focus on the regime x, x′ fixed and τ →∞. Following the method used
in the same regime to determine A,B,C one obtains

A′ '
∑
R/L

±
r(kR/L)t∗(kR/L)

2πikR/Lτ
e−ikR/L(x+x′)−i

k2
R/L
2 τ (224)

B′ ' 1

2πiτ

(
t(kR)

kR
eikR(x−x′)e−i

k2R
2 τ +

t∗(kL)

kL
e−ikL(x−x′)e−i

k2L
2 τ

)
(225)

C′ ∼

{√
i

2πτ t(0) t(0) 6= 0

−B′∗ +O(τ−3/2)
(226)

where the last estimate is obtained by the same reasoning as the one leading to (204). Note that since r(0) = −1
implies t(0) = 0 we must again consider the same two cases as above, leading to the same power law.

C(x, x′, τ) ∼

{
τ−

3
2 × oscillations× t(0) t(0) 6= 0

τ−2 × oscillations plus constant t(0) = 0
(227)

More precisely if t(0) = 0 then

C(x, x′, τ) ∼ −|A′ − B′|2 +O(τ−5/2) ∼ −τ−2|g′L(x, x′)e−i
k2L
2 τ + g′R(x, x′)e−i

k2R
2 τ |2 +O(τ−5/2) (228)

g′L(x, x′) = − 1

2πkL

(
r(kL)t∗(kL)e−ikL(x+x′) + t∗(kL)e−ikL(x−x′)

)
(229)

g′R(x, x′) =
1

2πkR

(
r(kR)t∗(kR)e−ikR(x+x′) − t(kR)eikR(x−x′)

)
. (230)

This leads to oscillating terms in space and time, together with a non-oscillating component

C(x, x′, τ) ∼ 1

(2π)2τ2

(
1

k2
R

(1− |r(kR)|4) +
1

k2
L

(1− |r(kL)|4) + oscillating

)
, x > 0 , x′ < 0 . (231)

Note that the non-oscillating part is symmetric under the permutation of left (L) and right (R), which is not the case
of the non-oscillating part for x, x′ > 0 – see Eq. (6).

The second case when t(0) 6= 0 gives

C(x, x′, τ) 'e
−iπ/4t(0)

(2πτ)3/2

e−i k2R2 τ

kR
(t(kR)eikR(x−x′) − r(kR)t∗(kR)e−ikR(x+x′)) (232)

e−i
k2L
2 τ

kL
(t∗(kL)e−ikL(x−x′) + r(kL)t∗(kL)e−ikL(x+x′))


This formula matches the case (237) without barrier when one takes

{
t(k) = 1

r(k) = 0
.

Finally, the symmetry (194) allows to obtain the decay of the density correlation for x < 0, x′ > 0.
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Case τ → ∞ with x, x′ = O(τ), x > 0, x′ < 0. We now investigate the decay of the correlation function in the
regime x = ζτ, x′ = ζ ′τ with ζ > 0 and ζ ′ < 0.

The term A′ has a saddle point at k = −k2 = −(ζ + ζ ′)

A′ =


r∗(ζ+ζ′)t(ζ+ζ′)√

2πτ
eiτ

(ζ+ζ′)2
2 e−

iπ
4 − k2 ∈ [kR, kL]⇔ −ζ − kL < ζ ′ < −ζ − kR

−i
2πτ

(
r(kR)t∗(kR)e−ikR(ζ+ζ′)τe−iτ

k2R
2

kR+ζ+ζ′ − r(kL)t∗(kL)e−ikL(ζ+ζ′)τe−iτ
k2L
2

kL+ζ+ζ′

)
− k2 /∈ [kR, kL]

(233)

The term B′ has a saddle point at k = −k1 = ζ − ζ ′

B′ =


t(ζ−ζ′)√

2πτ
eiτ

(ζ−ζ′)2
2 e−

iπ
4 − k1 > kR ∪ −k1 < −kL ⇔ ζ ′ < ζ − kR ∪ ζ ′ > ζ + kL

i
2πτ

(
t(kR)eikR(ζ−ζ′)τ−iτ

k2R
2

ζ−ζ′−kR − t∗(kL)e−ikL(ζ−ζ′)τ−iτ
k2L
2

ζ−ζ′+kL

)
− kL < −k1 < kR ⇔ ζ − kR < ζ ′ < ζ + kL

(234)

The term C′ has a saddle point at k = k1

C′ =


t∗(ζ−ζ′)√

2πτ
e−iτ

(ζ−ζ′)2
2 e

iπ
4 − kR < k1 < kL ⇔ ζ − kR < ζ ′ < ζ + kL

−i
2πτ

(
t(kL)eikL(ζ−ζ′)τ+iτ

k2L
2

ζ−ζ′+kL − t∗(kR)e−ikR(ζ−ζ′)τ+iτ
k2R
2

ζ−ζ′−kR

)
k1 > kL ∪ k1 < −kR ⇔ ζ + kL < ζ ′ ∪ ζ ′ < ζ − kR

(235)
We can now complete the phase diagram of Fig. 6. We can have two different types of decay in the following

regions of the quadrant ζ > 0, ζ ′ < 0 :
Region 3: the term −A′∗A′ generates a decay C(x, x′, τ) ∼ τ−1 for −(ζ + ζ ′) ∈ [kR, kL]. This region is represented

in Fig. 6.

The decay in the remainder of the quadrant ζ > 0, ζ ′ < 0 is C(x, x′, τ) ∼ τ−3/2. This is because B′ and C′ are
complementary, hence if one of them decays as ∼ τ−1/2 the other one decays as ∼ τ−1.

Once again the symmetry (194) permits to recover the opposite region of the diagram, namely ζ < 0, ζ ′ > 0.
Indeed the symmetry maps the region 3 to the region 3’, ζ + ζ ′ ∈ [kR, kL].

Remark. Note that there are exceptional cases, which we will not study in detail here, where some of the decay
amplitudes obtained here vanish, in particular:
(a) some regions of the diagram if kL or kR is fine tuned to coincide exactly with one of the zeroes of r(k) and t(k)
(see for instance the second line of Eq. (211))
(b) on specific point of the diagram where the saddle point k1 and k2 coincides with the zeroes of r(k) and t(k).
Finally, in the phase diagram of (6) there are also transition regions between the different sectors that would deserve
a further study.

D. Case without defect

In the case without a defect, one sets t(k) = 1 and r(k) = 0 and one obtains, for any x, x′

K∞(x, x′, τ) =
∫ +∞

0
dk
2π (fL(k)− θ(−τ))ei(

k2

2 τ−k(x−x′)) +
∫ 0

−∞
dk
2π (fR(k)− θ(−τ))ei(

k2

2 τ−k(x−x′)) (236)

It is easy to obtain the large τ asymptotic at zero temperature in that case either by a direct calculation or from
matching with the above calculations. It reads in the regime x, x′ = O(1)

C(x, x′, τ) '
τ→∞

e−i
π
4

(2πτ)3/2

(
e−i

k2Rτ

2 +ikR(x−x′)

kR
+
e−i

k2L
2 τ−ikL(x−x′)

kL

)
(237)
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~τ-1

~τ-3/2
ζ

ζ'

-kR

-kR

-kL

-kL

kL

kL

kR

kR

FIG. 7. Phase diagram of the decay of the density correlation C(x, x′, τ) – similar to Fig. 6 – in the absence of a defect.

VIII. GENERAL POTENTIAL V (x)

In this section we generalise our results to the case of a potential V (x) with no a priori symmetry with respect to
x→ −x, but which again vanishes outside x ∈ [−a/2, a/2]. This case is treated separately as it is technically slightly
more involved. For simplicity we also assume no bound states, although these can be incorporated as in Section IV. In
a first stage we obtain the eigenfunctions of Ĥ, and in a second stage we study the dynamics of the initial eigenstates.

A. Eigenstates of Ĥ

For a general potential V (x), with no a priori symmetry, it turns out that the eigenfunctions can be chosen in the
form

φσ,k(x) = c̃`,σ,k cos(k(|x| − δσk ))
(
Pσk θ(x < −

a

2
) + σP−σk θ(x >

a

2
)
)

(238)

where σ takes the value +1 and −1. One has defined the phase shifts as

e−2ikδσk =
1

2
(rR(k) + rL(k) + σ

√
(rR(k)− rL(k))2 + 4t(k)2) (239)

and the amplitudes Pk and pk as

Pσk =
1√

1 + |pσk |2
, pσk =

e−2ikδσk − rL(k)

t(k)
=

t(k)

e−2ikδσk − rR(k)
=

rR(k)− rL(k) + σ
√

(rR(k)− rL(k))2 + 4t2(k)

2t(k)

(240)
and at this stage k is arbitrary. Before proceeding note the useful identities

p+
k p
−
k = −1 , Pσk p

σ
k = σP−σk , P+

k

2
+ P−k

2
= 1 . (241)

The first comes from the definition of pσk (last equation in (240)). Next one notes that pσk is real, and, because p+
k > p−k

we have p+
k > 0 and p−k < 0. One then checks from the definition of Pσk (first equation in (240)), together with the

previous identity, that P+
k p

+
k = P−k and P−k p

−
k = −P+

k , as well as the last relation in (241). Next, for the definition
(239) of the phase shifts to be meaningful (and give kδσk ∈ [0, 2π]) we need to check that the r.h.s is a complex number
of modulus unity. This is done using the parameterization (39), and (239) becomes

e−2ikδσk = ei
ϕR(k)+ϕL(k)

2

(
cos θ(k) cos(

ϕR(k)− ϕL(k)

2
) + σi

√
cos2 θ(k) sin2 ϕR(k)− ϕL(k)

2
+ sin2 θ(k)

)
(242)
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which is clearly of unit modulus.

In the case of an even potential V (x) = V (−x), one has rR(k) = rL(k) = r(k) and (239) becomes

e−2ikδ±k = r(k)± t(k) (243)

with the convention that
√

t(k)2 = t(k) which we use here and below (the other choice amounts to redefine σ → −σ).
This is identical to (44), which indicates that σ = +1 becomes the even eigenfunction, and σ = −1 the odd one.
Indeed one checks that in this limit p+

k = 1, p−k = −1, hence P+
k = P−k = 1√

2
. Thus the eigenfunctions (238) recover

the ones given in (43) with c̃`,σ,k =
√

2c`,σ,k (up to an irrelevant global minus sign in the definitions of φ−,k(x)).

Let us now justify the form (238) for the eigenfunctions of Ĥ. Similarly to the symmetric case, outside of the
impurity (i.e., for |x| > a/2) the particles display free propagation and the eigenfunctions thus take the form of Eq.
(34) where the four amplitudes are related as in (35) via the S matrix (36). Eliminating Bk and Ck they take the
form for |x| > a/2

φk(x) = (Ake
ikx + (rL(k)Ak + t(k)Dk)e−ikx)θ(x < −a

2
) + ((t(k)Ak + rR(k)Dk)eikx +Dke

−ikx)θ(x >
a

2
) (244)

which depends on two complex parameters Ak and Dk and thus forms a two-dimensional subspace. One can check
that for each value of σ = ±1 the eigenfunction φσ,k(x) in Eq. (238) is indeed of the above form (244) with a specific
choice for the ratio

Dk

Ak
= pσk . (245)

To show that one uses the definitions (240) and the identities (241) mentioned above.

Once we have parameterized the eigenfunctions in that way, it is immediate to see that the boundary conditions
φσ,k(± `

2 ) = 0 become equivalent to the quantification condition

k ∈ Λσ ⇔ e−ik` = −e−2ikδσk (246)

which defines the lattices Λσ in momentum space.

Note that on the full line x ∈ R the eigenfunctions φ+,k(x) and φ−,k(x) are degenerate in energy and form a basis of
the two dimensional eigenspace. For x ∈ [−`/2, `/2] with the vanishing boundary conditions, these functions remain
eigenfunctions, with now different energies. The above parametrization and choice of ratio Dk

Ak
is the convenient one

to study these ”even” boundary conditions.

Finally, it is easy to see that the squared norm of the wave function in (238) behaves as ' `
4 c̃

2
`,σ,k(P+

k

2
+ P−k

2
).

Using the last identity in (241) we see that, as before, the normalization constant behaves at large ` as c̃`,σ,k '
`→∞

√
4
` .

Remark: The same method can be applied to the eigenstates of the initial Hamiltonian Ĥ0. In that case the

system is cut in two halves and t(k) = 0. Eq. (239) recovers the two phase shifts denoted δ
R/L
k (and already defined

above in (50))

e−2ikδ
R/L
k = r0R/L(k) (247)

where we chose by convention
√

(rR(k)− rL(k))2 = rR(k)− rL(k) and σR = +1, σL = −1. One has pRk = +∞, pLk = 0,
PLk = 1, PRk = 0 (equivalently ARk = 0, DL

k = 0) and one finds for |x| > a/2

φRk (x) = c̃`,σ,k cos(k(|x| − δRk ))θ(x > a
2 ) (248)

φLk (x) = c̃`,σ,k cos(k(|x| − δLk ))θ(x < −a2 ) (249)

and we recover (47). The quantification condition is again

e−ik` = −e−2ikδ
R/L
k , k ∈ ΛR/L (250)

which defines the two initial lattices ΛR/L in momentum space.
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B. Dynamics of initial eigenstates

Now we want to find the large time behavior of a single eigenstate with initial condition ψ
R/L
k (x, t = 0) = φ

R/L
k (x).

We start from the decomposition (60) at finite time and `, which we write in a slightly different way as a sum of two
components

ψ
R/L
k (x, t) = ψ

R/L
+,k (x, t) + ψ

R/L
−,k (x, t) (251)

ψ
R/L
σ,k (x, t) =

∑
k′∈Λσ

φσ,k′(x)e−i
k′2
2 t 〈φσ,k′ |ψR/Lk (t = 0)〉 (252)

In the overlap, we leave aside again the contribution of the region of the impurity (i.e., x ∈ [−a2 ,
a
2 ]) which leads

to a decay at large time. In the other region, x ∈ [− `
2 ,−

a
2 ] ∪ [a2 ,

`
2 ], using that all terms are plane waves as in the

argument leading to (69) we can write

〈φσ,k′ |ψRk (t = 0)〉 '
∫ `/2
a/2

φ∗σ,k′(x)φRk (x) dx = 1
(k′)2−k2 (φ∗′σ,k′(

a
2 )φRk (a2 )− φ∗σ,k′(a2 )φR,′k (a2 )) (253)

〈φσ,k′ |ψLk (t = 0)〉 '
∫ −a/2
−`/2 φ∗σ,k′(x)φLk (x) dx = − 1

(k′)2−k2 (φ∗′σ,k′(−a2 )φLk (−a2 )− φ∗σ,k′(−a2 )φL,′k (−a2 ))

This is valid for k′ ∈ Λσ and k ∈ ΛR/L since we have used explicitly the vanishing of the wave-functions at x = ±`/2.
Note that these expressions contain a pole when k′ → k in the large ` limit.

In order to compute the sum over k′ ∈ Λσ in (251) in the double large ` and large t limit, we use the same method
as before. We first extend the formula for φσ,k′(x) (238) and the formula (253) for the overlaps, in the complex plane
for k′. This is done via an analytic continuation of the phase shifts k′δσk′ and the amplitudes Pσk′ . We will not give
details since this method was described above. We use the formula (81) and obtain

ψ
R/L
σ,k (x, t) =

∫
Γ0

dk′

2π
gδσ,`(k

′)φσ,k′(x)e−i
k′2
2 t(` 〈φσ,k′ |ψR/Lk (t = 0)〉) (254)

In the double limit only the residue of the pole at k′ = k contributes

ψ
R/L
σ,k (x, t) '

`→∞
t→∞

igδσ,`(k)φσ,k(x)e−i
k2

2 tResk′=k(` 〈φσ,k′ |ψR/Lk (t = 0)〉) (255)

(for k ∈ ΛR/L, gδσ,`(k) is independent of ` as shown in (84)).

The last step is to compute the residue Resk′=k 〈φσ,k′ |ψRk (t = 0)〉 ' Resk′=k
∫ `/2
a/2

φ∗σ,k′(x)φRk (x) dx, i.e., from (253)

Resk′=k

∫ `/2

a/2

φ∗σ,k′(x)φRk (x) dx =
1

2k
(φ∗′σ,k(

a

2
)φRk (

a

2
)− φ∗σ,k(

a

2
)φR,′k (

a

2
)) (256)

where here φ∗σ,k(a2 ) is the analytic continuation of φ∗σ,k′(
a
2 ) to k′ = k (in a different lattice). This analytic continuation

φ∗σ,k(x) satisfies φ∗σ,k
′′(x) = −k2φ∗σ,k(x) outside of the interval [−a/2, a/2], hence the r.h.s. above is independent of a

(from the Wronskian theorem) and one can as well replace a/2→ `/2 leading to

Resk′=k
∫ `/2
a/2

dxφ∗σ,k′(x)φRk (x) = − 1
2kφ
∗
σ,k( `2 )φR′k ( `2 ) (257)

Resk′=k
∫ −a/2
−`/2 dxφ∗σ,k′(x)φLk (x) = 1

2kφ
∗
σ,k(− `

2 )φL′k (− `
2 )

using that φ
R/L
k ( `2 ) = 0. Now the point is that φ∗σ,k( `2 ) does not vanish since k does not belong to Λσ. To evaluate

φ∗σ,k( `2 ) we use (238) leading to

φσ,k( `2 ) = c̃`,σ,k cos(k( `2 − δ
σ
k ))σP−σk (258)

φσ,k(− `
2 ) = c̃`,σ,k cos(k( `2 − δ

σ
k ))Pσk

We need to evaluate these expressions for k ∈ ΛR/L, i.e., to use the quantification condition

e−ik` = −e−2ikδ
R/L
k (259)
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Substituting (259) into (258) we obtain

φσ,k( `2 ) = ic̃`,σ,ke
ik( `2−δ

R/L
k ) sin(k(δRk − δσk ))σP−σk k ∈ ΛR (260)

φσ,k(− `
2 ) = ic̃`,σ,ke

ik( `2−δ
R/L
k ) sin(k(δLk − δσk ))Pσk k ∈ ΛL (261)

Next we evaluate using (47)

φRk
′
( `2 ) = −kc0`,R,k sin(k( `2 − δ

R
k )) (262)

φLk
′
(− `

2 ) = kc0`,L,k sin(k( `2 − δ
L
k )) (263)

and substitute again (259) which leads to

φRk
′
( `2 ) = ikc0`,R,ke

ik( `2−δ
R
k ) (264)

φLk
′
(− `

2 ) = −ikc0`,L,keik( `2−δ
L
k ) (265)

Putting all terms together in (257) one finds in the large ` limit using that c̃`,σ,kc
0
`,R/L,k '

4
`

Resk′=k
∫ `/2
a/2

dxφ∗σ,k′(x)φRk (x) = − 2
`σP

−σ
k sin(k(δRk − δσk )) (266)

Resk′=k
∫ −a/2
−`/2 dxφ∗σ,k′(x)φLk (x) = − 2

`P
σ
k sin(k(δLk − δσk ))

Consider now again the formula (255) for the large time limit of ψ
R/L
σ,k (x, t). Inserting into this formula the expression

(84) for −2igδ±,`(k), the expression (238) for φσ,k(x) and the expression for the residues (266) we obtain

ψRk,±(x, t) '
`→∞
t→∞

1√
`
eikδ

R
k e−i

k2

2 t(eik(|x|−2δ±k ) + e−ik|x|)P∓k
(
±P±k θ(x < −

a
2 ) + P∓k θ(x >

a
2 )
)

(267)

ψLk,±(x, t) '
`→∞
t→∞

1√
`
eikδ

L
k e−i

k2

2 t(eik(|x|−2δ±k ) + e−ik|x|)P±k
(
P±k θ(x < −

a
2 )± P∓k θ(x >

a
2 )
)

Finally we recombine ψ
R/L
+,k and ψ

R/L
−,k from (251) to obtain the final wave-function ψ

R/L
k in the double limit

ψRk (x, t) '
`→∞
t→∞

1√
`
eikδ

R
k e−i

k2

2 t
(

(e−2ikδ+k − e−2ikδ−k )e−ikxP+
k P
−
k θ(x < −

a
2 ) (268)

+((eik(x−2δ+k ) + e−ikx)P−k
2

+ (eik(x−2δ−k ) + e−ikx)P+
k

2
)θ(x > a

2 )
)

ψLk (x, t) '
`→∞
t→∞

1√
`
eikδ

L
k e−i

k2

2 t
(

(e−2ikδ+k − e−2ikδ−k )eikxP+
k P
−
k θ(x >

a
2 ) (269)

+((eik(−x−2δ+k ) + eikx)P+
k

2
+ (eik(−x−2δ−k ) + eikx)P−k

2
)θ(x < −a2 )

)
These expressions can be simplified using a set of identities. Using (240) we first show that

(rR(k)− rL(k))2

t2(k)
= p+

k

2
+ p−k

2 − 2 (270)

Hence one has using (239) and again (240)

e−2ikδ+k − e−2ikδ−k =
√

t(k)2

√
p+
k

2
+ p−k

2
+ 2 =

t(k)

P+
k P
−
k

(271)

Next, from (240) one has

rR(k) = e−2ikδ+k + p−k t(k) (272)

rL(k) = e−2ikδ−k − p−k t(k)

where we used that p+
k = −1/p−k . These equations imply

rR(k) + rL(k) = e−2ikδ+k + e−2ikδ−k (273)

rR(k)− rL(k) = (e−2ikδ+k − e−2ikδ−k )(1− 2P+
k

2
)
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where in the second equation we used (271) and p−k P
−
k = −P+

k . The solution of this system for rR(k), rL(k) is

rR(k) = e−2ikδ+k P−k
2

+ e−2ikδ−k P+
k

2
(274)

rL(k) = e−2ikδ+k P+
k

2
+ e−2ikδ−k P−k

2

where we used P+
k

2
+ P−k

2
= 1.

Starting from (268), making use of the identities (271) and (274), and using again P+
k

2
+ P−k

2
= 1, we obtain our

final result, for |x| > a/2

ψRk (x, t) '
`→∞
t→∞

1√
`
eikδ

R
k e−i

k2

2 t
(
e−ikxt(k)θ(x < −a2 ) + (e−ikx + eikxrR(k))θ(x > a

2 )
)

(275)

ψLk (x, t) '
`→∞
t→∞

1√
`
eikδ

L
k e−i

k2

2 t
(
eikxt(k)θ(x > a

2 ) + (eikx + e−ikxrL(k))θ(x < −a2 )
)
. (276)

Remark: If in the manipulations leading to (267) (in the paragraph after (266)) we do not insert the explicit form
for φσ,k(x), we obtain a formula for any x = O(1) (including the region inside the impurity). A natural prediction for

the asymmetric potential is thus that, for any x ∈ R one has ψ
R/L
k (x, t) '

`→∞
t→∞

1√
`
e−i

k2

2 tχ
R/L
k (x) where

1√
`
χRk (x) = φ+,k(x)eik(δRk −δ

+
k )P−k − φ−,k(x)eik(δRk −δ

−
k )P+

k (277)

1√
`
χLk (x) = φ+,k(x)eik(δLk−δ

+
k )P+

k + φ−,k(x)eik(δLk−δ
−
k )P−k (278)

This generalizes the formula (94) which holds for symmetric potentials. The latter is recovered since in that case
P±k = 1/

√
2 (taking into account the minus sign difference in the definition of φ−,k(x) in the two sections.)

Remark: The above calculation can be extended to the ray regime with an asymmetric impurity, and the result is
that the large time behavior is obtained from formula (118) by simply changing r by rR (resp rL) in χRξ,k (resp χLξ,k).
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