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Abstract

We consider a class of one dimensional Vector Nonlocal Non-linear
Schrödinger Equation (VNNLSE) in an external complex potential
with time-modulated Balanced Loss-Gain(BLG) and Linear Coupling(LC)
among the components of Schrödinger fields, and space-time depen-
dent nonlinear strength. The system admits Lagrangian and Hamil-
tonian formulations under certain conditions. It is shown that vari-
ous dynamical variables like total power, PT -symmetric Hamiltonian,
width of the wave-packet and its speed of growth, etc. are real-valued
despite the Hamiltonian density being complex-valued. We study the
exact solvability of the generic VNNLSE with or without a Hamil-
tonian formulation. In the first part, we study time-evolution of
moments which are analogous to space-integrals of Stokes variables
and find condition for existence of solutions which are bounded in
time. In the second part, we use a non-unitary transformation fol-
lowed by a coordinate transformation to map the VNNLSE to various
solvable equations. The coordinate transformation is not required at
all for the limiting case when non-unitary transformation reduces to
pseudo-unitary transformation. The exact solutions are bounded in
time for the same condition which is obtained through the study of
time-evolution of moments. Various exact solutions of the VNNLSE
are presented.
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1 Introduction

Nonlinear Schrödinger equation(NLSE) appears in many fields of science like
optics in nonlinear media[1, 2, 3], Bose-Einstein condensates (BEC)[4, 5, 6, 7],
gravity waves[8], plasma physics[9], Bio-molecular dynamics[10] etc. Several
generalisations of NLSE have been considered over the past few decades.
One aspect of generalisations of NLSE is to introduce non-local nonlinear
interaction. Nonlocal nonlinearity arises whenever the nonlinear effect at a
particular point depends on the influences from other points and it arises in
many cases like Bose-Einstein condensation in a system having long range
interaction[11, 12], transport process associated with heat conduction in me-
dia having a thermal influence, and during diffusion of charge carriers, atoms,
or molecules in atomic vapours[13, 14]. In case of optical beams in nonlin-
ear dielectric wave-guides or wave-guide arrays with random variation of
refractive index size or wave-guide spacing, the effect of nonlocal nonlin-
earity becomes relevant[15]. Nonlocal nonlinearities also arise in long-range
interactions of molecules in nematic liquid crystals[16].

The exact solvability and integrability of non-local NLSE(NNLSE) have
been studied in the last few years. Integrable NNLSE was introduced by
Ablowitz and Musslimani[17] and it admits both the bright and dark solitons
for the same range of nonlinear strength[18]. The nonlocal vector NLSE is
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also integrable and soliton solution of the same equation is obtained through
inverse scattering methods[19]. A discrete version of NNLSE has been shown
to be exactly solvable and one soliton solution has been constructed [20].
Further, exact solutions of a class of NNLSE with confining potential like
Harmonic trap, reflection-less potential and other PT symmetric complex
potentials, have been obtained [21]. Various generalisations of the NNLSE
having mathematical and physical importance have been considered[18, 22,
23, 24, 25, 26, 27, 28, 29, 30, 31, 32, 33, 34, 35, 36]. The dynamical behaviour
of continuous and discrete NNLSE having PT invariant nonlinearity has
been studied in Ref. [18]. It is shown in Ref. [22] that NNLSE is gauge
equivalent to physically important magnetic structure. For a number of
nonlocal nonlinear equations, periodic and hyperbolic soliton solutions are
reported in Ref. [25]. Applying the N-th iterated Darboux transformation, a
chain of non-singular localised wave solution which can describe the soliton
interactions on continuous wave background, is derived for a NNLSE [26].
Localized nonlinear modes of self-focusing and defocusing NNLSE equation
with PT -symmetric complex potential like Rosen-Morse, Periodic, Scarf-II
potential, are reported in Ref. [30].

Over the past few years, systems with balanced loss and gain(BLG) have
received considerable attention in the literature[37, 38, 39]. Within this con-
text, NLSE with BLG is known to admit bright[40, 41] and dark solitons[42],
breathers[43, 44], rogue waves[45], exceptional points[46, 44] etc. Soliton so-
lution was found in the discrete non-linear Schrödinger equation with gain
and loss[47]. Stabilisation of soliton by the periodic time-dependent BLG
and LC parameters has been studied[44]. A specific model[48] with constant
BLG and LC terms show power oscillations that may have interesting tech-
nological applications. Most of the papers dealing with the BLG system use
approximation and numerical methods. A possible technique for obtaining
exact solutions of coupled NLSE with arbitrary time dependent BLG param-
eters has been given in Ref.[49]. It has been shown in Ref.[50] that local and
nonlocal vector NLSE with BLG is integrable when the matrix representing
the linear term is pseudo-hermitian with respect to the hermitian matrix
comprising the generic cubic nonlinearity.

The article aims at identifying exactly solvable cases of VNNLSE in an
external complex potential with BLG and LC among the components of
Schrödinger fields. The BLG and LC terms are allowed to be time depen-
dent while the strength of nonlinear interactions is space-time dependent.
The VNNLSE is a nonlocal generalization of the system discussed in Ref.
[49] and may be used to model different physical phenomena wherein non-
local interaction is present. We show that the system admits Hamiltonian
and Lagrangian formulations under certain conditions. The subtleties in-
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volved in deriving Euler-Lagrange equations of motion and conserved Noether
charges associated with continuous internal symmetry for non-hermitian La-
grangian are discussed. Further, we show that various dynamical variables
like charge, PT -symmetric Hamiltonian, width of the wave packets and its
speed of growth, etc. are real valued despite the Hamiltonian density being
complex valued.

We investigate the exact solvability of the generic VNNLSE with or with-
out a Hamiltonian formulation. The study involves various combinations of
time-dependent BLG, LC, external complex potential and space-time mod-
ulated nonlinear interaction. The time-evolution of certain moments, anal-
ogous to space-integrals of the familiar Stokes variables, is determined in
terms of a set of coupled first order ordinary differential equations which is
solved analytically. The method is an indirect way of studying collapse or
growth of the wave-packet and has been used earlier[51]. The exact solution
of the system under investigation also allows to identify the regions in the
parameter-space which admit bounded or unbounded solution in time. It
should be noted that exact space-like dependence of the Schrödinger field
can not be unearthed in this method. Nevertheless, it is an useful tool to
study the bounded nature of the solution.

In the next step, we investigate the limits in which exact, analytical so-
lution of the fields may be obtained. The BLG and LC terms may be re-
moved completely from the VNNLSE through non-unitary transformations
provided the time-modulations of the BLG and LC terms are identical[49]. In
general, the non-unitary transformation modifies the nonlinear term by im-
parting additional time-dependence. However, for the special case in which
the nonlinear interaction may be identified as the non-local analogue of the
Manakov-Zakharov-Schulman(MZS) system, even the nonlinear interaction
remains unchanged. The non-unitary transformation reduces to the pseudo-
unitary[52] transformation under this situation. It should be noted that
this is not a symmetry transformation, since it does not keep the system
invariant. Further, unlike the unitary transformations, the non-unitary and
pseudo-unitary transformations do not preserve the norm. Thus, the removal
of of the BLG and LC terms can not be thought of as gauge transformations.
The mapping is used to construct many exact solutions of the system for
generic time-modulations of the BLG and LC terms and a large class of
complex external potentials.

We also investigate the system for which the non-unitary transformation
removes the BLG and LC terms at the cost of modifying the nonlinear term.
A co-ordinate transformation, as already discussed in ref. [7, 49, 53], is used
to map the modified VNNLSE to solvable equation. One essential condition
for this co-ordinate transformation is that the transformed spatial co-ordinate
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is odd under parity transformation of original one. This condition is not
applicable for its local counterpart [49]. We present many exact solutions.

The plan of the article is as follows. The model is introduced in Sec-2.
The Lagrangian and Hamiltonian of the system are constructed in Sec.-2.1.
The real valuedness of different dynamical variables like charge, Hamiltonian,
width of wave packets etc. are shown. The study of the systems in terms
of moments which are defined in terms of space-integrals of Stokes variables,
are presented in the sec-2.2. In Sec-3, the VNNLSE is mapped to various
solvable equations. We present the solution for the case of a M -pseudo-
hermitian A in Sec. 3.1. A few exact solutions for V (x) = 0 are presented
in Sec-3.1.1. The exact solutions for a few non-vanishing complex confining
potentials are presented in Sec-3.1.2. The general method for which A is
not M -pseudo-hermitian is presented in Sec-3.2. Finally the findings are
summarized in Sec-4. In Appendix-I, several exact solutions for the case of
pseudo-hermitian loss-gain matrix have been presented.

2 The Model

We consider a VNNLSE with time-dependent BLG in terms of a complex
scalar field Ψ(x, t) = (ψ1 ψ2)

T with two components ψ1(x, t) and ψ2(x, t),
where the superscript T denotes the transpose of a matrix. The VNNLSE
with BLG has the form:

iψ1t = −ψ1xx + k∗(t)ψ2 + iγ(t)ψ1 + V (x, t)ψ1

+
2∑

i,j=1

[lij(x, t) ψ
∗
i (−x, t)ψj(x, t)]ψ1

iψ2t = −ψ2xx + k(t)ψ1 − iγ(t)ψ2 + V (x, t)ψ2

+
2∑

i,j=1

[mij(x, t) ψ
∗
i (−x, t)ψj(x, t)] ψ2 (1)

where ψit and ψixx denote partial derivative of ψi with respect to t and sec-
ond order partial derivative of ψi with respect to x, respectively. The time-
dependent parameters k(t) and γ(t) denote the strengths of the LC and the
BLG, respectively. The space-time dependent real parameters lij(x, t) and
mij(x, t) denote the strengths of the cubic nonlinearity. In the context of
optics, with l11 and m22 can be identified as self-phase modulations, whereas
l12, m11 can be identified as cross-phase modulation. The external confin-
ing potential V (x, t) appears in the context of Bose-Einstein Condensates[6],
which is taken to be complex i.e. V (x, t) = S(x, t)+iS̃(x, t) . There are many
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solvable limits of Eq.(1), with the simplest case lij = mij = 0,∀i, j, which
models the optical wave propagation under paraxial approximation[54, 55].
With M = L and vanishing LC, BLG and external potential, the system re-
duces to the nonlocal analogue of MZS system[56, 57, 58]. A PT -symmetry
preserving breathing one-soliton solution has been constructed for the non-
local Manakov equation through inverse scattering transform[19].

We define an operator D0 = σ0
∂
∂t
+ iA(t), where the 2× 2 matrix A(t) is

expressed as A(t) = kσ− + k∗σ+ + iγσ3 and σ± = 1
2
(σ1 ± iσ2). σ0 is a 2× 2

identity matrix and σj’s, j = 1, 2, 3 are pauli matrices. We also define the
projection operator P± as P± = 1

2
(σ0±σ3) with the property P+Ψ = (ψ1 0)

T

and P−Ψ = (0 ψ2)
T . Eq. (1) can be written in a compact form by using

matrix formulation,

iD0Ψ = −Ψxx + V (x, t)Ψ + [
{
Ψ†(−x, t)LΨ(x, t)

}
P+

+
{
Ψ†(−x, t)MΨ(x, t)

}
P−] Ψ(x, t) (2)

where Ψ†(−x, t) =
(
ψ∗
1(−x, t) ψ∗

2(−x, t)
)
and the expressions of matrix

M(x, t) and L(x, t) are as follows,

L = l11P+ + l22P− + l12σ+ + l21σ−

M = m11P+ +m22P− +m12σ+ +m21σ− (3)

The form of the cubic nonlinearity of this VNNLSE is more general compared
to its local counterpart i.e. Eq. (12) of Ref.[48]. With vanishing cross terms
i.e. lij = mij = 0 ; i ̸= j form of the nonlinearity will be same for both the
local and nonlocal NLSE.

2.1 Lagrangian, Hamiltonian formulations

The non-local non-linear Schrödinger equation with or without balanced
loss-gain terms is described in terms of a non-relativistic field theory with
complex-valued interaction. Such systems with non-hermitian/complex in-
teraction are of recent interests and belong to the broad field of PT -symmetric
systems[59, 60, 61]. Investigations in this field are important towards having
a full fledged PT -symmetric quantum field theory. The system admits a
Lagrangian density in the limit M = L,

L =
i

2

[
Ψ†(−x, t)M

(
D0Ψ(x, t)

)
−
(
D0Ψ(−x, t)

)†
MΨ(x, t)

]
− Ψ†

x(−x, t)MΨx(x, t)−
1

2

[
Ψ†(−x, t)MΨ(x, t)

]2
+

1

2
Ψ†(−x, t)

[
A†M −MA

]
Ψ(x, t)− i

2
Ψ†(−x, t)MtΨ(x, t)

− Ψ†(−x, t)MxΨx(x, t)− V (x, t) Ψ†(−x, t)MΨ(x, t) (4)
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where Mt and Mx represent the differentiation of matrix M with respect to
time and space respectively. Comparing with the Hamiltonian formulation of
mechanical systems with BLG, the matrix M may be interpreted as a back-
ground metric in which the system is defined[62, 63, 64, 65]. The field Ψ(x, t)
and its parity-transformed adjoint Ψ†(−x, t) are treated as two independent
fields in contrast to the standard Lagrangian formulation of NLSE. The self-
induced potential [Ψ†(−x, t)MΨ(x, t)]2 in the corresponding stationary prob-
lem is non-hermitian, but, PT -symmetric for a time-independent M which
is an even function of x. The general prescription in higher dimensions in the
context of PT -symmetric non-local NLSE is to consider Ψ(x⃗, t) and Ψ†(Px⃗, t)
as independent fields[21]. In general, the Lagrangian density is non-hermitian
and L†(−x, t) ̸= L(x, t), and care has to be taken in deriving Euler-Lagrange
equations and conserved Noether charge associated with continuous symme-
try [59, 60, 61]. It should be noted that L†(−x, t) = L(x, t) for a space-time
independent M and a M -pseudo-hermitian A, i.e. A† = MAM−1 for which
the fourth, fifth and sixth terms in L vanish. The Lagrangian density L is still
non-hermitian for this special case, however, the property L†(−x, t) = L(x, t)
allows to derive the Euler-Lagrange equations in a standard way.

The Euler-Lagrange equation w.r.t the variation of Ψ†(−x, t) is obtained
by considering,

∂L
∂Ψ†(−x, t)

− ∂

∂t

(
∂L

∂Ψ†
t(−x, t)

)
− ∂

∂x

(
∂L

∂Ψ†
x(−x, t)

)
= 0 (5)

which gives us

iD0Ψ = −Ψxx + V (x, t)Ψ + [Ψ†(−x, t)MΨ(x, t)] Ψ(x, t) (6)

It may be noted that Eq. (2) with L = M reduces to the above equation.
The Lagrangian density being non-hermitian and L†(−x, t) ̸= L(x, t), the
Euler-Lagrangian equation corresponding to the variation of Ψ(x, t) is not
equal to zero[59, 60, 61] i.e.

∂L
∂Ψ(x, t)

− ∂

∂t

( ∂L
∂Ψt(x, t)

)
− ∂

∂x

( ∂L
∂Ψx(x, t)

)
̸= 0 (7)

The equation of motion of Ψ†(−x, t) is obtained by complex conjugating
Eq.(5) and then replacing x by −x i.e. from the following equation,

∂L†(−x, t)
∂Ψ(x, t)

− ∂

∂t

(∂L†(−x, t)
∂Ψt(x, t)

)
− ∂

∂x

(∂L†(−x, t)
∂Ψx(x, t)

)
= 0 (8)

which gives,

i(D0Ψ(−x, t))† = Ψ†
xx(−x, t)− V ∗(−x, t)Ψ†(−x, t)

−
(
Ψ†(−x, t)M †(−x, t)Ψ(x, t)

)
Ψ†(−x, t) (9)

7



The above equation is the equation of motion of Ψ†(−x, t). It may be noted
that equations (7) are (8) are the same for L†(−x, t) = L(x, t). It may be
recalled that the non-local NLSE[17] or its higher dimensional[21] or multi-
component generalization[19] can always be derived from a Lagrangian den-
sity which is equal to its complex conjugate followed by x⃗ → Px⃗. The
property L†(−x, t) = L(x, t) is lost in presence of loss-gain terms without
the pseudo-hermitian property and/or space-time dependent metric M .

The Lagrangian density being non-hermitian, though it has global U(1)
invariance i.e. it is invariant under the transformation Ψ → e−iδΨ, there
is no conserve current associated with this symmetry unlike the Noether’s
theorem for hermitian Lagrangian[59, 60, 61]. Considering the matrix M
hermitian and all it’s elements are even functions of space and the potential
is PT -symmetric i.e. V ∗(−x, t) = V (x, t), we find that Eq. (6) and Eq.
(9) admit continuity equation. The expressions of charge density ρ(x, t) and
current density J(x, t) are,

ρ(x, t) = Ψ†(−x, t)ηΨ(x, t)

J(x, t) = i{Ψ†
x(−x, t)ηΨ(x, t)−Ψ†(−x, t)ηΨx} (10)

where η is a constant matrix which appears in the definition of pseudo-
hermitian A(t) i.e. A† = ηA(t)η−1 [52]. We define a quantity Q =

∫
ρ(x, t) dx

as charge which is a conserved quantity. Though the charge density ρ(x, t) is
not real valued it can be shown that the charge Q(x, t) is real valued by using
the technique specified in Ref.[21]. We consider Ψ(x, t) = Ψe(x, t)+Ψo(x, t),
where Ψe = 1

2

(
Ψ(x, t) + Ψ(−x, t)

)
and Ψo = 1

2

(
Ψ(x, t) − Ψ(−x, t)

)
. The

subscripts ’e’ and ’o’ denote the even and odd functions respectively. The
charge can be written as ρ = ρr + ρc where ρr and ρc denote the real and
imaginary parts of the charge density. The expressions of ρr and ρc can be
expressed in terms of Ψ0,Ψe as shown below,

ρr =
(
Ψ†

eηΨe −Ψ†
oηΨe

)
ρc =

(
Ψ†

eηΨo −Ψ†
oηΨe

)
(11)

The contribution coming from ρc in
∫∞
−∞ ρ(x, t)dx is zero, since it is an

odd function of x. Hence, the charge Q(x, t) is real valued. The momen-
tum corresponding to Ψ(x, t) and Ψ†(−x, t) are ΠΨ(x,t) =

i
2
Ψ†(−x, t)M and

ΠΨ†(−x,t) = − i
2
MΨ. The Hamiltonian density of the system is given as,

H = Ψ†(−x, t)MA Ψ(x, t) + Ψ†
x(−x, t)MΨx +

1

2

(
Ψ†(−x, t)MΨ(x, t)

)2
+

i

2
Ψ†(−x, t)MtΨ(x, t) + Ψ†(−x, t)MxΨx(x, t)

+ V (x, t) Ψ†(−x, t)Ψ(x, t) (12)
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Though the Hamiltonian density H is not real-valued, we can show that the
Hamiltonian i.e. H =

∫
Hdx is real valued whenM is considered as constant

Hermitian matrix and A(t) is M -pseudo-hermitian i.e. A† = MAM−1. The
Hamiltonian density H can be written as H = Hr+Hc, where Hr is real and
Hc is purely imaginary. The expressions of Hr and Hc are given below,

Hr =
(
Ψ†

eMAΨe −Ψ†
oMAΨo

)
+
(
Ψ†

eMAΨo −Ψ†
oMAΨe

)
+

(
Ψ†

exMΨex −Ψ†
oxMΨox

)
+

1

2

(
Ψ†

eMΨe −Ψ†
oMΨo

)2
+

1

2

(
Ψ†

eMΨo −Ψ†
oMΨe

)2
+ S(x, t)

(
Ψ†

eΨe −Ψ†
oΨo

)
+ i S̃(x, t)

(
Ψ†

eΨo − ψ†
oΨe

)
Hc = {

(
Ψ†

exMΨox −Ψ†
oxMΨex

)
}+ 1

2

{(
Ψ†

eMΨe −Ψ†
oMΨo

)(
Ψ†

eMΨo −Ψ†
oMΨe

)
+

(
Ψ†

eMΨo −Ψ†
oMΨe

)(
Ψ†

eMΨe −Ψ†
oMΨo

)}
+ S(x, t)

(
Ψ†

eΨo −Ψ†
oΨe

)
+ iS̃(x, t)

(
Ψ†

eΨe −Ψ†
oΨo

)
(13)

It is to be noted that when the potential is PT symmetric, i.e. V ∗(−x, t) =
V (x, t) then Hc is an odd function of x. Hence it will not contribute to
the Hamiltonian H =

∫∞
−∞ Hdx. Similarly it can be shown that

∫
x2nρ(x, t)

is real valued where n is a positive integer. The moment
∫
x2ρ(x, t)dx is

identified as width of the wave packets. We define growth speed of the
system as

∫
xJ(x, t)dx which is also real valued. The expression of current

density J(x, t) in terms of Ψe(x, t),Ψo(x, t) can be written as,

J(x, t) = Jc + Jr

Jr(x, t) = i
(
Ψ†

exηΨe −Ψ†
eηΨex −Ψ†

oxηΨo +Ψ†
oηΨox

)
Jc(x, t) = i

(
Ψ†

exηΨo +Ψ†
oηΨex −Ψ†

oxηΨe −Ψ†
eηΨox

)
(14)

Jr and Jc are the real and imaginary parts of current density. Now the real
part Jr being an odd function of x,

∫∞
−∞ J(x, t)dx, receives contribution from

imaginary part of J . Hence the current will be imaginary. But in case of
speed of the growth of the system i.e.

∫∞
−∞ xJ(x, t)dx, the imaginary part of

xJ(x, t) being an odd function of x, will vanish and the real part will survive.
Hence Speed of the growth of the system is real valued.

2.2 Dynamics of Moments

A large number of nonlinear equations are not amenable to exact solutions.
The moment method is an indirect way for studying the stabity of a nonlin-
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ear equation without actually solving it[51]. On the other hand, pseudo-
hermitian and pseudo-unitary transformation are extensively used in the
context of quantum mechanics[52]. We combine these two apparently dis-
joint methods to study the stability of the nonlinear equation with non-local
and non-hermitian interaction. It will be seen that a direct outcome of the
method is the controlling of instabilities, if any, in a systematic way through
suitable choice of time-modulation of linear coupling and loss-gain terms.
The new method is no less important than finding exact solutions, and is
expected to be applicable to a wide variety of nonlinear equations.

The time-evolution of the system defined by Eq. (6) may be studied in
terms of the moments defined as,

Za(t) =

∫
dxΨ†(−x, t)ησaΨ(x, t), a = 0, 1, 2, 3 (15)

The method is applicable for field configurations for which Ψ(x, t),Ψx(x, t)
are continuous on the whole line x and vanishes in the limit |x| → ∞. Fur-
ther, closed form expressions for the equations governing the time-evolution
of the moments are possible only if A is η-pseudo-hermitian, i.e. A† = ηAη−1.
It follows from Eqs. (6) and (9) that, for the specific field-configurations
stated above and an η-pseudo hermitian A, the moments Za satisfy the fol-
lowing equations:

Ża = i

∫
Ψ†(−x, t)η [A(t), σa] Ψ(x, t)dx +

∫
Ψ†(−x, t)ηtσaΨ(x, t)dx (16)

Here, Z0 is the conserved charge Q and Zj , j = 1, 2, 3 are analogues of
spatial integration of Stokes variables. The expression of η(t) for η(t)-pseudo-
hermitian A(t) = [k∗(t)σ+ + k(t)σ− + iγ(t)σ3] is given as[48],

η(t) =
|α̃||k(t)|
γ(t)

σ0 sin(θα̃ − θk) + α̃∗σ+ + α̃σ− (17)

where k(t) = |k(t)|eiθk(t) and α̃ = |α̃|eiθα̃ is an arbitrary constant complex
number. The expression reduces to Eq.(36) for k(t) = µ0(t) β and γ(t) =
µ0(t) Γ. The co-efficient of σ0 is the only time dependent term in η(t) and

we denote this term as h(t) = |α̃||k(t)|
γ(t)

sin(θα̃ − θk). We define two quantities

a(t), b(t) as

a(t) = 2|k|sin(θk) +
i|α̃|sin(θα̃)ht

|η|
, b(t) = 2|k|cos(θk) +

i|α̃|cos(θα̃)ht
|η|

(18)
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where |η| is the determinant of η. The Eq.(16) can be transformed into a set
of coupled linear differential equations as,

Ż = N(t)Z, Z =


Z0

Z1

Z2

Z3

 , N(t) =


hth
|η| −α1ht

|η| −α2ht

|η| 0

−α1ht

|η|
hth
|η| −2iγ(t) a

−α2ht

|η| 2iγ hth
|η| −b(t)

0 −a(t) b(t) hth
|η|

 (19)

The Eq.(19) is not solvable for arbitrary time dependence of the parameters

k(t) and γ(t). IfN(t) commutes with
∫ t
N(t′)dt′ i.e.

[
N(t) ,

∫ t
N(t′)dt′

]
= 0,

Eq. (19) leads to the solution Z = e
∫ t N(t′)dt′ C, where C =

(
C0 C1 C2 C3

)T

is a constant column matrix. We will see that this condition is also necessary
for obtaining exact solution using the general methods discussed in Sec-3. We
choose k(t) = µ0(t)β and γ(t) = µ0(t)Γ where β ∈ C, Γ ∈ R and µ0(t) is an

arbitrary real function. The commutation relation,
[
N(t) ,

∫ t
N(t′)dt′

]
= 0

is satisfied with these choices. Further, ht = 0 and η will be time independent
and Z0 which is actually the modified power is a constant of motion. Now
excluding constant Z0 term Eq.(19) can be written as follows,

Ż = µ0(t)N0Z , Z =

Z1

Z2

Z3

 , N0 =

 0 −2iΓ 2β2
2iΓ 0 −2β1
−2β2 2β1 0

 (20)

where β1 and β2 are the real and imaginary parts of β. Eigen value of matrix
N0 are 0, ±2i

√
|β|2 − Γ2. Evaluating e

∫ t µ0(t′)N0 , the expressions of Z1, Z2,
Z3 are given as follows,

Z1 = [−2β1|β|2(β1C1 + β2C2 + iΓC3)

+ 2{C1(Γ
2β2

1 − ϵ20β
2
2) + C2β1β2|β|2 + iC3|β|2β1Γ} cos(2ϵ)

+ 2ϵ0|β|2(iC2Γ− C3β2) sin(2ϵ)]

Z2 = [−2β2|β|2 {β1C1 + β2C2 + iΓC3}
+ 2{C1|β|2β1β2 + C2(Γ

2β2
2 − ϵ20β

2
1) + iC3|β|2β2Γ} cos(2ϵ)

+ 2ϵ0|β|2 {−iC1Γ + C3β1}]
Z3 = [−2iΓ|β|2{β1C1 + β2C2 + iΓC3}

+ 2|β|2{iC1Γβ1 + iC2Γβ2 − C3|β|2} cos(2ϵ)
+ 2ϵ0|β|2{β2C1 − β1C2} sin(2ϵ)] (21)

We can also solve Eq. (20) by transforming Z → Z̃ as Z̃ = P̃−1Z such that

11



P̃ is the diagonalizing matrix of matrix N0.

P̃ =

β1 Γβ1 + ϵ0β2 Γβ1 − ϵ0β2
β2 Γβ2 − ϵ0β1 Γβ2 + ϵ0β1
iΓ i|β|2 i|β|2

 (22)

We get the expressions of Zj’s as shown below,

Z1 = β1C̃1 + (Γβ1 + ϵβ2)C̃2e
2iϵ + (Γβ1 − ϵβ2)C̃3e

−2iϵ

Z2 = β2C̃1 + (Γβ2 − ϵβ1)C̃2e
2iϵ + (Γβ2 + ϵβ1)C̃3e

−2iϵ

Z3 = iΓC̃1 + i|β|2C̃2e
2iϵ + i|β|2C̃3e

−2iϵ

(23)

As shown in the first part of Sec-3, ϵ = ϵ0µ(t). It may seem that Eq. (21)
and Eq. (23) are different. We can write C̃1, C̃2, C̃3 in terms of C1, C2, C3

and β, Γ so that both the expressions of Z1, Z2, Z3 are same. Both of these
methods are applicable when matrix P̃ is invertible i.e. det(P̃ ) ̸= 0 which
implies |β|2 ̸= Γ2 and |β| ≠ 0. For constant BLG and LC terms, the moments
Z1,Z2,Z3 show periodic nature for the real ϵ0 i.e. |β|2 > Γ2. Otherwise the
solutions blow up. But with the appropriate choice of µ(t), as for example
µ(t) = sin(t) the moments show periodic behaviour even for |β|2 < Γ2. This
condition is consistent with the condition of finite solution of Eq.(1). We
can choose constants C̃1, C̃2, C̃3 appropriately. For C̃1 = 0, C̃3 = −C̃2 and
C̃2 ∈ R, Eq.(23) can be written as,

Z1 = C̃2[2iΓβ1 sin(2ϵ) + 2ϵβ2 cos(2ϵ)]

Z2 = C̃2[2iΓβ2 sin(2ϵ)− 2ϵβ1 cos(2ϵ)]

Z3 = −2|β|2C̃2 sin(2ϵ) (24)

where Z3 is real. Both the real and imaginary parts of Z1, Z2 are periodic in
time. Besides the conserved charge, we can construct two other constants of
motion as,

Q2 = β1Z1 + β2Z2 + iΓZ3

Q3 = Z2
1 + Z2

2 + Z2
3

After transforming Z → Z̃ it is found that ˙̃Z = 0 which gives the conserved
quantity Q2. The matrix N0 being skew-symmetric matrix, from Eq. (20)
we get that the time derivative ZTZ is zero i.e. Q3 is constant of motion.

12



3 Transformation to solvable equations

We remove the balanced loss gain term by transforming the fields Ψ(x, t) into
Φ(x, t) via non unitary transformation as follows,

Ψ(x, t) = U(t)Φ(x, t) (25)

where U(t) is chosen so that the equation iUt −AU = 0 holds leading to the

solutions U(t) = e−i
∫ t A(t)dt for [A(t),

∫ t
A(t)dt] = 0[49]. U(t) maps Φ(x, t)

to Ψ(x, t) at the same time t. It should not be confused with time evolution
operator. Since A(t) is non-hermitian, U(t) is non-unitary. We consider
k(t) = µ0(t)β and γ(t) = Γµ0(t) where µ0(t), Γ are real parameters. We
introduce few functions as µ(t) =

∫ t
µ0(t)dt, ϵ0 =

√
|β|2 − Γ2 and ϵ = ϵ0µ(t)

for which A(t) can be written as A(t) = µ0(t)A0 where A0 = β∗σ+ + βσ− +
iΓσ3. Now U(t) can be expressed as,

U(t) = σ0 cos(ϵ)−
iA0

ϵ0
sin(ϵ) (26)

In the limit of ϵ0 is zero and purely imaginary, the expressions of U(t) becomes
as follows,

U(t) = σ0 − iA0µ(t) (for ϵ0 = 0)

U(t) = cosh(|ϵ0|µ(t))− i
A0

|ϵ0|
sinh(|ϵ0|µ(t)) (for ϵ0 = i|ϵ0|) (27)

When the LC parameter k and BLG parameter γ are constant, ϵ0 must be
real i.e. |β|2 > Γ2. Otherwise, U(t) will grow with time and the solution
will be unbounded. But for the suitable choice of µ0(t), bounded solution is
possible for ϵ0 is zero and purely imaginary. For example, with the choice

µ0(t) = cos(t), (28)

µ(t) reduces to sin(t) and U(t) corresponding to all the three cases discussed
above are periodic in time. Using the transformation as shown in Eq.(25),
Eq.(2) reduces to the following,

iΦt(x, t) = −Φxx(x, t) + V (x, t)Φ(x, t) + [K(l11,m11)Φ
†(−x, t)F+Φ(x, t)

+ K(l22,m22)Φ
†(−x, t)F−Φ(x, t)

+ K(l12,m12)Φ
†(−x, t)BΦ(x, t)

+ K(l21,m21)Φ
†(−x, t)B†Φ(x, t)]Φ(x, t) (29)
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where K(ζ1, ζ2) = ζ1U
−1P+U + ζ2U

−1P−U , F± = U †P±U and B = U †σ+U .
The operator K takes a simple form for ζ1 = ζ2, in particular, K(ζ1, ζ1) = σ0.
This is also the limit for a hermitian K. Form of the cubic nonlinearity of
Eq. (29) is more general compared to its local counterpart i.e. Eq. (12)
of Ref. [49]. The operators F± and K(ζ1, ζ2) have the same expressions for
both local as well as Non-local NLSE. The explicit expressions of F± and
K(ζ1, ζ2) have been obtained for the first time in Ref.[49] in the context of
local NLSE and these are reproduced in this article for completeness. With
the introduction of the function T±

T± =
Γµ(t)

ϵ2
sin2(ϵ)± sin(2ϵ)

2ϵ
(30)

the explicit expressions of K(ζ1, ζ2) and F± are,

K(ζ1, ζ2) =
ζ1 + ζ2

2
σ0 + i(ζ1 − ζ2)µ(t)

(
β∗T−σ+ + βT+σ−

)
+(ζ1 − ζ2)(

1

2
− µ2|β|2

ϵ2
sin2(ϵ)

)
σ3,

F± =
(1
2
+ Γµ(t)T±

)
σ0 − iT±µ(t)(β

∗σ+ − βσ−)

+
(Γµ(t)

2ϵ
sin(2ϵ)± 1

2
cos(2ϵ)

)
σ3 (31)

The operator B arises due to the cross-phase modulation terms and has the
explicit expression,

B = σ+ cos2(ϵ)− iβ

2ϵ0
σ3 sin(2ϵ) + (β2σ− − Γ2σ+ − iΓβσ0)

sin2(ϵ)

ϵ02
(32)

The operator B is non-hermitian.
At this point, it is important to consider whether or not the solution of

Eq. (2) that corresponds to a stable solution of Eq. (29) is likewise stable.
The transformation (25) that joins the initial system given by Eq. (2) to
Eq. (29), does not change the stability property of Φ(x, t) for a bounded
U(t). In other words, the solution Ψ(x, t) = U(t) Φ(x, t) is a stable solution
for a bounded U(t) provided Φ(x, t) is stable under perturbation. This is
demonstrated by taking into account the equation Φ(x, t) = Φ̃(x, t)+χ(x, t),
where Φ̃(x, t) is the exact solution to equation (29) and χ(x, t) is a tiny
perturbation. When we enter the expression for Φ(x, t) into equation (2), we
get the equation of motion of χ(x, t). The stability of the exact solution is
determined by Eq. of motion of χ(x, t) and the solution is stable if χ is a
bound state. The exact solution of Eq, (2) corrresponding to Φ̃ is Ψ̃ = UΦ̃.
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We can analyse the stability of Eq. (2) by perturbing the exact solution Ψ̃.
We take the purturbation term as Uη(x, t), where U (t) is be bounded in
time and η(x, t) is an arbitrary small fluctuations. We find after plugging
Ψ(x, t) = Ψ̃(x, t)+Uη(x, t) into Eq. (2) that η(x, t) satisfies the same Eq. of
motion as that of χ(x, t) . Thus, the same Eq. dictates the stability of both
the original Eq. (2) and the transformed Eq. (29). Hence, the transformation
(25) preserves the stability property for a bounded U in time and identical
initial conditions.

3.1 M-Pseudo-hermitian A

In the limit L = M and vanishing BLG, LC and external potentials Eq.
(2) models the nonlocal analogue of MZS system[57, 58]. MZS system with
constant BLG and LC terms have been studied in Ref. [48]. In this subsection
we will consider nonlocal analogue of MZS system along with time dependent
BLG and LC terms. Eq. (2) admits Lagrangian formulations for L = M .
The limiting case L = M deserves a special attention for which Eq. (29)
takes a simpler form,

iΦt(x, t) = −Φxx(x, t) + V (x, t)Φ(x, t) +
[
Φ†(−x, t)U †MUΦ(x, t)

]
Φ(x, t)(33)

The effect of the non-unitary transformation is to remove the BLG terms at
the cost of modifying the term Φ†(−x, t)MΦ(x, t) ⇒ Φ†(−x, t)U †MUΦ(x, t).
If we further assume that A(t) is M -pseudo hermitian, i.e. A† = MAM−1,
then U(t) becomes pseudo-unitary, i.e. U †MU = M . Thus, for a M -pseudo
hermitian A, Eq. (33) reduces to the non-local analogue of the standard
vector NLSE in an external potential V (x, t):

iΦt(x, t) = −Φxx(x, t) + V (x, t)Φ(x, t) +
[
Φ†(−x, t)MΦ(x, t)

]
Φ(x, t) (34)

It may be noted that the pseudo-unitary transformation is not a symmetry
transformation of the system —it removes the BLG terms and keeps all other
interaction terms invariant. The technique has been used for the first time
in the context of local NLSE[48], and later applied to generalized NLSE[49].
The form of M is restricted to be

M =
|α||β|
Γ

σ0 sin(θα − θβ) + α∗σ+ + ασ−, α = |α|eiθα , β = |β|eiθβ (35)

in order A(t) = µ0(t)[β
∗σ++βσ−+ iΓσ3] to beM -pseudo-hermitian[48]. The

eigenvalues of the matrix M are λ± = |α|
[
|β|
Γ
sin(θα − θβ)± 1

]
are real and

can be positive as well as negative depending on the values of the parameters.
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We can distinguish three different region for λ±.
Region-I ( λ± > 0) :

Both the eigen values are positive when sin(θα − θβ) >
Γ
|β| , i.e. |β| must be

greater than |Γ|. In this region, for Γ > 0, sin(θα − θβ) > 0 and for Γ < 0,
sin(θα − θβ) < 0.
Region-II (λ+ > 0 & λ− < 0):

When the value of sin(θα − θβ) lies between
−Γ
|β| and Γ

|β| i.e. − Γ
|β| < sin(θα −

θβ) <
Γ
|β| , then λ+ > 0 and λ− < 0. Unlike region-I and III, |β| may or may

not be greater than |Γ|.
Region-III (λ± < 0):

Both the eigen values are negative when sin(θα− θβ) <
−Γ
|β| i.e. |β| > |Γ|. For

Γ > 0 , sin(θα − θβ) < 0 and for Γ < 0, sin(θα − θβ) > 0.
It is not possible to have λ+ < 0 and λ− > 0. We are not restrictingM to be
positive-definite, since there is no requirement of M to be interpreted as a
metric on the associated eigen-vector space of A as is the case with quantum
mechanics involving pseudo-hermitian operator. Further,M is not the unique
matrix for showing A to be pseudo-hermitian, since the complex parameter
α does not appear in the matrix A and can be chosen independently. Thus,
the space of eigen vectors associated with A may be endowed with a positive-
definite metric,

η+ =
|α̃||β|
Γ

σ0 sin(θα̃ − θβ) + α̃∗σ+ + α̃σ−, (36)

where α and α̃ = |α̃|eiθα̃ are independent parameters. The positivity of η+ is
ensured by choosing |β| > |Γ| and θα̃ = θβ +(2n+1)π

2
with even n for Γ > 0

and odd n for Γ < 0. The unitary matrix,

S̄ =
1√
2

[
σ0 − e−iθασ+ + eiθασ−

]
(37)

diagonalizes M , i.e. S̄†MS̄ = diag(λ+, λ−). We express Eq. (34) in terms of
a two-component complex scalar field Q(x, t) by defining Φ(x, t) = S̄ Q(x, t),

iQt(x, t) = −Qxx(x, t) + V (x, t)Q(x, t) + [λ+Q
∗
1(−x, t)Q1(x, t)

+ λ− Q∗
2(−x, t)Q2(x, t)] Q(x, t) (38)

Several solutions of Eq. (38) with V (x, t) = 0 are discussed in Sec. 3 of Ref.
[25] in terms Lamé Polynomials of order 1 and 2. The exact solutions of Eq.
(6) with V (x) = 0 and A = A0 can be constructed corresponding to many of
these solutions by using the relation Ψ = US̄Q and Eqs. (26, 37). It should
be emphasized here that each and every solutions of Ref. [25] can not be
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mapped to be exact solutions of Eq. (38), since the parameters λ± appearing
in the latter equation have specific forms and do not cover the whole of the
parameter-space. λ+ < 0 and λ− > 0 are forbidden for Eq. (38), while the
corresponding equation of Ref. ([25]) admits exact analytical solutions in the
respective parameter-space. For example, There is no solution of Eq. (38)
with V (x, t) = 0 corresponding to the Solution IV and V in Sec-3 of Ref.
[25]. We discuss two independent solutions in terms of hyperbolic functions
which are obtained as limiting cases of Lamé Polynomials. In the Appendix-I,
several exact solutions for arbitrary µ(t) are presented.

The explicit expression of the solution of Eq. (1) is,

ψ1(x, t) =
1√
2

[
{cos(ϵ) + (Γ− iβ∗eiθα)

sin(ϵ)

ϵ0
}Q1(x, t)

+ {−e−iθα cos(ϵ)− (Γe−iθα + iβ∗)
sin(ϵ)

ϵ0
}Q2

]
ψ2(x, t) =

1√
2

[
{cos(ϵ)− (Γ− iβe−iθα)

sin(ϵ)

ϵ0
}Q2(x, t)

+ {eiθα cos(ϵ)− (Γeiθα + iβ)
sin(ϵ)

ϵ0
}Q1(x, t)

]
(39)

This is the general expression of ψj for any value of ϵ0. In the limit ϵ0 → 0,

cos(ϵ) → 1 and sin(ϵ)
ϵ0

→ µ(t). We can get the expression of ψj for purely
imaginary ϵ0, replacing ϵ0 by i|ϵ0|. The appropriate choice of µ0(t) ensure
the bounded nature of the solution of Eq. (1) in the limit ϵ0 is zero and purely
imaginary. A large no of µ0(t) is possible for different regions of ϵ0. This
BLG-LC method can be used to stabilize the solutions of nonlocal nonlinear
system as discussed in Ref. [66].

3.1.1 V (x, t) = 0: Vanishing confining potential

In this subsection we present a few exact solutions with specific choice of µ0.
In the Appendix-I, several exact solutions for arbitrary µ(t) are presented.
Example-I: We present bright-bright soliton solution of Eq. (38) with
V (x, t) = 0 corresponding to the Solution XXII in Ref. [25]

Q1(x, t) = [A sech2(Ωx) +D]e−i(ω1t+δ), Q2(x, t) = B sech2(Ωx)e−i(ω2t+δ)

λ−B
2 = −λ+A2 = −9

2
Ω2

D

A
= −2

3
, ω1 = −ω2 = 2Ω2 (40)

where A andB denote the amplitudes and Ω2 is a positive. Hence the solution
is applicable only when λ+ > 0 and λ− < 0 i.e. − Γ

|β| < sin(θα − θβ) <
Γ
|β|
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condition is satisfied. The solution of Eq. (1) is,

ψ1(x, t) =
1√
2

[{
cos(ϵ) + (Γ− iβ∗eiθα)

sin(ϵ)

ϵ0

} {
A sech2(Ωx) +D

}
e−i(ω1t+δ)

+

{
−e−iθα cos(ϵ)− (Γe−iθα + iβ∗)

sin(ϵ)

ϵ0

}
B sech2(Ωx) e−i(ω2t+δ)

]
ψ2(x, t) =

1√
2

[{
cos(ϵ)− (Γ− iβe−iθα)

sin(ϵ)

ϵ0

}
B sech2(Ωx) e−i(ω2t+δ)

+

{
eiθα cos(ϵ)− (Γeiθα + iβ)

sin(ϵ)

ϵ0

} {
A sech2(Ωx) +D

}
e−i(ω1t+δ)

]
(41)

(a) (b) (c)

(d) (e) (f)

Figure 1: (Color online) Plot of |ψ1|2 + |ψ2|2 of example-I for the parametric
value θβ = π

3
, θα = π

6
, ω1 = 2, ω2 = −2, Ω = 1 and δ = 0. In Fig(a):

Γ = |β| = 0, A = 2.121, B = 2.121, Fig(b): Γ = 1.5, |β| = 2, µ0 = 1, A =
3.674, B = 1.643, Fig(c): Γ = 2.3, |β| = 2, µ0 = 1, A = 2.822, B = 1.771,
Fig(d): Γ = 2.3, |β| = 2, µ0(t) = cos(t), A = 2.822, B = 1.771, Fig(e):
Γ = 2.3, |β| = 2, µ0(t) = 2√

π
e−t2 , A = 2.822, B = 1.771, Fig(f): Γ = |β| =

2, µ0(t) = cos(t), A = 3, B = 1.732

Figure. 1 shows the power P = |ψ1|2 + |ψ2|2 plotted, for various time-
modulations. Fig. 1(a) depicts the scenario when BLG and LC vanish,
and there is no change in the power over time. For constatnt µ0 and a
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non-vanishing β,Γ, fulfilling |β| > Γ, the power-oscillation can be shown in
Fig. 1(b). The power oscillation in time is the signature of the balanced
loss-gain system. The solution Ψ becomes unstable for constant µ0 and non-
vanishing β, Γ while satisfying |β| ≤ Γ. The relevant plot is displayed in
Fig. 1.(c). It may be recalled from our earlier discussions in Sec. 3 that
the transformation (25) that joins the initial system given by Eq. (2) to Eq.
(29), does not change the stability property of Φ(x, t) for a bounded U(t).
Thus, for a given stable solution of Eq. (29), the solutions of Eq. (2) are
stable for bounded U(t), i.e. suitable choice of µ0(t). We can control the
instability by wisely selecting µ0(t). We have taken into account |β| < Γ
and a periodic modulation function µ0(t) = cos(t) for which P (x, t) exhibits
periodic behaviour in Fig. 1(d). In Fig. 1(e), which is likewise time-bounded,
we have plotted power for the conditions |β| < Γ and µ0(t) =

2√
π
e−t2 . The

instability in the region |β| = Γ may once more be controlled using periodic
time moduation. The plot in Fig. 1(f) in particular displays power oscillation
for µ0(t) = cos(t) in the region |β| = Γ . The mentioned features have been
verified up to time t ≈ 200, although the figures are only displayed up to
time t ≈ 20.
Example-II: We present the bright-dark soliton solution of Eq. (38) with
V (x) = 0 corresponding to the Solution VIII in Ref. [25],

Q1(x, t) = A sech (Ωx) e−i(ω1t+δ), Q2(x, t) = B tanh (Ωx) e−i(ω2t+δ),

Ω2 = −1

2
(λ+A

2 + λ−B
2),

ω1 = Ω2 + λ+A
2, ω2 = Ω2 + ω1 (42)

where A and B denote the amplitudes. The positivity of Ω2 is ensured when
B2−A2

B2+A2 >
|β|
Γ

sin(θα − θβ). The solution of Eq. (1) is,

ψ1(x, t) =
1√
2

[{
cos(ϵ) + (Γ− iβ∗eiθα)

sin(ϵ)

ϵ0

}
A sech(Ωx) e−i(ω1t+δ)

+

{
−e−iθα cos(ϵ)− (Γe−iθα + iβ∗)

sin(ϵ)

ϵ0

}
B tanh(Ωx) e−i(ω2t+δ)

]
ψ2(x, t) =

1√
2

[{
cos(ϵ)− (Γ− iβe−iθα)

sin(ϵ)

ϵ0

}
B tanh(Ωx) e−i(ω2t+δ)

+

{
eiθα cos(ϵ)− (Γeiθα + iβ)

sin(ϵ)

ϵ0

}
A sech(Ωx) e−i(ω1t+δ)

]
(43)

The qualitative behaviour of the plots in Figure (2) under the same cir-
cumstances on β,Γ and µ0(t) is identical to that of Fig. 1. The power
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(a) (b) (c)

(d) (e) (f)

Figure 2: (Color online) Plot of |ψ1|2 + |ψ2|2 of example-II for the para-

metric value A = 1, B =
√

27
5
, θβ = π

6
, θα = π

3
and δ = 0. In

Fig(a): Γ = |β| = 0, ω1 = 3.2, ω2 = 5.4,Ω = 2.2, Fig(b): Γ =
1.5, |β| = 2, µ0 = 1, ω1 = 1.957, ω2 = 2.349,Ω = 0.626, Fig(c): Γ =
2.3, |β| = 2, µ0 = 1, ω1 = 2.243, ω2 = 3.052,Ω = 0.899, Fig(d): Γ =
2.3, |β| = 2, µ0(t) = cos(t), ω1 = 2.243, ω2 = 3.052,Ω = 0.899, Fig(e):
Γ = 2.3, |β| = 2, µ0(t) =

2√
π
e−t2 , ω1 = 2.243, ω2 = 3.052,Ω = 0.899, Fig(f) :

Γ = |β| = 2, µ0(t) = cos(t), ω1 = 2.1, ω2 = 2.7,Ω = 0.774

oscillation is absent for vanishing β,Γ as shown in Fig. 2(a). Fig. 2(b) de-
picts the power-oscillation for constant µ0 and |β| > Γ. As seen in Fig. 2(c),
the solution expands with no upper bound for constants µ0 and |β| < Γ.
Figs. 2(d), 2(e), and 2(f) illustrate how instabilities for |β| ≤ Γ are managed
by selecting an appropriate µ0(t).

3.1.2 Non-vanishing confining potential

We have presented two solutions of Eq. (38) for a special case V (x, t) = 0.
Several solutions of Eq. (38) with PT -symmetric confining potential can be
constructed. The solution of Eq. (38) with V (x, t) = S(x) + iS̃(x) can be
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written as,

Q1(x, t) = W1 q(x) e
i
(
r(x)+ωt+θ1

)
Q2(x, t) = W2 q(x) e

i
(
r(x)+ωt+θ2

)
(44)

where q(x) and r(x) are real function and denote the amplitude and phase
respectively. We substitute Eq. (44) into Eq. (38) and the amplitude and
phase satisfy the relations

S(x) = −ω +
qxx
q

− r2x − α q(x) q(−x) cos(y(x))

S̃(x) = rxx +
2qxrx
q

− α q(x) q(−x) sin(y(x)) (45)

where y(x) = r(x) − r(−x) and the constant α = λ+|W1|2 + λ−|W2|2. The
solution of Eq. (45) for different kinds of PT -symmetric potential is discussed
in Ref. [30]. The exact solutions of Eq. (6) with V (x, t) = S(x) + iS̃(x) can
be constructed corresponding to each of these solutions by using the relation

Ψ = US̄Wq(x)ei
(
r(x)+ωt

)
where the column matrix W =

(
W1e

iθ1 W2e
iθ2

)T

.

Generalised Rosen-Morse Potential: We first consider PT -symmetric
generalised complex Rosen-Morse Potential S(x)+iS̃(x) with the components

S(x) = −2 sech2(x)− αa2 sech2(x) cos(y(x))

S̃(x) = −2b tanh(x)− αa2 sech2(x) sin(y(x)) (46)

where y(x) = 2bx and a, b are constant. The solution of Eq. (38) correspond-
ing to this potential is

Q(x, t) =

[
W1e

iθ1

W2e
iθ2

]
a sech(x) ei

(
bx+(1−b2)t

)
(47)

We can choose appropriate physically motivated µ0(t) so that U(t) is bounded.
We present the solution of Eq. (1) for this generalised Rosen-Morse potential

21



and for a given µ0(t).

ψ1(x, t) =
1√
2

[
{cos(ϵ) + (Γ− iβ∗eiθα)

sin(ϵ)

ϵ0
}W1 e

iθ1

+ {−e−iθα cos(ϵ)− (Γe−iθα + iβ∗)
sin(ϵ)

ϵ0
}W2 e

iθ2
]

× a sech(x) ei
(
bx+(1−b2)t

)
ψ2(x, t) =

1√
2

[
{cos(ϵ)− (Γ− iβe−iθα)

sin(ϵ)

ϵ0
}W2 e

iθ2

+ {eiθα cos(ϵ)− (Γeiθα + iβ)
sin(ϵ)

ϵ0
}W1 e

iθ1
]

× a sech(x) ei
(
bx+(1−b2)t

)
(48)

Generalised Scarf-II potential: We consider PT -symmetric generalised
Scarf-II potential. The real and imaginary parts of the potential are,

S(x) = −(2 + b2) sech2(x)− αa2 sech2(x) cos(y(x))

S̃(x) = −3b sech(x) tanh(x)− αa2 sech2(x) sin(y(x)) (49)

where y(x) = 2b arctan[sinh(x)] and a, b are constant. The solution of Eq.
(38) corresponding to this potential

Q(x, t) =

[
W1e

iθ1

W2e
iθ2

]
a sech(x) ei

(
b arctan[sinh(x)]+t

)
(50)

We present the solution of Eq. (1) for this generalised Scarf-II potential and
for a given µ0(t).

ψ1(x, t) =
1√
2

[
{cos(ϵ) + (Γ− iβ∗eiθα)

sin(ϵ)

ϵ0
}W1 e

iθ1

+ {−e−iθα cos(ϵ)− (Γe−iθα + iβ∗)
sin(ϵ)

ϵ0
}W2 e

iθ2
]

× a sech(x) ei
(
b arctan[sinh(x)]+t

)
ψ2(x, t) =

1√
2

[
{cos(ϵ)− (Γ− iβe−iθα)

sin(ϵ)

ϵ0
}W2 e

iθ2

+ {eiθα cos(ϵ)− (Γeiθα + iβ)
sin(ϵ)

ϵ0
}W1 e

iθ1
]

× a sech(x) ei
(
b arctan[sinh(x)]+t

)
(51)
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Periodic Potential: We consider PT -symmetric generalised periodic po-
tential. The real and imaginary parts of the potential are,

S(x) = −b2 cos2(x)− αa2 cos2(x) cos(y(x))

S̃(x) = −3b sin(x)− αa2 cos2(x) sin(y(x)) (52)

where y(x) = 2b sin(x) and a, b are constant. The solution of Eq. (38)
corresponding to this potential

Q(x, t) =

[
W1e

iθ1

W2e
iθ2

]
a cos(x) ei

(
b sin(x)+t

)
(53)

We present the solution of Eq. (1) for this PT -symmetric periodic potential
and for a given µ0(t).

ψ1(x, t) =
1√
2

[
{cos(ϵ) + (Γ− iβ∗eiθα)

sin(ϵ)

ϵ0
}W1 e

iθ1

+ {−e−iθα cos(ϵ)− (Γe−iθα + iβ∗)
sin(ϵ)

ϵ0
}W2 e

iθ2
]

× a cos(x) ei
(
b sin(x)+t

)
ψ2(x, t) =

1√
2

[
{cos(ϵ)− (Γ− iβe−iθα)

sin(ϵ)

ϵ0
}W2 e

iθ2

+ {eiθα cos(ϵ)− (Γeiθα + iβ)
sin(ϵ)

ϵ0
}W1 e

iθ1
]

× a cos(x) ei
(
b sin(x)+t

)
(54)

3.2 General Case

To solve the general case i.e V (x, t) ̸= 0 andM ̸= L, we consider the solution
of Eq. (29) as,

Φ(x, t) = Wρ(x, t)eiη(x,t)u(ζ) ; ζ = ζ(x, t) (55)

where W =
(
W1e

iθ1 W2e
iθ2
)T

is a constant complex vector and ζ(x, t) is an
odd function under parity transformation i.e. ζ(−x, t) = −ζ(x, t). This is
an essential condition because our aim is to reduce Eq. (29) into a solvable
equation and Eq. (29) reduces to solvable Eq. (68) only when ζ(−x, t) is an
odd function under parity transformation. ρ(x, t), ζ(x, t), η(x, t) and V (x, t)
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satisfy the following sets of equations

ρρt + (ρ2ηx)x = ρ2(x, t)S̃(x, t) (56)

ζt(x, t) + 2ηx(x, t)ζx(x, t) = 0 (57)

(ρ2ζx)x = 0 (58)

S(x, t) =
ρxx
ρ

− ηt − η2x − µζ2x (59)

where µ is a constant. This set of equations is same as shown in Ref [21]
in the context of one component NNLSE. The ansatz as shown in Eq. (55),
was also used in Ref. [67] for one component localized NLSE. Inserting the
Eq.( 55) into Eq. (29) we get,

uζζ + µ u =
1

W †W
[W †K(l11,m11)WW †F+W +W †K(l22,m22)WW †F−W

+ W †K(l12,m12)WW †BW +W †K(l21,m21)WW †B†W ]

× ρ(−x, t)ρ(x, t)
ζ2x

ei(η(x,t)−η(−x,t)) u∗(−ζ)u2(ζ) (60)

The nonlinear term will be real for the judicious choice of lij and mij. To
ensure that the co-efficient of the nonlinear term is real and Eq. (60) reduces
to Eq. (67), the following conditions should be satisfied

l12 = l21 ; m12 = m21

l11 +m11 =
f1(x, t)

W †F+W

l22 +m22 =
f2(x, t)

W †F−W

l12 +m12 =
f3(x, t)

W †(B +B†)W

l11 −m11 = −(l22 −m12)
W †F−W

W †F+W
− (l12 −m12)

W †(B +B†)W

W †F+W
(61)

where f1(x, t),f2(x, t) and f3(x, t) are arbitrary functions. The expressions
of space-time modulated strength lij,mij of nonlinear interaction may be
obtained by solving the group of Eqs. (61). We solve the equations by
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keeping m22, m12 and m21 arbitrary :

l11 =
1

2W †F+W
[f1(x, t)− f2(x, t)− f3(x, t)

+ 2m22W
†F−W + 2m12W

†(B +B†)W ]

m11 =
1

2W †F+W
[f1(x, t) + f2(x, t) + f3(x, t)

− 2m22W
†F−W − 2m12W

†(B +B†)W ]

l12 =
f3(x, t)

W †(B +B†)W
−m12

l22 =
f2(x, t)

W †F−W
−m22 (62)

The above expressions will be same for both the local and nonlocal cases.
For lij = mij = 0 , i ̸= j the Eq. (62) reduces to the Eq. (19) of Ref. [49].
The signature of the nonlocality in Eq. (60) is carried by the terms ρ(−x, t),
η(−x, t) and u∗(−ζ). Instead of the complicated form we choose a simple
form of lij, mij to present our result:

l11 =
f1(x, t) +G(x, t)

2W †F+W
; m11 =

f1(x, t)−G(x, t)

2W †F+W

l22 =
f2(x, t)−G(x, t)

2W †F−W
; m22 =

f2(x, t) +G(x, t)

2W †F−W

l21 = l12 = m12 = m21 =
f3(x, t)

2W †(B +B†)W
(63)

where G(x, t) is an arbitrary function. The choice of lij and mij to ensure
that the nonlinear term is real, is not unique. There are others choices too.
For the time being we are considering the above choices. The expressions for
W †F±W are

W †F±W = b0
(1
2
+ T±µ(t)D

)
+ b3[

Γµ(t)

2ϵ
sin(2ϵ)± 1

2
cos(2ϵ)] (64)

where β = |β|eiθ3 and bj = W †σjW ; j = 0, 1, 2, 3. The constant D is defined
as,

D = Γ +
2

b0
W1 W2|β| sin(θ2 − θ1 − θ3) (65)

Both the expressions of W †F±W and D are shown in the Ref.[49] in the
context of local NLSE. In both the cases the above expressions are same.
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Due to the presence of cross terms lij,mij with i ̸= j the terms W †BW and
W †B†W have arisen. For the nonlinear term to be real, as we have considered
all the cross terms are equal to each other, from the last two terms of the
right hand side of Eq. (60) we get,

W †K(l12,m12)W W †BW +W †K(l21,m21)W W †B†W = l12b0W
†(B +B†)W

The expression of W †(B +B†)W is,

W †(B +B†)W = 2W1W2 cos(θ1 − θ2) cos
2(ϵ) + {2W1W2

(
|β|2 cos(θ1 − θ2 + 2θ3)

− Γ2 cos(θ1 − θ2)
)
+ 2Γ|β| sin(θ3)b0}

sin2(ϵ)

ϵ2
(66)

The imaginary part of the non linear term vanishes for the choice of lij and
mij as in Eq. (63) and Eq. (60) reduces to the following,

uζζ + µu = f(x, t)
ρ(−x, t)ρ(x, t)

ζ2x
ei(η(x,t)−η(−x,t) u∗(−ζ)u2(ζ) (67)

and f(x, t) = 1
2
[f1(x, t) + f2(x, t) + f3(x, t)]. Note that Eq. (67) reduces to

the following equation

uζζ + µu− 2σu∗(−ζ)u2(ζ) = 0 (68)

if the following condition is satisfied

f(x, t) =
2σ ζ2x

ρ(−x, t)ρ(x, t)
ei
(
η(−x,t)−η(x,t)

)
(69)

It is to be noted that f(x, t) is a PT symmetric function i.e. f ∗(−x, t) =
f(x, t), since ζ(x, t) is an odd function of space. Hence ζx(x, t) is an even
function of space i.e. ζx(−x, t) = ζx(x, t). The general solution of Eq. (1)
can be written as,

ψ(x, t) = U(t) W ρ(x, t) u(ζ) eiη(x,t) (70)

where U(t) is given in Eq. (26) and ρ(x, t), η(x, t), ζ(x, t) and u(ζ) are to be
determined from Eqs. (57), (58), (59), (68) respectively. Eq. (68) is solvable
and has many standard solutions. The solution of Eq. (68) is as follows,

u(ζ) =
√
d1 sn{

√
d2|σ|(ζ − ζ0), k} (71)

where we have considered σ < 0, µ > 0 and u(ζ) is an odd function. Here
the constants d1 and d2 are expressed in terms of constants m,σ, c1 as shown

26



below,

d1 =
µ

2|σ|
−
√

(
µ

2|σ|
)2 − c1

σ

d2 =
µ

2|σ|
+

√
(
µ

2|σ|
)2 − c1

σ

The expressions of power P = Ψ†Ψ is given as,

P (x, t) = P1(t)ρ
2(x, t)u2(ζ), P1 ≡ W †U †(t)U(t)W

The time dependent function P1(t) is determined using the non-unitary
matrix U(t) and the expression is given below,

P1(t) = b0 [1 +
2ΓD

ϵ02
sin2(ϵ) +

b3Γ

b0ϵ0
sin(2ϵ)] (72)

The expression of P1(t) is independent of local and nonlocal nature of NLSE.
This expression is the signature of non-unitary transformation in the expres-
sion of power or final solution.

Different Physically motivated examples are presented in Ref.[21] without
balanced loss-gain. Those are also applicable here for ρ(x, t), ζ(x, t), η(x, t)
for different kinds of potentials and f(x, t). The complete solution of Eq. (1)
is obtained by using Eq. (70). Some of the results are presented here in the
following tables

Table 1: Examples

V(x) f(x) ζ(x) Parameters
Sol-
I

E2x2 2σ e3Ex2

√
π
4E

× E > 0, µ = 0

erf(
√
Ex) σ < 0

Sol-
II

N2 −N(N + 1)
2σ cosh6N(x)

∫ x
cosh2N(x)dx

µ = 0, E = 0
×sech2(x) σ < 0

Sol-
III

0 2σ
{1+α cos(ωx)}3

2
ω
√
1−α2× E = ω2

4
> 0

arctan[
√
1−α√
1+α

tan(ωx
2
)] µ = (1− α2)E

Sol-I:
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ψ1(x, t) = [W1e
iθ1 cos(ϵ)− iW2β

∗

ϵ0
eiθ2 sin(ϵ) +

ΓW1

ϵ0
eiθ1 sin(ϵ)]

× e−
1
2
Ex2 c√

2|σ|
cn(cζ,

1

2
) e−iEt

ψ2(x, t) = [W2e
iθ2 cos(ϵ)− iW1β

ϵ0
eiθ1 sin(ϵ)− ΓW2

ϵ0
eiθ2 sin(ϵ)]

× e−
1
2
Ex2 c√

2|σ|
cn(cζ,

1

2
) e−iEt (73)

Sol-II:

ψ1(x, t) = [W1e
iθ1 cos(ϵ)− iW2β

∗

ϵ0
eiθ2 sin(ϵ) +

ΓW1

ϵ0
eiθ1 sin(ϵ)]

× sechN(x)
c√
2|σ|

cn(cζ,
1

2
)

ψ2(x, t) = [W2e
iθ2 cos(ϵ)− iW1β

ϵ0
eiθ1 sin(ϵ)− ΓW2

ϵ0
eiθ2 sin(ϵ)]

× sechN(x)
c√
2|σ|

cn(cζ,
1

2
) (74)

Sol-III:

ψ1(x, t) = [W1e
iθ1 cos(ϵ)− iW2β

∗

ϵ0
eiθ2 sin(ϵ) +

ΓW1

ϵ0
eiθ1 sin(ϵ)]

×
√

1 + α cos(ωx)
c√
2|σ|

√
m sn(cζ,m) e−iEt

ψ2(x, t) = [W2e
iθ2 cos(ϵ)− iW1β

ϵ0
eiθ1 sin(ϵ)− ΓW2

ϵ0
eiθ2 sin(ϵ)]

×
√

1 + α cos(ωx)
c√
2|σ|

√
m sn(cζ,m) e−iEt (75)

For Sol-III µ = (1 +m)c2 , |α| < 1 and σ < 0.
All the above solutions are finite in all regions of space. Sol-I and Sol-II

are localized in space as |x| → ∞, amplitude of the solutions tends to zero.
With appropriate choice of the parameters, the elliptical functions reduces
to hyperbolic function. In this limit, Sol-III also becomes localized. The
amplitude of these solutions oscillates with time.
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4 Results and Discussions

We have investigated solvable limits of a class of VNNLSE with time depen-
dent BLG and LC terms and space-time modulated nonlinear interaction in
presence of confining complex potential. It has been shown that the system
admits Lagrangian and Hamiltonian density in a certain limit. In general, the
Lagrangian density L is non-hermitian. Further, it is not equal to its complex
conjugate followed by a parity transformation, i. e. L(x, t) ̸= L†(−x, t), as
is the case with the NNLSE or its multi-component and higher dimensional
generalizations. The presence of loss-gain terms without the matrix A being
M -pseudo-hermitian and/or space-time dependence of M is the reason for
L(x, t) ̸= L†(−x, t). The subtleties involved in deriving the Euler-Lagrange
equations of motion and conserved Noether charges associated with invari-
ance under continuous symmetry have been discussed. Further, the Hamil-
tonian, charge, width of the wave packet and its speed of the growth of the
system have been shown to be real valued, despite the fact that the corre-
sponding Hamiltonian density, charge density, current density are complex
valued. One necessary condition for these dynamical variables to be real
valued is that the confining complex potential is PT -symmetric. The charge
has been shown to be a conserved quantity. We have also presented two
constants of motion in addition to the Hamiltonian and the charge.

The time-evolution of the system has been studied in terms of certain
moments which are analogues of space-integrals of Stokes variables. The
VNNLSE can be transformed into a set of linear coupled differential equa-
tions satisfied by these moments provided A is M -pseudo-hermitian. The
resulting equations can be solved exactly if the LC and BLG terms have
identical time-modulation. The general method presented in this article for
finding solvable limits also requires that the time-modulation of BLG and
LC terms are the same. The regions in the parameter-space for bounded
and unbounded solutions in time have been identified for time-independent
BLG and LC terms. It has been shown that with appropriate choice of
time-modulation function µ(t), the instability in the moments can be tamed.
Further, the time-dependence can be tailor-made by suitably choosing µ(t).
This freedom may be utilized in realistic application of the system.

The moment method does not give any expression for the field as a func-
tion of space and time. We have adopted a two step approach to find the
exact solutions. In the first step, the BLG and LC terms are removed com-
pletely by a non-unitary transformation which, in general, modifies the time-
modulation of the nonlinear strength. However, in the limit of the loss-
gain matrix A being M -pseudo-hermitian and the nonlinear interaction is of
Manakov-type, i.e. |Ψ†(−x.t)MΨ(x, t)|2, the nonlinear term remains invari-
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nat under the transformation. The transformation for this case is identified
as pseudo-unitary transformation which is not a symmetry transformation,
since it does not preserve the norm. The resulting VNNLSE can be cast
into the canonical form of sovable Manakov-type non-local NLSE through an
SU(2) rotation. The exact solutions of this equation has been used to find
the exact solutions of the system through inverse mapping. Several solutions
have been presented for vanishing complex potential. Further, exact solu-
tions of the system are presented for generalized Rosen-Morse, Scarf-II and
a complex periodic potential.

The next step is required only if the BLG and LC terms are completely
removed by imparting additional time-dependence to the nonlinear strength.
The resulting equation for such cases has been mapped to a solvable equation
via a co-ordinate transformation. The transformed spatial co-ordinate is
necessarily odd under parity transformation. This is to be contrasted with a
similar situation in the case of local NLSE where such restriction on the co-
ordinate transformation is not required. Several exact solutions have been
found. The exact solutions do not depend on specific choices of f1(x, t),
f2(x, t), f3(x, t) which appear in the strength of the nonlinear strength, rather
depends only on f(x) = 1

2

[
f1(x) + f2(x) + f3(x)

]
. Several choices of fi(x)’s

are allowed for a fixed f(x). Further, the exact solution does not depend
on the arbitrary function G(x, t) appearing in the nonlinear term. Such a
behaviour has been observed for the case of local NLSE also and the possible
reason behind this may be attributed to the specific ansatz. The VNNLSE is
characterized by the functions fi(x), i = 1, 2, 3 and G(x, t) which appear in
its nonlinear strength. The fact that the class of solutions presented in this
article does not depend on specific form of these functions allows to construct
a large number of solvable systems for a fixed f(x). It is desirable that one
or more of such solvable VNNLSE may find applications in realistic physical
problems. Further, it is expected that the mapping involving pseudo-unitary
transformation shall be useful for other nonlinear equations too, albeit with
appropriate modifications. This necessitates further investigations involving
a variety of nonlinear equations.
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6 Appendix-I

We have presented two solutions of Eq. (1) with V (x, t) = 0 and specific
choice of µ(t) in Sec-3.1. The basic method involves mapping Eq. (1) to Eq.
(38) whose solutions have been discussed in Ref. [25]. In this appendix, we
present other possible solutions of Eq. (1) with V (x, t) = 0 and any arbitrary
µ(t). It should be noted that all the solutions of Ref. [25] can not be mapped
to be exact solutions of Eq. (38), since the parameters λ± appearing in the
latter equation have specific forms and do not satisfy the required conditions.
For example, There is no solution of Eq. (38) with V (x, t) = 0 corresponding
to the Solution IV and V in Sec-3 of Ref. [25]. Nevertheless, a large number
of solutions can be found. The solutions presented below do not exhaust all
the solutions of Ref. [25] which can be mapped to be an exact solutions of
Eq. (38), but the complete set of solutions may be found easily.
Solution-III
The solution of Eq. (1) with V (x, t) = 0 and any arbitrary µ(t), correspond-
ing to the Solution-I in Ref. [25] is,

ψ1(x, t) =
1√
2

[
{cos(ϵ) + (Γ− iβ∗eiθα)

sin(ϵ)

ϵ0
}Adn(Ωx,m)e−i(ω1t+δ1)

+ {−e−iθα cos(ϵ)− (Γe−iθα + iβ∗)
sin(ϵ)

ϵ0
}B

√
msn(Ωx,m)e−i(ω2t+δ2)

]
ψ2(x, t) =

1√
2

[
{cos(ϵ)− (Γ− iβe−iθα)

sin(ϵ)

ϵ0
}B

√
msn(Ωx,m)e−i(ω2t+δ2)

+ {eiθα cos(ϵ)− (Γeiθα + iβ)
sin(ϵ)

ϵ0
}Adn(Ωx,m)e−i(ω1t+δ1)

]
(76)

provided

λ+A
2 + λ−B

2 = −2Ω2 (77)

ω1 = mΩ2 + λ+A
2 , ω2 = (1 +m)Ω2 + λ+A

2 (78)

Solution-IV
The solution of Eq. (1) with V (x, t) = 0 and any arbitrary µ(t), correspond-
ing to the Solution-II in Ref. [25] is,
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ψ1(x, t) =
1√
2

[
{cos(ϵ) + (Γ− iβ∗eiθα)

sin(ϵ)

ϵ0
}Adn(Ωx,m)e−i(ω1t+δ1)

+ {−e−iθα cos(ϵ)− (Γe−iθα + iβ∗)
sin(ϵ)

ϵ0
}B

√
mcn(Ωx,m)e−i(ω2t+δ2)

]
ψ2(x, t) =

1√
2

[
{cos(ϵ)− (Γ− iβe−iθα)

sin(ϵ)

ϵ0
}B

√
mcn(Ωx,m)e−i(ω2t+δ2)

+ {eiθα cos(ϵ)− (Γeiθα + iβ)
sin(ϵ)

ϵ0
}Adn(Ωx,m)e−i(ω1t+δ1)

]
(79)

provided the parameters satisfy Eq. (77) and

ω1 = −(4− 3m)Ω2 + (1−m)λ+A
2

ω2 = −(2m− 1)Ω2 + (1−m)λ+A
2 (80)

Solution-V
The solution of Eq. (1) with V (x, t) = 0 and any arbitrary µ(t), correspond-
ing to the Solution-III in Ref. [25] is,

ψ1(x, t) =
1√
2

[
{cos(ϵ) + (Γ− iβ∗eiθα)

sin(ϵ)

ϵ0
}{Adn(Ωx,m)

+ D
√
mcn(Ωx,m)}e−i(ω1t+δ1)

+ {−e−iθα cos(ϵ)− (Γe−iθα + iβ∗)
sin(ϵ)

ϵ0
}{Bdn(Ωx,m)

+ E
√
mcn(Ωx,m)}e−i(ω2t+δ2)

]
ψ2(x, t) =

1√
2

[
{cos(ϵ)− (Γ− iβe−iθα)

sin(ϵ)

ϵ0
}{Bdn(Ωx,m)

+ E
√
mcn(Ωx,m)}e−i(ω2t+δ2)

+ {eiθα cos(ϵ)− (Γeiθα + iβ)
sin(ϵ)

ϵ0
}{Adn(Ωx,m)

+ D
√
mcn(Ωx,m)}e−i(ω1t+δ1)

]
(81)

provided the parameters satisfy Eq. (77) and

ω1 = ω2 = −Ω2

2
(1 +m) , D = ±A , E = ±B (82)

Solution-VI
The solution of Eq. (1) with V (x, t) = 0 and any arbitrary µ(t), correspond-
ing to the Solution-VII in Ref. [25] is,
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ψ1(x, t) =
1√
2

[
{cos(ϵ) + (Γ− iβ∗eiθα)

sin(ϵ)

ϵ0
}A

√
m
cn(Ωx,m)

dn(Ωx,m)
e−i(ω1t+δ1)

+ {−e−iθα cos(ϵ)− (Γe−iθα + iβ∗)
sin(ϵ)

ϵ0
}B

√
m(1−m)

sn(Ωx,m)

dn(Ωx,m)
e−i(ω2t+δ2)

]
ψ2(x, t) =

1√
2

[
{cos(ϵ)− (Γ− iβe−iθα)

sin(ϵ)

ϵ0
}B

√
m(1−m)

sn(Ωx,m)

dn(Ωx,m)
e−i(ω2t+δ2)

+ {eiθα cos(ϵ)− (Γeiθα + iβ)
sin(ϵ)

ϵ0
}A

√
m
cn(Ωx,m)

dn(Ωx,m)
e−i(ω1t+δ1)

]
(83)

provided

λ+A
2 + λ−B2 = 2Ω2

ω1 = (1−m)Ω2 +mλ+A
2

ω2 = (1− 2m)Ω2 +mλ+A
2 (84)

Solution-VII
The solution of Eq. (1) with V (x, t) = 0 and any arbitrary µ(t), correspond-
ing to the Solution-VIII in Ref. [25] is,

ψ1(x, t) =
1√
2

[
{cos(ϵ) + (Γ− iβ∗eiθα)

sin(ϵ)

ϵ0
}A

√
m
cn(Ωx,m)

dn2(Ωx,m)
e−i(ω1t+δ1)

+ {−e−iθα cos(ϵ)− (Γe−iθα + iβ∗)
sin(ϵ)

ϵ0
}Bmcn(Ωx,m)sn(Ωx,m)

dn2(Ωx,m)
e−i(ω2t+δ2)

]
ψ2(x, t) =

1√
2

[
{cos(ϵ)− (Γ− iβe−iθα)

sin(ϵ)

ϵ0
}Bmcn(Ωx,m)sn(Ωx,m)

dn2(Ωx,m)
e−i(ω2t+δ2)

+ {eiθα cos(ϵ)− (Γeiθα + iβ)
sin(ϵ)

ϵ0
}A

√
m
cn(Ωx,m)

dn2(Ωx,m)
e−i(ω1t+δ1)

]
(85)

provided

ω1 = (4m+ 1)Ω2 , ω2 = (4 +m)Ω2

λ+A
2 = λ−B

2 = 6Ω2 (86)

Solution-VIII
The solution of Eq. (1) with V (x, t) = 0 and any arbitrary µ(t), correspond-
ing to the Solution-IX in Ref. [25] is,

33



ψ1(x, t) =
1√
2

[
{cos(ϵ) + (Γ− iβ∗eiθα)

sin(ϵ)

ϵ0
}A

√
mcn(Ωx,m)e−i(ω1t+δ1)

+ {−e−iθα cos(ϵ)− (Γe−iθα + iβ∗)
sin(ϵ)

ϵ0
}B

√
msn(Ωx,m)e−i(ω2t+δ2)

]
ψ2(x, t) =

1√
2

[
{cos(ϵ)− (Γ− iβe−iθα)

sin(ϵ)

ϵ0
}B

√
msn(Ωx,m)e−i(ω2t+δ2)

+ {eiθα cos(ϵ)− (Γeiθα + iβ)
sin(ϵ)

ϵ0
}A

√
mcn(Ωx,m)e−i(ω1t+δ1)

]
(87)

provided the parameters satisfy Eq. (77) and

ω1 = Ω2 +mλ+A
2 , ω2 = mΩ2 + ω1 (88)

Solution-IX
The solution of Eq. (1) with V (x, t) = 0 and any arbitrary µ(t), correspond-
ing to the Solution-X in Ref. [25] is,

ψ1(x, t) =
1√
2

[
{cos(ϵ) + (Γ− iβ∗eiθα)

sin(ϵ)

ϵ0
}A

√
msn(Ωx,m)e−i(ω1t+δ1)

+ {−e−iθα cos(ϵ)− (Γe−iθα + iβ∗)
sin(ϵ)

ϵ0
}B

√
msn(Ωx,m)e−i(ω2t+δ2)

]
ψ2(x, t) =

1√
2

[
{cos(ϵ)− (Γ− iβe−iθα)

sin(ϵ)

ϵ0
}B

√
msn(Ωx,m)e−i(ω2t+δ2)

+ {eiθα cos(ϵ)− (Γeiθα + iβ)
sin(ϵ)

ϵ0
}A

√
msn(Ωx,m)e−i(ω1t+δ1)

]
(89)

provided the parameters satisfy Eq. (77) and

ω1 = ω2 = (1 +m)Ω2 (90)

Solution-X
The solution of Eq. (1) with V (x, t) = 0 and any arbitrary µ(t), correspond-
ing to the Solution-XI in Ref. [25] is,

ψ1(x, t) =
1√
2

[
{cos(ϵ) + (Γ− iβ∗eiθα)

sin(ϵ)

ϵ0
}A

√
mcn(Ωx,m)e−i(ω1t+δ1)

+ {−e−iθα cos(ϵ)− (Γe−iθα + iβ∗)
sin(ϵ)

ϵ0
}B

√
mcn(Ωx,m)e−i(ω2t+δ2)

]
ψ2(x, t) =

1√
2

[
{cos(ϵ)− (Γ− iβe−iθα)

sin(ϵ)

ϵ0
}B

√
mcn(Ωx,m)e−i(ω2t+δ2)

+ {eiθα cos(ϵ)− (Γeiθα + iβ)
sin(ϵ)

ϵ0
}A

√
mcn(Ωx,m)e−i(ω1t+δ1)

]
(91)
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provided the parameters satisfy Eq. (77) and

ω1 = ω2 = −(2m− 1)Ω2 (92)

Solution-XI
The solution of Eq. (1) with V (x, t) = 0 and any arbitrary µ(t), correspond-
ing to the Solution-XII in Ref. [25] is,

ψ1(x, t) =
1√
2

[
{cos(ϵ) + (Γ− iβ∗eiθα)

sin(ϵ)

ϵ0
}A

√
mdn(Ωx,m)e−i(ω1t+δ1)

+ {−e−iθα cos(ϵ)− (Γe−iθα + iβ∗)
sin(ϵ)

ϵ0
}B

√
mdn(Ωx,m)e−i(ω2t+δ2)

]
ψ2(x, t) =

1√
2

[
{cos(ϵ)− (Γ− iβe−iθα)

sin(ϵ)

ϵ0
}B

√
mdn(Ωx,m)e−i(ω2t+δ2)

+ {eiθα cos(ϵ)− (Γeiθα + iβ)
sin(ϵ)

ϵ0
}A

√
mdn(Ωx,m)e−i(ω1t+δ1)

]
(93)

provided the parameters satisfy Eq. (77) and

ω1 = ω2 = −(2−m)Ω2 (94)

Solution-XII
The solution of Eq. (1) with V (x, t) = 0 and any arbitrary µ(t), correspond-
ing to the Solution-XIV in Ref. [25] is,

ψ1(x, t) =
1√
2

[
{cos(ϵ) + (Γ− iβ∗eiθα)

sin(ϵ)

ϵ0
}A tanh(Ωx)e−i(ω1t+δ1)

+ {−e−iθα cos(ϵ)− (Γe−iθα + iβ∗)
sin(ϵ)

ϵ0
}B tanh(Ωx)e−i(ω2t+δ2)

]
ψ2(x, t) =

1√
2

[
{cos(ϵ)− (Γ− iβe−iθα)

sin(ϵ)

ϵ0
}B tanh(Ωx)e−i(ω2t+δ2)

+ {eiθα cos(ϵ)− (Γeiθα + iβ)
sin(ϵ)

ϵ0
}A tanh(Ωx)e−i(ω1t+δ1)

]
(95)

provided the parameters satisfy Eq. (77) and

ω1 = ω2 = 2Ω2 (96)

Solution-XIV
The solution of Eq. (1) with V (x, t) = 0 and any arbitrary µ(t), correspond-
ing to the Solution-XV in Ref. [25] is,
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ψ1(x, t) =
1√
2

[
{cos(ϵ) + (Γ− iβ∗eiθα)

sin(ϵ)

ϵ0
}A sech(Ωx)e−i(ω1t+δ1)

+ {−e−iθα cos(ϵ)− (Γe−iθα + iβ∗)
sin(ϵ)

ϵ0
}B sech(Ωx)e−i(ω2t+δ2)

]
ψ2(x, t) =

1√
2

[
{cos(ϵ)− (Γ− iβe−iθα)

sin(ϵ)

ϵ0
}B sech(Ωx)e−i(ω2t+δ2)

+ {eiθα cos(ϵ)− (Γeiθα + iβ)
sin(ϵ)

ϵ0
}A sech(Ωx)e−i(ω1t+δ1)

]
(97)

provided the parameters satisfy Eq. (77) and

ω1 = ω2 = −2Ω2 (98)

Solution-XV
The solution of Eq. (1) with V (x, t) = 0 and any arbitrary µ(t), correspond-
ing to the Solution-XXII in Ref. [25] is

ψ1(x, t) =
1√
2

[
{cos(ϵ) + (Γ− iβ∗eiθα)

sin(ϵ)

ϵ0
}{A sech2(Ωx) +D}e−i(ω1t+δ1)

+ {−e−iθα cos(ϵ)− (Γe−iθα + iβ∗)
sin(ϵ)

ϵ0
}B tanh(Ωx) sech(Ωx)e−i(ω2t+δ2)

]
ψ2(x, t) =

1√
2

[
{cos(ϵ)− (Γ− iβe−iθα)

sin(ϵ)

ϵ0
}B tanh(Ωx) sech(Ωx)e−i(ω2t+δ2)

+ {eiθα cos(ϵ)− (Γeiθα + iβ)
sin(ϵ)

ϵ0
}{A sech2(Ωx) +D}e−i(ω1t+δ1)

]
(99)

provided

λ+A
2 = −λ−B2 = 18Ω2

ω1 = 8Ω2 , ω2 = 7Ω2 ,
D

A
= −2

3
(100)
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