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Abstract

We consider multi-point correlation functions in the open XXZ chain with longitudi-
nal boundary fields and in a uniform external magnetic field. We show that, at finite
temperature, these correlation functions can be written in the quantum transfer matrix
framework as sums over thermal form factors. More precisely, and quite remarkably,
each term of the sum is given by a simple product of usual matrix elements of the
quantum transfer matrix multiplied by a unique factor containing the whole infor-
mation about the boundary fields. As an example, we provide a detailed expression
for the longitudinal spin one-point functions at distance m from the boundary. This
work thus solves the long-standing problem of setting up form factor expansions in
integrable models subject to open boundary conditions.
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1 Introduction

The calculation of the correlation functions in interacting integrable models is a long-standing problem. The first
attempts in this direction goes back to the works of Takahashi [40]: the latter developed ingenious roundabout
arguments leading to closed expressions for some of the next-to-neighbouring correlation functions in the XXX
chain, the one of the nearest neighbouring spin operator following trivially from Hulten’s result [12] for the
model’s ground state energy. It however turned out to be very difficult to go beyond these special cases in the
framework of the coordinate Bethe Ansatz. In fact, genuine progress could only be made after the formulation
of the algebraic Bethe Ansatz [7]. Then, two structurally different approaches to the problem emerged. The
first approach goes back to the works of the Kyoto school [[16} (17} [18] for the XXZ chain in the infinite volume
limit: there, the Uq(gfz) symmetry of the infinite XXZ chain was used so as to set up a vertex operator approach
and systems of q-KZ equations, leading to the computation of the form factor densities of local operators in the
massive regime of the XXZ chain [17] along with the zero temperature reduced density matrix [[16, 18] in all
regimes of the XXZ chain. The per se algebraic Bethe Ansatz approach to the calculation of correlation functions
in integrable models in finite volume was pioneered in the works [[13}14], see also [1]]. However, in this early stage,
the obtained representations for the correlators suffered from an important combinatorial intricacy. This problem
was later overcome thanks to the obtention of a convenient determinant representation for the scalar product of
off-shell/on-shell Bethe vectors [39] along with the resolution of the so-called quantum inverse scattering problem
[30]. Eventually, the algebraic Bethe Ansatz approach gave rise to various types of series of multiple integral
representations for the correlation functions, both in finite volume and in the thermodynamic limit [21} 27, 28], 29].
In particular, it reproduced the integral representations for the zero temperature reduced density matrix of the XXZ
infinite chain previously obtained in the framework of the aforementioned first approach, and extended them to
the case of finite overall magnetic fields [31]]. >From these representations it was eventually possible to extract,
without any ad hoc hypothesis or handling, the long-distance asymptotic behaviour of two-point functions in the
massless regime of the chain [22]]. Later on, it turned out that the determinant representations for the form factors
of local operators in the XXZ chain obtained in [30] could be analysed in the large-volume, thermodynamic, limit
[23} 25]], which then made it possible to efficiently describe, by means of form factor expansions, the dynamical
two-point correlation functions, as well as to grasp their critical behaviours [24, 26| 34, 135, 36]. Moreover, by



using the quantum transfer matrix formalism, it was also possible to generalise these approaches to the case of the
correlation functions at finite temperature [9]. In particular, the thermal form factor expansions [5} 6] turned out
to be most efficient for studying the critical regime.

All the results mentioned so far pertained to the XXZ spin 1/2 chain or to the one-dimensional Bose gaz subject
to periodic boundary conditions. The two mentioned approaches to the computation of correlation functions could
also be adapted, at least to some extent, to deal with other kinds of integrable boundary conditions. It particular, it
has been possible to provide closed expressions for the zero temperature reduced density matrix [[15 [19]] and the
two-point correlation functions [20] of the XXZ chain subject to diagonal boundary fields. Unfortunately, these
representations did not turn out to be efficient enough for the analysis of the long-distance asymptotic behaviour of
the correlation functions. Also, the lack of translational invariance hindered the implementation of the form factor
approach to criticality, an approach which bare its fruits in the periodic case. The sole case that could have been
treated so far by the form factor method corresponds to the edge spin-spin dynamical autocorrelation function
[10]. Finally, some progress was achieved in describing the XXZ chain subject to open boundary conditions at
finite temperature: the surface free energy was characterised in the works [2) [37]. However, so far, no closed
expressions for the thermal correlation functions exist in the case of open boundary conditions.

This paper aims at filling this gap. More precisely, we establish a setting allowing one to obtain thermal
form factor expansions for multi-point correlation functions in the XXZ chain subject to diagonal boundary fields.
As in the periodic case, these expansions fully factorise the distance dependence of the correlation function and
bare, in fact, several structural similarities with those arising in the case of the periodic chain. While, as already
mentioned, the lack of translation invariance renders the zero-temperature form factor expansions ineffective in the
case of open boundary conditions, the key observation of this work is that the presence of finite temperature allows
one to bypass these limitations. Indeed, as observed in [2], the quantum transfer matrix — viz. the auxiliary object
naturally describing the thermodynamics of the periodic XXZ chain — appears as a key ingredient for computing
the surface free energy of the XXZ chain subject to diagonal boundary fields. The surface free energy is expressed
as the Trotter limit of the average of a specific projector calculated in respect to the dominant state of the quantum
transfer matrix. The Trotter limit of that representation can be taken upon observing that the latter may be recast
[37] in terms of the partition functions of the six-vertex model with reflecting ends which admits a determinant
representation [41]. In the present work, we push further this construction by conforming it to the computation of
multi-point correlation functions. The connection between the periodic and open boundary conditions for finite
temperature quantum integrable models unravelled in [2] allows us to build on the concept of thermal form factor
expansions [} 6] and the projector representation of [2] so as to set up thermal boundary form factor expansions
in XXZ chain subject to diagonal boundary fields. This constitutes the main result of this work.

The paper is organised as follows. In Section [2| the description of the open XXZ chain at finite temperature
T within the Trotter approximation method is briefly recalled, and this setting is applied to the derivation of a
finite Trotter approximant for the thermal multi-point correlation functions in the open XXZ chain. In Section 3]
we reorganise the result in the form of a Trotter limit of a finite Trotter number thermal form factor expansion.
In Section []is developed a scheme, following [5, 37, for taking the Trotter limit in these expressions. We more
particularly focus there on the case of the longitudinal spin one point function, the calculation of the Trotter limit
for the multi-point correlation functions being a trivial generalisation thereof. The result of this process for the
one-point function at infinite Trotter limit, viz. a closed expression for this one-point function at finite temperature,
is finally presented in Section[5



2 Multi-point correlation functions at finite temperature: setting of the problem

We consider in this paper the XXZ spin-1/2 open chain with longitudinal boundary fields 4_ and A,, and in a
uniform external magnetic field /4. The corresponding Hamiltonian is

h L
H, = H-2 ) o 2.1)
k=1
with
L-1
H=J ) {orob, +ono, +A0h o, +id}+h o5 +h o} +c. (22)
m=1

This Hamiltonian acts on the quantum space of states hyxz = ®I;:1 b, where the local quantum space b, associated
with the a'M site is isomorphic to C2. Here J is a global coupling constant, A is some anisotropy parameter along
the z-direction, 0% are the Pauli matrices and given an operator O € End(C?), 0,, € End(hyxxy) acts as O on the
tensor component fy,, and as the identity on all the other tensor components. In the following, we shall parameterise
the anisotropy parameters and boundary fields in terms of three parameters  and & as

A = cos(0), K. = J sinh(-i{) cothé&., 2.3)

and fix for convenience the constant ¢ in (2.2)) to be equal to

2
oo g o8 (2.4)
cos(4)
Although the parameterisation (2.3)) is most suited for the study of the massless regime —1 < cos{ < 1, we stress
that the adaptation of our handlings to the other regimes of the couplings is straightforward.

Given r local operators Ogn) RIIEE ,Of:l) 1> our aim is to compute the thermal average at temperature 7,
M o | = M " o2\
B0, 00 ] = trbXXZ{Om]H 00 e } z, 2.5)

in which Z is the partition function of the model:

_
7L = tryg,le 7. (2.6)
More precisely, we aim at computing the thermodynamic limit of (2.5)):

(1 (r T (1 (r)
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2.1 A Trotter approximant of the partition function

The Hamiltonian (2.1) can be diagonalised by means of the boundary version of the algebraic Bethe Ansatz
approach [38]]. For this, one needs to introduce two monodromy matrices,

To(d) = Rap(A=&1)...Ra(A—¢&)  and  Tu(d) = Rig(X+&).. . Ria(A+£L) . (2.8)



There &, represent inhomogeneity parameters, the roman index a refers to an auxiliary two-dimensional space
whereas the indices 1, ..., L refer to the various quantum spaces b, ..., arising in the tensor product decompo-
sition of the model’s Hilbert space hxxz = ®IL7:1b »- The above monodromy matrices are built from the six-vertex
R-matrix taken in the polynomial normalisation:

sinh(A — i) 0 0 0
: 1 0 sinh(4)  sinh(-i{) 0
R = sinh(—if) 0 sinh(—i)  sinh() 0 (2.9)
0 0 0 sinh(4d — i)

Further, one also needs to introduce the diagonal solutions of the reflection equations that have been first found by
Cherednik [3],

. TS . v [ sinh(A+ &) 0

Ki() = K (A—i5 7i5:£:)  with Ku(:8) = ( 0 dinhe -2 ) (2.10)
These K-matrices can be checked to satisfy

try[ K (0)] = 2 sinh(&,) cos() and try[K, (0)] = 2sinh(£) . (2.11)

Then, the model’s transfer matrix takes the form

() = try,[ K (OT(DK; (DTo(A)] (2.12)

One can show [3] that, in the homogeneous limit (¢, = 0, k=1, ..., L), (1) enjoys the properties
tro[ K7 (0)]tr[ K (0)] Jsinh(=i¢) d

T(0)|fa=o = a 5 a id and = mdﬂ (/l)h 0.£4=0 (213)
There id stands for the identity operator on bhyxz and H is given by (2.2). As a consequence,

(Jr7-%)-— (0)]@‘ ) To(1+oWT)  with  g= — (2.14)

This leads to a Trotter limit-based representation for the partition function (2.6) of the open XXZ spin-1/2 chain
in a uniform external magnetic field:

L
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2.2 A Trotter approximant for multi-point functions

The above approach also allows one to obtain a Trotter approximant of the thermal average (2.5)):

) o™ _ ) n =
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L
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This may be recast in terms of quantities naturally associated with the quantum transfer matrix. For doing so, one
needs to rely on the representation, first observed in [2]],

() = tryen, [Pa(DTY(DTL(D]  with  Pay(D) = K () Pig K (1) (2.17)

in which % is the permutation operator on b, ® b. Then direct algebra leads to

L
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in which b, = ®if 1 Dae> Doy = C2, and T« is the quantum monodromy matrix with auxiliary space by:

Th(©) = R~ ) Riyy (6~ B+ R (£ - w&afNRW’=($g§%lﬂ 2.19)
Finally, IT1,(2) is a rank one matrix defined as
[g(A) = Payar(A) - - - Pagy_yary (D) (2.20)
and which can be factorised as
() = Kj (D) Ky, (Dv-V'K, (D) K, (), (2.21)
where
v = (e1®e1+e2®e2)®--~®(e1®e1+e2®e2), (2.22)

e; and e, being the elements of the canonical basis of C? = b,,. Note that, in the case where there are no operators
in (2.18)), one simply obtains the representation obtained in [2]]:

L

N-E) [ [em ™ = wy [0y(= §) Ton@) - Touér)] - (2.23)

a=1

Thus, upon taking the traces over the local quantum spaces ), building up the model’s Hilbert space hxxz, one
arrives to the below representation for the finite volume L thermal average of a multi-point function:

EL;T [021)+1 O(r)+l] 111’1’1 {{trl)q [Hq( - %) (tq(O))L]}

xmku—%(wmmE“(wmmw”E@mﬂHﬁm@W%””Ewﬁwﬁ%”§.

-1

(2.24)
Here t4(0) stands for the quantum transfer matrix
t4(0) = try,[Tq0(0)] » (2.25)
and we have also defined
E® = try,|To0(0) 0] - (2.26)



To proceed further, viz. take the thermodynamic limit of the thermal expectation (2.24)), one needs to assume
that one may exchange the Trotter and the thermodynamic limits. This has been rigorously established, for T
sufficiently large, in the case of the quantum transfer matrix approach to the periodic chain in [[11]. Further, that
work also established that, at least for 7" large enough, t4(0) admits a maximal in modulus, real Eigenvalue Ko;o-
The associate dominant Eigenvector is denoted by ‘I’f)o). Thus, under the assumption of commutativity of the
Trotter and thermodynamic limits, the thermal average of an r point function projects onto the Trotter limit of an
average of a string of operators:

(1) (r)
<Om1+l o 'Orr:,+l >T
-m—1 mp—nt—1—1
= lim 0 N - — =T (2.27)
e (To Mo( = 7) ¥ ) Ao

The above representation constitutes the starting point of our derivation of the boundary thermal form factor
expansion of the multi-point functions.

3 The finite Trotter thermal form factor series expansion

In this section, we explicitly express the general multi-point correlation function as the Trotter limit of a sum
over a product of finite Trotter thermal form factors — the bulk quantum transfer matrix elements — multiplied
by some boundary factor which contains the whole information on the boundary fields. So as to write this form
factor expansion, we need to make a short detour relatively to the spectrum of the quantum transfer matrix (2.23).

3.1 The algebraic Bethe Ansatz approach to the quantum transfer matrix

Recall that Eigenstates of the quantum transfer matrix (2.25]) can be constructed from the knowledge of the solu-
tions to the following Bethe Ansatz equations,

¢ _u o7 [sinhGE + e - pp)
“l=EhreT g{sinh(igw,,—uk)}'

sinh(u, + B/N + i{) sinh(u, — B/N) N
sinh(if — p,, + B/N) sinh(u, + ,B/N)] ’

3.1

under the hypothesis that the roots are pairwise distinct, see [11]. Here s = N — M is called the spin. The
Eigenstates associated with a solution {,ua}ll"’ will be written as ‘I’({,ua}ll‘/l ) These satisfy

t4(0) - ¥({ka}') = 70 1 {ual") - ¥({pa))) (32)

in which

o€ ey = CD)ed ﬁ {sinh(§ — g+ ig)} ‘ (sinh(§ + B/N) sinh(¢ — B/N — i{) )N

1o U sinh(§ — ) sinh?(~i¢)
Mo . . o N
Vet sinh(& — py — 1{)} . (smh(f + B/N + i) sinh(¢ —,B/N)) 33
renter ] { Sinh(€ — ) Sinh?(—id) G-

For convenience, we shall sometimes insist on the dependence on the magnetic field &

i) of the matrix entries of the quantum monodromy matrix Az, Dy, ....,



ii) of the quantum transfer matrix tg.,
iii) of the Bethe roots {,ua(h)}’l"’ ,

iii) of the Eigenvalues 7;,(0 | {ua}}’).
It has been rigorously shown in [11] that, for T large enough, uniformly in N, t4(0) has a dominant Eigen-
value Aoo which can be built from a solution {4, N to (3.1) with M = N. As already discussed, the associated
Eigenvector ‘I’({/la}1 ) is denoted ‘I’f) ) and called the dominant state of the quantum transfer matrix. >From now

on, { /la}llv will always refer to the set of Bethe roots describing the dominant state.
In a given spin sector s above the dominant state, viz. corresponding to Eigenvectors parameterised by

M=N-s 3.4

Bethe roots, one may denote, for short, the Eigenvectors of the quantum transfer matrix as ‘I’f). In this notation,

(k; Y)}N s

‘I’/(f) is assumed to be a Bethe vector parameterised by the Bethe roots {u,,” Then, one also introduces the

notation Xk; s for the associated Eigenvalues, viz.

t,(0) - P = Ay, P (3.5)
Clearly, in order for the above to be well defined, one needs that the quantum transfer matrix is diagonalisable and
that the Bethe Ansatz construction provides one with its complete set of Eigenvectors. We shall not dwell on the
diagonalisability/completeness issues here and take them for granted or simply irrelevant for the limits considered.

3.2 The general case of multi-point functions

Upon inserting a sum over a complete set of Eigenstates ‘I’( in front of each of the operators Z*) in the expression
, one obtains a form factor representation for the multl -point correlation functions:

1 Q)
<O O +1>T

m1+1
0) _ Byg(s1) (Sa) =(a) (Sa+1)
. ~my - mg—mmg-1—1] X-m—1 (TO ’HQ( N)‘I’kl ) . (T alPkaH )
- NILTOO Z N, l_[ {Akaa o }AO 0 0) By (52) wp(5a) - (39
k,€D, a=2 (TO Mlo(= N)\PO ) a=1 (‘Pka ’Tku )
a=1,...,r
Here we have used the notations (3.3)), and we agree upon k,.; = 5,1 = 0. Also, the spins s, of the inserted
Eigenstates are to be taken such that
(Sa) :(d) (5a+l)
(Wi, 2 Open) 2 0. 3.7)

In (3.13), the summations run over appropriate subsets D, for the k,’s which are compatible with the spin con-
straints. Also, note that the constraint (3.7) means that we focus on a class of local operators 0@ e End(C?)
having a definite spin (i.e. id, 0%, 0*). More general operators are of course allowed but then one needs to sum in
also over the spins s, on the intermediate states.

We would like to underline that the matrix elements are the bulk quantum transfer matrix elements, for
which there exist a convenient determinant representation at finite Trotter number N, see [39]]. Their Trotter limit
can be studied similarly as in [5]. Quite remarkably, the whole information on the boundary field is contained, for
each term of the sum, in a single factor, the ratio of matrix elements

(\II(O) Hq( N)\P(Yl))
(¥, 11, - 29’

(3.8)



The latter can also be represented, at finite Trotter number N in terms of a determinant of size N, as recalled here
below.

Given two Bethe vectors ‘I’E)O) and ‘I’,(CO) parameterised by the roots {2V, resp. {/J;k;o)}]lv , it was indeed estab-
lished in [37] that one has

(. 0, D¥) = FOUY) - FOUREON) (3.9)
in which
FOual)) = e - Zu(1-E1 )} £2) (3.10)

is expressed in terms of the partition function of the six-vertex model with reflecting ends [41]]:

{ sinh(é, + eup) sinh(&, ¢ + eup)|

§=

a,b=1 €=+

N
[T {sinh(€, - &) sinh(€, + & — i¢) T sinh(uy + epta)}

Zu(ta s tualys€2) =

a<b
“ detN[ sinh(—i¢) sinh(é- + up) sinh(2&,) } GAD
[1 sinh(§, —i{ + epp) sinh(&, + €up)

A similar expression can be written for T(”({/la}]lv ) (see [37]), but it is clear that this factor disappears when
considering the ratio (3.8)) and therefore will not play any role in the following, so that we omit to recall it here.
Also, due to symmetry reasons, it holds that

0
(P I H)¥Y) = 0 (3.12)

whenever s # 0.
Hence the form factor representation (3.6) can be rewritten as

(1) (r)
<0m1+1 e Om,+1>T
(g, k00N (sa) =(a)ygs(sa+1)
- Z i r {Km“_m“‘l_l}x_m"_l ] FO({ps }1)' r (‘I’ka , 2 ‘I’ka+1 ) .
= N_lg—loo k1;0 ka3Sa 0;0 7_-(_)({/1 }N) 2) ay(5a) s .
k€D, a=2 aly a=1 (‘I’ka ,‘I’ka )
a=1,....,r

with here s; = 0 due to (3:12). We remind that {1,}}’ stands for the set of Bethe roots describing the dominant
Eigenstate of the quantum transfer matrix. Also, we used explicitly that the number of Bethe roots describing the
first inserted excited state ‘I’,({?) is exactly N.

3.3 The case of one-point functions

We now specialise the above framework to the interesting particular case of the one-point functions, viz. the
thermal average of some local operator at distance m from the boundary. By symmetry, the sole non-trivial one-
point functions that are non-zero are the thermal expectation of the operator o . . For the sake of simplicity, from
now on, we denote by {ua(h’)}llv a set of solutions to the Bethe Ansatz equations (3.1)) at external magnetic field
K. With this being settled, one may specialise the previous results as follows.



Lemma 3.1. It holds

(@hp)r = lim {270, D,QuH .m)f (3.14)
where D1 = U1 — Uy, and
v F O g (W)WY Y({ua (W), Y{ (WYY /(0 a(B Y\
A D S A )};v).( (), P A()) _(rh( | e )i\})) Cis)
b FOUWLMN) (P, ¥({uam))) \ 710 ] {2

Above, the sum runs over all solutions to the Bethe Ansatz equations (3.1)

Proof —
Making the expansion (3.13) explicit, one gets

(Tpe)7 = Nl_iffoo Z

{1a(h) }[1V

FOUuamtY)  (Pua()Y). (& = D)O) - ¥({Au()}1Y)) (Th(0|{ya(h)}y))m
FOUWMDR) (0 [ {LAamIY) - (PaP). ¥(ia@)) a0 M) |

Observe that it holds
1
O tawOw=n = 5(An(0) = D4(0)) . (3.16)

2T

From there, it readily follows that

(‘l’({/la(h)}]lv ), (A, = D)0 ({ua (M)} )) i { (Th’(o | {ia (WYY

- (0 | {Au(m}Y)

X N N
O T =T 1) (PClaatOI), P, ))}

|h=H

Then, by using the discrete lattice derivative D,,u = uy,+1 — U, one gets that

FO>uamY)  (PuamIY), (g = Di)(O) - ({2 () (rh(0|{ua(h)}flv))’"
FOUMN) 240 A - (PlptaI), ¥(lpra@})) \ThO 1 { AN

s FOUalR) (PR, PAI)) (rh/(ouua(h')}iv))’”} (3.17)
FOULM)  (Pua V), YliatY)) \ O L) | ]

= 2T6h/ Dm{e
The claim follows upon putting the formulae together. [ |

4 Taking the Trotter limit

In order to obtain a closed expression for the multi-point correlation functions at finite 7 one should still show that
the Trotter limit can be taken on the level of (3.13)). This demands to extract the large-N behaviour of the matrix
elements ratios

(1w

(\Pl(cia)’ \Plgza))

.1)

10



as well as the one of the boundary factor given by the ratios of partition functions of the six-vertex model with
reflecting ends

v FOUatO) — Z(=fHs et €)
FOULME)  Zy(-51V: ap:e)

Fa(la(W (M) €2) = ¢ 4.2)

As already mentioned, the ratios {@.1]) can be expressed in terms of ratios of determinants whose size grows linearly
with N by use of the Gaudin and Slavnov representations [3339]. When k,+; = s4+1 = 0, their Trotter limit was
considered in [5] and, although cumbersome, the generalisation of these considerations to generic k,+1 and S,
is straightforward. The large-N behaviour of ) ({44(h)}Y), viz. for the distribution of Bethe roots describing the
dominant state of the quantum transfer matrix, was also considered in [37]. Note that, for the consideration of the
one-point function (3.14) or of the more general correlation function (3.13), we need here to consider the more
general case involving the set of Bethe roots for an arbitrary excited state of the quantum transfer matrix.

The purpose of this section is to explain how one can reformulate the matrix elements (4.1)) and the boundary
factor (4.2)) in a convenient way for the consideration of the Trotter limit. As usual in the QTM approach, we use
for that the reformulation of the QTM spectrum in terms of some non-linear integral equation for the associated
counting function. We shall see that both quantities (#.1)) and (4.2)) can be expressed as appropriate contour
integrals involving this counting function.

In the following, we shall not consider the most general case and focus on the ratios arising in the study of
one-point functions (3.14)-(3.15) since the latter already highlights all the technicalities arising in the computation
of the Trotter limit. Also, for definiteness, we shall focus on the regime ¢ €]0; 7[ (-1 < A < 1).

4.1 The non-linear integral description of the spectrum of the quantum transfer matrix

To study the solutions to the Bethe equations and provide an exact characterisation of certain spectral properties
of the quantum transfer matrix - see [ 1] for a precise statement-, following [4}, [32]], it is useful to introduce the
counting function associated with a solution {,ua}ll” to the Bethe Ansatz equations

sinh(if — & + yk)} . {sinh(f — B/N)sinh(i{ + € + B/N) }N . 43)

I M
-~ MY _ —F(_1)\S
e N = T ]{ sinh(¢ + B/N) sinh(il — £ + B/N)

L1 sinhGe + € = o)

4.1.1 The non-linear equation at finite Trotter number

The main point is that the counting function can be expressed in an alternative way which allows one to study
the Trotter limit and, subsequently, the low-T" limit efficiently. For that purpose, one first focuses on the solution
describing the dominant state of the quantum transfer matrix. We remind that these roots are denoted by {/la}le .
Those roots were thoroughly characterised, on rigorous grounds, in [[11]] for temperatures large enough. Basically,
one chooses a base contour % that encircles all the roots {/la}llv as well as a neighbourhood of the origin, but not
any other roots of 1 +a(¢ | {/la}llV ). By construction, the contour % is such that 1 +a(¢ | {/la}llV ) enjoys the zero

monodromy condition relatively to it:

o £ 4 TE)

=P i ) @

We shall denote by 2 the compact domain such that 0% = €.
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One may also construct an associated contour % relatively to the dominant Eigenstate of the quantum transfer
matrix in the spin s sector. From now on, for practical reasons, we shall restrict our analysis to the case s = 0
which is directly relevant to the one-point function setting.

Then a sub-dominant Eigenstate of the quantum transfer matrix in the s = 0 sector is characterised by the data:

o asetX gathering the positions of hole roots contained inside of €’;
o asety gathering the positions of the particle roots contained outside of € within any in-periodic strip;

e the set of singular roots gsg built out of a subset of V: ysg ={y—ilms2 : y€ Y and y —ilms2 € Int(%)},
where {, = min({, 7 — {) and s, = sign(mr — 2¢).

While this is not essential for our calculations, we shall henceforth make the simplifying assumption that the roots
building y ygg and X are all pairwise distinct and that we deal solely with excited states having no singular

roots, viz ybg = (). Treating the general case will not pose any problems but will definitely lead to cumbersome
calculations.

Following the notations of [[11], it is convenient to gather all the roots parameterising a sub-dominant state in
terms of the formal difference of sets

Y =Yo¥x. (4.5)

The main statement of the non-linear integral equation based approach to the spectrum of the quantum transfer
matrix approach is that one may equivalently parameterise the counting function associated with an excited state
{ya}f” in terms of the set Y and of s. Henceforth, we shall thus denote the associated counting function as ay for
short. In particular, he counting function associated with the dominant state is denoted ag. Within this convention,
the zero monodromy condition on the contour ¢ translates itself into a constraint on the cardinalities of the particle
and hole roots’ sets:

du G ~ =
0=pF 22 _F-1Y-s. (4.6)
2in 1 + ay(u)
€
In particular, in the s = 0 sector, |¥| = ij\ |. Also, the introduction of Y allows us to make use of the below
conventions:
I /o)
ey
DU = Y e - ) f and [ [rw = - : 4.7)
Y ye? xeX €Y Hif (x)
XE

Following the standard procedure, one gets the non-linear integral equation satisfied by ay (&) = SIMOR

Ay (&) = —ﬁ + wy(&) - ins + 129(5 y) + 9§K(§—u)-.$n[1 +eﬁY](u)-du (4.8)

ye¥ 3
with & € S, /2, the strip of width i, = min({, 7 — £) around R. Above, for v € ¢, one has

/‘ﬁ{{(u)

a1+ o) = | ——
n[ +e ](v) 7 o v

K

i+ Inf1+e™® ], (4.9)

12



Here « is some point on ¢ and the integral is taken, in the positive direction along ¢, from « to v. The function
”In” appearing above corresponds to the principal branch of the logarithm extended to R~ with the convention
arg(z) € [-n;xr[. The functions 6 and K are respectively defined as

in (M) for 1S(D] < &
(1) = sinh(i¢ _/?1 i+ (4.10)
., [sinh(iZ +
—ﬂ52+11n(m) for gm < |S(/l)| <7T/2,
b s o o sin(22)
K1) = 2719 ) = o [ coth(A — i) — coth(A +14,)] = 37 Sinh(1— i) smh(1+10) 4.11)
whereas
B sinh(¢ — B/N) sinh(¢ + B/N — i{)
wy(§) = Nln (sinh(g T B/N)sinh(¢ — B/N — ig)) ' (4.12)
One should note that the particle and hole roots forming Y are subject to the subsidiary conditions
ay(x) = -1 VYxeX and ay(y) = -1 Vyeg. (4.13)

In the remaining part of the paper, we shall use the following convenient shorthand notation for an appropriate
determination of the logarithm of 1 + ay:

—_— 1 e
Le(s) = 3= L1 +T)(s). (4.14)

4.1.2 The non-linear equation in the infinite Trotter number limit

To compute the infinite Trotter number limit, one assumes that Ay N Ay pointwise on ¥, and that all proper-
—+00

ties of the non-linear problem are preserved under this limit. Then, one may readily deduce a non-linear integral
equation satisfied by Ay. This procedure has been set into a rigorous setting, for 7' large enough, in [[11]. Here we
stick with a formal exposure and refer the interested reader to the mentioned work for more analytic details.

In the infinite Trotter number limit, one has

2J sin®
wn(@ — =26 coth(®) - coth(¢ - i) = ( g)sl?m(lg_ ik (4.15)

In addition one assumes the existence of the limit of the particle and hole roots in the below sense. First, one

parameterises X = {Sc\a}ll35 land Y = {’)Ta}lly |, so that, when N — +o0
_ Y _ VR
xa—>xa+1§, a=1,...,|X| and ya—>ya+1§, a=1,...,|¥|. (4.16)

All these assumptions result in the non-linear integral equation satisfied by the limit function on Sy, />, the strip of
width ¢, centered around R:

yeY

Ay (&) = —%eo(f) — ins + iZ@(g—y) + SEK({-‘—M)~Zn[1 +e™ () - du. 4.17)
4
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Here,

€0($) = h - sinh(zggssiir?;i?— i) (4.18)
Furthermore,

Y = (¥ +iffelx +if}, (4.19)
where

X= (o, ad Y = (Y (4.20)

The non-linear integral equation at infinite Trotter number is to be supplemented with the constraints

QI/ (M d é =
0 - ggy_)_“ - ¥ W—s ana | WOFI) = oD VaeX o (4.21)
1+  2ix ay(y +i5) -1 VyeY

¢

with ay (&) = e%*©. Similarly as in 14)), we shall also denote
1
Ly(s) = 5=Zn(1 +ay)(s) . (4.22)
2im

4.1.3 The Eigenvalues of the quantum transfer matrix

One readily obtains the below representation for the Eigenvalues of the transfer matrix, labelled by the particle-
hole roots’ parameters Y:

NP - 2N isin(0).Zn[1 + ¥ |()
2,(0) = l_[ sm}'l(y i) .(s1nh(.ﬁ/1\f+1§)) exp h 9S . [ . ] d_M ' 4.23)
1 sinh(y) sinh(i{) 2T sinh(u — 1) sinh(u) 2ir
yeY 4
The Trotter limit can easily be taken on the level of this representation, leading to 7y (0) — 7v(0) where
inh(v —iZ/2 h 2 isin(0).Zn|1 +e% |(u+i/2) 4
v(0) = 1_[ M'CX ———JCOS({)— 9§ : [ : ] : _l/l (4.24)
sevex sinh(y +1/2) 2T T sinh(u — 1£/2) sinh(u + 1{/2) 2ir
’ e
%—15

4.2 The boundary factor

We now explain how to represent the boundary factor in terms of appropriate contour integrals involving the
corresponding counting function ay solution of (@.4).

It was established in [37] that, for any set of Bethe roots {,ua}jlv at magnetic field 4’ solving (3.1)) and labelled
by the particle-hole roots’ parameters Y, the partition function (3.TT)) involved in the expression of the boundary
factor (4.2)) can be represented in the following form:

1 +?€Y(0))i .

(IR0 ) = Pl -7 (=2

(4.25)
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The latter involves the counting function ay that has been defined in (#3)), a pure product function  which reads

Plpa) = 1_[ Gla) - ]_l! Flttar 115) (4.26)

with
faup) = S, (427)
Gy = Snhs é ]1\; )}ls(gl;w i f‘){smh(ﬂ — &) sinh(f +u + %)} 1+ u)}% (4.28)

and a contribution Jg‘:y which is given by a series of multiple contour integrals:

-k
+00 w2k+l)] 2k+1 d2k+1

_ (
R N

:0(5(1)3,..3(5(2;&1)}1 k
—k
S [AY(wzk)] % o
_ Z 56 Z l_l Uz (@p, ps1) ——or . (429)
=1 (2in)

=lgms sgen 1=k

n ([@29), the integration contours are encased contours such that, for any p, €V > ... > P, and that €®,
k =1,...,p, enlaces the roots uj,...,uy but not the ones that are shifted by +i{. The integration variables in
(4.29) satisfy to the convention wog+2 = w; while the integrands are built up from the function

?Y((,l)) = e_% ﬁ Sinh(lua t+tw+ lév) Sinh(l,la —w+ 1{)

) 4.30
i sinh(u, + w — 1) sinh(u, — w — i) ( )
as well as the kernel
ﬁY(w, W) = — —e‘% sin.h(2a)’ —i9) - ﬁ s?nh(a)’ * o) S?nh(wl —Ha ™ %{) . 4.31)
sinh(w + w’) sinh(w — @’ —1{) i sinh(w’ — yg) sinh(w’ + g, — if)

In [37], the representation (4.23)), for the particular case of the Bethe roots {4 } describing the dominant
Eigenstate of the quantum transfer matrix, was reformulated in a smooth way for the cons1derat10n of the Trotter
limit, in terms of contour integrals involving the function ayp. We now explain how to similarly rewrite, in terms
of the function ay, the partition function (#.23)) for the more general case of a set of Bethe roots {pa}llv describing
some sub-dominant state of the quantum transfer matrix labelled by the particle-hole roots’ parameters Y. For the
purpose of the calculations to come, it is useful to introduce an auxiliary set of roots {va}’lv which corresponds to
the collection of all the roots of 1 + ay located inside of €

W = YU and Y = T U (4.32)

where we chose the parameterisation of the sets Y = {?a}’f and X = {@}’f.
For a sub-dominant state of the quantum transfer matrix as described above, one can factorise the product
function # (#.26) in the form

P({tta) N) = P({ Va}l ) Pbk( Va}l 5 ) Ploc( ) > (4.33)

15



in which, using the product convention (4.7)), we have defined

Po(va)); ¥) = I—lﬂf(va,@ (4.34)

a=1 &y

[T {/GasTo) £(Far )

Proe(¥) = “ H{gg;f(ff)} . (435)

I:T_ Fxaw)

a,b=1

This decomposition follows readily from the product identity

N N N ) Iilb{f(’y\a,Yb)f(@,@)} n
[ [fewm) = [Trowm [ 15,55 — TGz (4.36)

n
a<b a<b a=1 b=1 I S( xa,?b) a=1
a,b=1

The rewriting of # in terms of contour integrals is based on the following lemma concerning the rewriting of
products over the Bethe roots v,, 1 <a < N:

Lemma 4.1. Let {ua}jlv be a solution of the Bethe Ansatz equations (3.1)), ay its associated counting function and
let the roots {v,}\ be defined as in @32)). Then, for z an arbitrary parameter, we have

1=

sinh(v, +2) = {sinh(z - %)}N {1 +EY(—Z)}19(_Z) : exp{ - SE ds L (s) coth (s + z)}, (4.37)
4

N z
]_[ sinh(2v, +2) = {sinh(z - 2%)}N {1 +HY(—§)}1@(_5) : exp{ -2 9§ ds % (s) coth (25 + z)}, (4.38)

a=1 13
as well as
N 8. N
. . N? — Nlg(-z+3) — 1g(-2-vq)
l_[ sinh(v, +vp +2) = {smh(z—%)} -{1+ay(—z+%)} 27N _l_l{1+ay(—z—va)} 7
a,b=1 a=1

X exp { %d 56 ds” coth’(s + 5" + 2) fy(s) Zy(s ) — 2N9€ds L (s) coth(s — g ¥t z)} (4.39)

Here 15(w) is equal to 1 when w € & mod inZ and to 0 otherwise. In (4.39) the contour €’ C € has to be chosen
so that it encircles the points v,, 1 < a < N, as well as the neighbourhood of the origin, but not the poles at
§'=-s—zforse¥.

Proof —
So as to estimate the products (#.37)), one introduces the function

N
SY@) = ) Insinh(v, + w +2). (4.40)

a=1
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Its derivative can be written as

(SN ) (w) = 9§2m coth(s+cu+z)1 T ()
¢

a(~w - 2)

+ Ncoth(a)—%+z) - 1g(-w-2) . (4.41)

1 +ay(-w—-72)
Upon taking the ante-derivative and then the exponent, this yields

N - 1(-w- —
e = [sinh(w—£ +2)) -[1 + Tr(-w-2)] 2(-w Z)ec(l)(“’)-exp{— 56 ds coth(s+a)+z)$y(s)} . (4.42)
¢
There, CV(w) is in-periodic and constant on —% — zand on {4 : [FJ()| < 7/2}\ |- 9 - z}. However, observe
that, by construction, the function w +— SV (@
Sokhotsky-Plemejl formulae that the function

is continuous across —% — z. Also, it is easy to see by using the

— 1@(—(0—1) —
W [1 + ay(—w — z)] . exp{ — @ dscoth(s + w + 2) .i”y(s)} (4.43)
4
is also continuous across —¢ — z. The two formulae can thus match only if CY(w) is continuous across - — z.
Thus CY(w) = CV does not depend on w. One can then fix its value by comparing the w — +oo behaviour of the

two sides of (4.42)). On the one hand, it is direct to infer from the finite product representation issued from &.40)
that

N

S(])(w) — L N(w+z2) | Va
e e e 444
a=1
On the other hand, one has that
- N
— — d as(s

—9gds coth(s + w + 7) L (s) ~ —Sgds.iﬂy(s) = é;s¥ = Zva + B, (4.45)

w—+00 2ir 1 + ay(s) —

4 4 4 -

which leads to

- 19(-w— —
{ sinh(w — Jé\, + z)}N . [1 + ay(~w — z)] 2( Z)ecm . exp{ - Sgds coth(s + w + 2) Xy(s)}
¢
| N
~ eVl e (4.46)

w—o+o00 2N !
a=

By comparing the form of these asymptotics, one gets that C) = 0 . The identity hence follows by setting
w=0.

The product (4.38) can be computed similarly.

Let us now establish (4.39). Using we can write

N

N
l—l sinh(vg +vp +2) = 1_[ {[sinh(va fz— %)]N [1 (v — Z)]m(—va—z)

a,b=1 a=1

X exp[ - Sgds Dg((s) coth(s + v, + z)]} . (447
¢
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Using again to compute the first product in (4.47),

N
[ st = ] = (sinhic= 2" {1 s P
a=1

X exp{ - Nggdsé;(s) coth (s +z — g)}, (4.48)
1%

and observing that

N
- Z é‘dsg{(s) coth (s + v, +2)

a=1 @
ds’ , _ o (s") —
= - 96‘(13562; coth (s + 5" + 2) L (s) #Y(S’) - NSEds,Zy(s) coth(s +z-— %)
(6) (g/c(g (g
- 9§ ds 95 ds’ coth’ (s + 5 +2) Lo(s) Le(s’) = N 95 ds.Zy(s) coth (s +2— &), (4.49)
(K (glc(g ?90
we obtain ({.39). |
This lemma allows us to formulate the following proposition:

Proposition 4.2. The partition function (3.11) involved in the expression of the boundary factor @.2)) can be
represented as in (4.25)).

In this expression, the product function P can be rewritten as

~ g \lo(£) .
P(ualY) = o - KP(Y) - [+ ar(=6)] : -exp{9§ ds 95 ds’ @57 (s, 8') L (5) L (s)
[1 +7ay(0)]2

¢ ¢'ce

+ 9§ ds ¢1(s) Le(s) — N 56 ds P (s) 8, Insinh(s, il + %)} , (4.50)
4

€
in which
oy = {%’m} {sinh(i¢) sinh (28" - {sinh (& - £))". 451)

and

K@) = T 10w Cam) {sinhcy‘a+§_) sinh(2F, - i0)

. - — 11 +EY(_3C\a)}
n _ 1 sinh(x, + &) sinh(2y,) {
,1;11 fGasyb) I

D=

0=

A1+ (Fw)

n

UESEID ol - o Fionnses)

zeY 174

a=1
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Note that € is taken here such that it also satisfies the property that if x € X then also —x € Int(%). Also, we have
introduced the functions

¢ (s, 8) = %[coth’(s +5'=if) = coth’(s + 5| , (4.53)

¢1(s) = coth(2s — i) + coth(2s) — coth(s +&-), (4.54)
and the shortcut notation

sinh(s, s’) = sinh(s + s") sinh(s — 5) . (4.55)

The contours are chosen in such a way that the poles of the integral involving ¢ atil/2 and i({ — m)/2 are located
outside of €. Likewise, in the double integral involving ¢(2+), the contours are chosen in such a way that the poles
at s + 5" —i{ are always located outside from the contours ¢ or ¢”.

The contribution Fy is given as in (d.29)), in which the kernel Uy is given by

Uy(w, ') =

—e~F sinh 2w’ — i) [sinh (&’ = B/N)sinh (o’ + B/N - ig)]N
sinh (w + w’) sinh (w — ' — 1) Lsinh (w’ + B/N) sinh (w’ — B/N — i{)
X exp{ - 9§ ds.Z4(s) [ coth(ew’ + 5) + coth(e’ - 5) — coth(e’ + s — i) — coth(@w’ - s - i{)]} , (4.56)
(gU
and the functionty by

sinh (w — B/N +i{) sinh (w + B/N — i)V
sinh (w + B/N + i) sinh (w — B/N —i0)

Ty(w) = e_%[

X exp{ - 95 ds Z(s) [ coth(s + w +1¢) + coth(w — s +1i¢) — coth(w + s — i) — coth(w - s - i{)]} .
44
(4.57)

In the above expressions, the contour 6y encircles the points {pa}llv as well as the origin, and is such that, given any
w € €P), where €' refers to any of the encasted contours introduced in @29), the points +w, +(w+il), +(w—il)
are not surrounded by €.

Proof —

The formulas (#.56) and (4.57) are direct rewritings of (#.31)) and (4.30). Let us therefore prove (#.30).
Using (.39) with z = 0 and z = —i¢, together with the decomposition

N 3
N { 1111 sinh(v, + v + z)}
]_[ sinh(vg +vp +2) = —— —, (4.58)
" T
a<h [T sinh(2v, + z)}2
a=1

and observing that'Ey(%) = 0, we obtain that

N ' ) B NTZ N 1 +HY(_Va) :
g sinh(v, + vp) = {Smh(_zﬁ)} ' al;[ {M}

X exp {% 56 dw 56 dw’ coth’(w + ') Lo (w) L(w) = N 56 dw Ly (w) coth(w — %)} . (4.59)
€ ¢'ce €
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and

N N2 N %
. e BT I
l_[smh(va +v,—10) = {smh( il ZN)} ul:ll{sinh(ZVa —i{)}

a<b
X eXp {% SE dw 56 d coth’(w + &' - i0) Zy(w) Za(@) - N 95 dew Zr(w) coth(w — £ - i{)}. (4.60)
3 C'CcE ¢

Here the integration contour ¥’ C ¥ is chosen such that the poles at " = —w and at ' = —w + i{ all lie outside
of ¥” whereas those at w = —«w’ + i{ lie outside of ¢. Using also (4.38)), we get

N N
2

sinh(2v,) |} _( sinh2%) Loy — .
l—[{smh(% 15)} - {m} [1+G2(0)]7 e { (;E dsfy(s)[coth(Zs—lg)—COth(Zs)]}. 4.61)

It follows that

lﬂlf(v . {sinh(i§+2§) ML [ 4T3 (0)]
OR vswsy e S
a<b Snhx) IT[1 + (=)

a=1

X exp {N 9§ dw Z(w)| coth(w - &) - coth(w - & —i0)] }

exp 56 ds.Z(5)] coth(2s - i) = coth(2s)]}

3

(STE

X exp 95 dw 56 do’ ¢$" (w, w')é?f(w),@{{(w')}, (4.62)

¢ et

in which ¢(2+) is given by (@.53).
Moreover, it also follows from (.37) that

— 1=

sinh(v, +£-) = sinhV(£- - &) [1 +Ty(-£)]" 7 -exp{ - 95 ds Z(s) coth(s + g_)}, (4.63)

a=1 4

N ) -

[ [sinhVov = ) = sinh™ (-25)- exp{ -N 95 ds Z(s) coth (s — %)}, (4.64)
a=1

N —_—

[ Tsin™G +vo + £) = sinh'(i¢) - exp{ _N 56 ds Za(s) coth(s +iZ + %)} , (4.65)
a=1

and from (4.38) that

N —_—
[ [sinh@va) = sinh™(=25) - [1 +T(0)] - exp{ -2 56 ds % (s) coth (2s)}, (4.66)

IS}
Il
—_

¢
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so that

=

11 +Tem) - [1+T(-£)] ) 2
a=1 C . ANV LN B
l_[ G(va) = 750 . {smh(l{ ) sinh (2ﬁ)} sinh(&_ - %)

X exp { 9§ dw Z(w) |2 coth(2w) — coth(w + £-) = N coth(w — §) = N coth(w + § + 14)]} . (4.67)
4

Finally,

P ({v }N.§) _ ﬁ 1—[ sinh(v, +y —i{) ﬂ sinh(v, + x)
bk(1Valty s = iy sinh(v, + y) s sinh(v, + x — i{)
a= Y€ XEJ

[ 1317 8.2 exp [ - 95 ds Z4(5) 05 In f(s, z)] [ +e-0], (4.68)

€Y % xeX

in which we have used withz = y,y — il fory € Y, —y and —y + i being outside of 2 mod inZ, and with
z=x,x—ilforxe X, —-x € Y and —x +i{ ¢ ¥ mod inZ.
It then remains to put all these partial results together to obtain (4.50). |

As aresult, we can formulate the following rewriting of the boundary factor (4.2) at finite Trotter number:

Proposition 4.3. Let {/la(h)}llv stand for the Bethe roots describing the dominant state of the quantum transfer
matrix tq, at magnetic field h, and {ua(h’)}llv be a set of Bethe roots for a sub-dominant state of the quantum
transfer matrix tqy at magnetic field ', characterised by a set (@.3) Y.

Then, the boundary factor (&.2)) admits the following representation:

. Ny - FeF | 1=000) C () 1@(_5'), ()
Fe(taON (M) 3€-) = e [1 _Ey(o)z] 1+E@(_§_)] %Ky (Y)
X exp{ 95 ds 95 ds' ¢35, 8) [Lu(5) Lu(s) - Za(s) Za(s)))

C'CE

+ 56 dsg1(s) [Lu(s) — Zo(s)| - N 56 ds [ Ze(s) = Z(s)| 9, Insinh(s, i + %)} . (4.69)
€

4

In this expression, ay = ay,y and ay = ay., stand for the respective counting functions of {,ua(h’)}llv and {/la(h)}llv ,
whereas .3%\( and % are defined from these counting funcnons as in @.14). The contribution ;Y is given as in
@29), in which the kernel Uy = UY v and the functionvy =Ty are given respectively by (4.56) and @.57) with
h replaced by I, the contribution J@ being defined similarly in terms of h and .,2”@ The functions ¢ ) and ¢, are

defined in (4.53) and @.54). The factor Kl )(Y) is expressed in terms of the pamcle hole configuration of the set
of Bethe roots {u, (W)} as in @32). Finally, € has the property that if x € X then —x € Ini(%).
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4.3 The matrix element

We now repeat the analysis relatively to the relevant matrix element to the problem. For that purpose, we need to
recall a few know facts.

The scalar product between two on-shell Bethe vectors at different magnetic fields and parameterised by roots
{/la(h)}llv and {ua(h’)}]lv have been shown [22] to admit the determinant representation

: N sinh(up — A = i)
(T({/la}llv)’ lP({’u"}Ilv)) = (T({“a}N) Y({1 g {ah'(/la)dh’(ﬂa) D Y — }
Vi@ | - % N
§ ﬂ{ Vo) } V@) v W 65 + UL®], 470

forx =e 7 and @ an arbitrary complex number. Here we have used the following notations:

_ . sinh(2- B iy sinh(1+ &)\~
Clh(/l) = € { Slnhz(_i{) } ’ (471)
_ ok sinh(A + +i{) sinh(d — %) N
hH = { smhz(—ig) } (4.72)
N sinh (4 — w F i)
Vilw) = D sinh (up —w Fi0) ~ (4.73)
and
N .
U(/{)(e) s1nh (ta — 1)) K, (4; = 4) — K,(6— ) s
- . =11y — —107. .
H sinh(, — ;) Vi) — %V (4))
a:jl
in which
K. (w) = coth(1+1il) — xcoth(2—1il) . 475)

Note that, if {/la(h)}llv stand for the Bethe roots describing the dominant state of the quantum transfer matrix tg.;
and {,ua(h’)}’lv a sub-dominant state of the quantum transfer matrix t,, characterised by a set (4.5) Y, we can write

LR {C)
V()  aw)’
in terms of the corresponding counting functions ay = ay., and ay = ap;;. Similarly as in [22]], we can also
rewrite the finite size determinant in as a Fredholm determinant of an integral operator acting on a the

contour surrounding the points { a(h)}N For latter convenience, we choose this contour I'(%’) to surround also the
contour %’. Hence (¢4 can be rewritten as

(4.76)

N N .
Y M) = (DN sinh(up — A — i0)
(‘Il({/la}l)a‘P({ﬂa}l )) = (=D D{ah'(/lk)dh'(ﬂk)g SR — 72) }
. o 1 —2)V,(0 .
X | ] (@) + 1) (_"—?((g))) - detrz) [1d N 'ﬁ(f)] @7
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There, we have set

—) W1 s1nh(,ua—a)) K.(w-w) — K,0-)
Uy (w0, 0) = 2ni 1—[ sinh(4, — w) 1(a)) - V- w)

_ Vi) 1—[ sinh (o — ) Ky(w-o') ~ K(6-0) (4.78)

sinh(4, — w) ] - %@

ap(w)

Finally, one recalls the "norm" formula for Bethe vectors. Given any solution {/,ta}llV to the Bethe equation at
non-zero magnetic field #’, and a contour 6% which surrounds the points {,ua(h’)}llv as well as a neighbourhood of
the origin, one has that

N
N I sinh(ag - s~ i2) ~
(e, ¥al)) = ]_[{ LR ) ()| - - dety, [id + K|, (479)
ot ) [T sinh(u, )

a#b

In the above, Ky is an integral operator on L?(%%) with integral kernel

K(w-w)

IE\ w,0) = ——————
) = = T ()

(4.80)

Although this is not directly necessary here for our purpose of computing the infinite Trotter number limit, it
is also possible to re-express the Fredholm determinant in in terms of an integral operator acting on the
contour % instead of 6% . We refer to Appendix C of [8]] for detalls about such a reformulation.

Before stating the main result of the section, we first need to establish a technical lemma.

Lemma 4.4. It holds

N
IT sinh(v, — vp)

e .]ﬁ[{HY(ﬂb) + l}ﬁ {smh(/l +,3/N)}
[T sinh(vg — 1) b1 W @x00) ) g p Lsinh(va +B/N)
a,b=1

= exp 95 ds 56 ds’ coth’(s = 5'). L (s) [ Z(s") - Dz’ﬂ;(s')]}. 4.81)

4 C'cE

Also, for |€| small enough and generic, it holds

N sinh(1, — z — €) 1 N ([1+Tg(x = o)][1 +Ty(x + )]
1_[l_[{smh(va—Z+e)sinh(va—z—6)} - le_[{ ; ﬁ)} I_J{ Y[1 +E@(x+e;i }

€Y @ Y s1nh(e <7 N xeX

X ]_[ exp { 9§ ds coth(s — 2 + €).Z(s) — coth(s - z - €)| Z(s) - ,,%?f(s)]} . (4.82)

zeY

Proof —
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By virtue of (4.37), it is easy to see that, for € small enough,

ﬁ sinh(v = Ay +€) _ ﬁ {sinh(/la - e+/a/N)}N . ﬁ{l + T — e)} 453
b sinh(vo = v, +€) L 1 (sinh(v, — €+ B/N) s UL+ ay(vp — €)
X exp{ 95 ds 95 ds’ coth’(s - 5" + €).Z4(s) [ Z(s") — Zu(s’ )]} (4.84)
C'ct
Then, the € — 0" limit yields (.81). The representation (4.82)) follows from (4.37) through even more direct
handlings. u

This lemma enables us to formulate the following rewriting of the ratio of matrix elements (4.1)) that is used
for the expression (3.13)) of the one-point function (3.14):

Proposition 4.5. Let {/la(h)}llV stand for the Bethe roots describing the dominant state of the quantum transfer
matrix tq;, at magnetic field h, and {ﬂa(h’)}llv be a set of Bethe roots for a sub-dominant state of the quantum
transfer matrix tqy at magnetic field h', characterised by a set (@.3) Y.

Then, the ratio of matrix elements (4.70) and (.79) admits the following representation.:

(A, P({palhIY))
(W(ua (), P ({pahO))

= K7(Y) - exp { 56 ds 56 ds' ¢57(s. 5) Ze(9) [ L () = Z(s")|
¢ €'c?
(1 - V(6 detr@) [id + Tf(el)]

WO ) =4
0 dete, [ld + Ky]

(4.85)

+ N 56 ds [ Ze(s) = Z(5)] 0, Insinh(s, il + ﬁ/N)} :
4

where the factor ‘K](vz)(?) is expressed in terms of the particle-hole configuration of the set of Bethe roots {,ua(h')}llv
as

[1 sinh(z—2")

7

Q) _ . . BN 77 €Y ap(x) + 1
Ky'(Y) = Zl;[?{smh (z,1¢ + N)} . e ——— . Q{—ln ay(x)} l_[ {ln aY(y)}
' z,z/éY\ )
xﬂw%ﬁmwumﬁw+mmdﬁw %wm.@w

zeY
In these expressions, 0y = ay.y and ag = 0y, stand for the respective counting functions of {ya(h’)}llv and {/la(h)}llv ,
whereas L5 and £y are defined from these counting functions as in A.14). We have also defined k = e T, used
the shortcut notation (4.55)) and introduced the functions

¢)(s,5') = coth’(s — 5" — i) — coth’(s — s'), (4.87)
Jl(s, z) = coth(s —z—1{) — coth(s — 2), (4.88)
¥a(s,2) = coth(s —z) — coth(s — z +i¢) . (4.89)

0 is here an arbitrary complex number such that 0 +1i{ ¢ 2, so that the coefficient V,(0) can be rewritten as

1 . __
V. (0) = H {m} : exp{ - 56 ds coth(s — 6 — i) [Zo(s) - .zy(s)]}. (4.90)
3

zeY
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Finally, Ky is an integral operator on L*(¢%), where €y surrounds the points {,ua(h’)}llv and the origin, with

integral kernel given by [.80), whereas /l}g) is an integral operator on LZ(F(‘K)), where T(€) surrounds the
contour €, with integral kernel given as

1 inh(z - .
T (w, ) = 5= [ {%}-exp{ 95 ds [ coth(s —w—i¢) — coth(s - w)|-| Z(s) - c.%(s)]}
ze? ' 13

KK(w - w/) - KK(G - 0.)/)

_ ay(w)
ap(w)

4.91)

Proof —
It follows from the norm and scalar product formulae and (4.77) that the normalised twisted scalar
product can be written as

(A, PalhY)) lﬂl {aY(,lb) + 1 ay() 1 sinh(ug — 4 —ig)}

(Bt BCaIY)) ot LI @) i) sinh(ua = iy = i0)
N
inh(u, — )
. angIIl (u Hb) (1 = %)V.(0) detr(%) [ld + Uy ] 4.92)
N ay(0) . = ' '
sinh(u, — Ap) 1- ’a‘:(@) dety, [ld + KY]
a,b=1

Further, for any arbitrary €, one readily infers the product decomposition

ﬁ sinh(ig — A + €) ﬁ ﬁ {sinh(va — A+ e)}
oy SinhGua = pp +€) 5 1L 3 sinh(vy — v + €)

sinh(z — A, + €) 1
X 1_[ l_[ {smh(va —z+€)sinh(z - v, + E)} l—L {m} . (4.93)

€Y 0= z,7€Y

Then, it remains to invoke Lemma [4.4] and take the € — 0 limit so as to obtain

N
al;[b sinh(ug — pp) . ﬁ {Hy(/lb) + 1} ﬁ {smh(/l +ﬁ/N)}
]I_v[ sinh(u, — Ap) =1 1H,HY(IJb) p sinh(u, + B/N)

a,b=1

- n { 11; 252)} ]—[ {m aw)} 1_[ sinh(z - 2)} - ]_[exp{ 9§ ds coth(s — 2) [ Z(s) — 23@@)]}

#7€Y €Y €
X exp{sg ds 95 ds’ coth'(s = 5') Zu(s) [ Zo(s') — L5’ )]} (4.94)
¢ ¢'ce
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Quite similarly, one gets

ﬁ sinh(u, — 4y =i0) _ ﬁ {sinh(/la +5 4 ig)}zv N { | }
oo SO0 =y =10 1 sinh(v, + & + i) e sinh(z - 2/ = 1{)

X exp{ - ggds ds’ coth’(s — 5" — i0) .,?;{(S) [%(s’) - %(s’)]}
7

<] |
Z€

Y
7 sinh™(—z —i{

5 exp { 56 ds coth(s — z — i£) Z(s) — coth(s — 2 + i) [ Zo(s) - .,?;(s)]}] :
4

(4.95)
Using again (4.37)), one also obtains
1 . — —
Ve(w) = ]_J {m} : exp{ - 95 ds coth(s — w % i) [ Z(s) - .,%Y(s)]} (4.96)
zeY 72
whenever w =i ¢ 2,
N
sinh(u, — w) ) B . _56 ~ oo o
!;[ o) Ze]! { sinh(z - w)} exp{ g ds coth(s — w) [ Zy(s) g@(s)]} (4.97)
whenever w ¢ 2, and
N sinh(Ag, id + _ __
l_l { inh(A,, i¢ N)} = exp {N 95 ds [ Zy(s) = Z(5)] 0 In {sinh(s, i + %)}}. (4.98)
a=1 ‘sinh(vg,id + N) g
By gathering all these results, the claim follows. [ |

4.4 Taking the infinite Trotter number limit in the complete representation
We gather here the results of Proposition 4.3]and Proposition 4.5}

Theorem 4.6. With the hypothesis and notations of Propositiond.3]and Proposition

Y ({1 (W)Y, YA ()Y P N AL
%({uaw)}?;ma(h)}lN;g_)-( (a1 ¥ A - ewy—m.[l AC‘@(O)}
1 =ay(0)?

1 +a‘y<—§_>]l@<‘f?
(PN, ¥(la(OIY))

1 +7ap(=¢2)

X exp { 95 ds 95 ds’ ¢<”<s ) (L) Z2(5') = Zas) L)) + 85 (5, 5) Lo(s) (L (s') - %(s’))]}

C'cE

Py 7 oo, (1 =0V, (6) detr@) [id + ngﬂ)]
XeXp{SE ds1(9) (Lels) - f‘”(”)}"KNO O —=5 1, (499
¢ T 0O dety, [id + KY]
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in which 7(](\;00 (?) is expressed in terms of the particle-hole configuration of the set of Bethe roots {,ua(h’)}llv as
KS(T) = K@) KL (Y)

" _ _ [1 sinh(z—7")
Hb JOasb) f (Xa, Xb) zzjé/%{’ T + 1 |
) 0l £ Th) ' [1 sinh(z -2 i) ' xel_;[ { - 111'713{(36)} ' yeﬂy {IHIEY()’)}

a,b=1 z,77€Y

“ (sinh(y, + &) sinh(2X, — i)
% n {sinh@ +£)  sinh2y,)

X 1_[ exp{ - 9§ds,§ﬂ§{(s) ds1n f(s,2) + 9€ds U1(5.2) Lo (s) + Un(s.2) [ Zao(s) — %(S)]}- (4.100)
€Y ¢ 3

=
=

1+ ay(=x)]? - [1 +ay(ya)]

a=1

It is now straightforward to take the infinite Trotter number limit of this expression, along the lines settled in
Section4.1.2] The limiting expression

(4.101)

(P(ua (), P Aa()) }

A (Y) = lim {TB({ﬂa(h')}N;{ﬂa(h)}N;f—)’
& N=+oo 1 U (R ua R W (paVY)

is then simply given by a mere replacement ay < ay and ,,5?;( — Z% in the above formulas, and by taking the
limiting values of the particle and hole roots as in (d.16). Also (see [37]), the limiting expression .Zy of Fy is
obtained by replacing in (@.29) the kernel Uy (#.56) and the function Ty respectively by

_e~F sinh 2w’ — i)
sinh (w + w’) sinh (w — W' — i{)

Uy(w, ) = -exp { — 2B [coth(w”) — coth(w’ — i)]}

X exp{ - 95 ds Z(s) [ coth(w’ + 5) + coth(@w’ — 5) — coth(w’ + s — i) — coth(e’ - s - ig)]} . (4.102)
Cu

and

(W) = e F - exp | = 28[coth(w +iZ) — coth(w’ — i2)])

X exp{ - 95 ds Z¢(s) [ coth(s + @ +1¢) + coth(w — 5 +1¢) = coth(w + 5 = i{) = coth(w — 5 — i{)]} .
o
(4.103)

The only point of attention in taking the limit in (4.99) comes from the fact that, strictly speaking, the limiting
value of ay(0) is not well defined. However, the limiting value of its square a7 (0)? can be taken without problem
from the integral equation

ay(0)? = (%)me%’ ]_J {eH# ) exp {4i7r 56 Kw) L) du} , (4.104)

yeY €
from which it follows that
lim {@(0?} = AY) (4.105)
N—o+oo

is well defined and finite.
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S The thermal form factor expansion for the one point function

From the previous results, one therefore obtains the below thermal form factor series expansion for the generating
function Q(h’, m) = Nlim Qn (R, m) of the one-point function at distance m from the boundary. One has
—+400

(S0 = 2T QR , m)p = 5.1
where
, _ v(0)\" (5
Q' m) = ;(—T@(O)) 2 (¥). (5.2)

Above, the summation runs through all possible particle-hole excitations, viz. though all the solutions to the
non-linear integral equation (4.17) subject to the conditions which fix a given particle-hole excitations (4.21)), and

afh(zh) (Y) denotes the infinite Trotter limit (4.101)) of the product (#.99). Defining ¢ = C + 1% D = Int(C), and
setting
1
Ly() = E.Zn[l + e—%MYW] ., with  uy(d) = ~TAy(u +i5) , (5.3)

this quantity szh(zh) (Y) can explicitly be rewritten as

%(Zh),(y) = e7v=%0 . (g(r) . r]((r))(Y) . (S(S) . (]((S))(Y). (5.4)

Here we have introduced

1
EN(Y) = exp{ - 56 da 56 dﬂ[5 coth’(A + p +id) - (Ly(/l) Ly(w) — Lo(D) L@(/u))

C c'cC

+ coth’(A = = i) - Ly () (Low) — LW))]} exp { lim 95 dAg1 (A +ie)( L (D) - Lo(/l))} . (53)
C

in which we agree upon
$1(1) = coth(2d) + coth (24 +i¢) — coth (A + £ +i5), (5.6)
and

1
ENY) = exp{ 95 da 95 | 5 o’ (1) - (L) L(k) = Lo LoG)

C c'cC

+coth’(A = ) - L (D) (Low) ~ Ly(m)]} . (57
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We have also defined

; &) |
1 - A0 i detr(cg) id + U 1 = %)V.(6 "1 — et
KO = ( : ))4' | = ]'( %1 (+a>( z {A/ - } [] (87)
1- ‘ﬂ(Y) det%Y [ld + Ky] 1 - m a=1 MY(Xa) : uy(ya) eYox

ﬁ {Sinh(Ya Te +if/2)  sinh@xi) {1+ e—%w(—xa—io}% i+ e—%uy(—ya—io}5}
sinh(x, + £~ +1£/2)  sinh(2y, + i0)

a=1

*y ( sinh(x, + yp + i) sinh(x, — yp, i) L 1
% lb_l {sinh(xa — xp — 1) sinh(y, — yp — i{)} . g {sinh(xa + xp + 1) sinh(y, + yp + ig)}

a,b=1

I 1p(—€--if/2)
1 + M‘Y( ‘f* 1,:/2) D¢ E
x( c’ ) (5.8)

1 + e~ Tuo(~¢6-=i¢/2)

Here the integral kernels UV and K+ are obtained upon the replacement @y <> ay in the associated expressions
g P p p p

at finite Trotter number and (4.80), the quantity A(Y) is given by (see (@.103))

AY) = [] {e2i9<-y—i§>} : exp{ - 2; + 4B coth(if) + 4in 56 K +i5) - Ly(A) - cu}, (5.9)
yeYox ¢

and we have introduced

B9(2) = exp { 56 d/l[Ly(/l)[ coth(—z i) +coth(A+z +i)| — coth(d—z+i{)( Lo(A) - Ly(/l))]} . (5.10)
C

Further, one has

V(0 = ]_[ {Sinh(z_z_ig/z)}-exp{ - Sgds coth (s - 6 — ig)[.%(s) - D?{((s)]}. (5.11)
C

zeYoX

Finally, the last factor appearing in (5.4) takes the form

n
[T { sinh®(xy = x;) sinh®(yq = y») sinh(xg + x;) sinh(y, + y5)}

KOw) = - ] (8Y@) = _ . (5.12)
eyex IT {sinh?(xy — yp) sinh(xy +y5)}
a,b=1
which involves the function
B9 () = exp { 9§ d/l[ coth(d = 2)(Lo(d) = Ly(D) = Ly() coth(d + z) + coth(d — z)”} . (5.13)

o

We would also like to recall that this representation holds when the parameter 6 is such that 6 + /2 ¢ Int(C)
h=h’
and thatx =e 7 .

29



6 Conclusion

This work develops a setting allowing one to produce thermal form factor expansions for multi-point correlation
functions in open quantum integrable models. Such kinds of thermal form factor expansions, which had been
so far only developed in the periodic case, have proven to be very efficient for the computation of correlation
functions, and notably for the determination of their long-distance asymptotic behaviour. It is worth recalling that,
for integrable models with open boundary conditions, the only exact representations that could have been obtained
so far for the correlation functions turned out to be too intricate for allowing any asymptotic analysis. We therefore
hope that the new approach that we propose here will open the way to solve this long-standing problem.

Our method relies on the ideas developed in [S 37]. We have here explicitly worked out the expansion
describing the one-point function at distance m from the boundary in the XXZ spin-1/2 chain with diagonal
boundary fields. It is however clear that the thermal form factor expansion for multi-point correlation functions
can be worked out completely similarly. We also stress that, by conforming the techniques of [8], it is possible
to generalise our setting to dynamical correlation functions as well. Let us finally mention that our method is a
priori applicable to all quantum integrable models whose thermodynamics can be addressed within the quantum
transfer matrix method.

The next problem that we would like to consider is the analysis of the low-temperature limit of our final result.
Indeed, similarly as what happens in the periodic case [} 6], we expect to be able to grasp, from this form factor
expansion, the asymptotic behaviour of the one-point functions (5.1)) in terms of the distance m from the boundary.
To this aim, we would like to mention that our final result has already been explicitly decomposed into two parts:
one which has a finite limit when T — 0%, the factors 8" (Y), K)(Y), and one which we expect to produce a
power-law behaviour in 7, the factors & (Y), K ()(Y). The latter should be responsible for the emergence of a
conformal field theoretic description of the long-distance asymptotic behaviour of the one point function. We plan
to consider this interesting problem in a next publication.
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