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#### Abstract

We investigate the possibility of a Markovian quantum master equation (QME) that consistently describes a finite-dimensional system, a part of which is weakly coupled to a thermal bath. In order to preserve complete positivity and trace, such a QME must be of Lindblad form. For physical consistency, it should additionally preserve local conservation laws and be able to show thermalization. We search of Lindblad equations satisfying these additional criteria. First, we show that the microscopically derived Bloch-Redfield equation (RE) violates complete positivity unless in extremely special cases. We then prove that imposing complete positivity and demanding preservation of local conservation laws enforces the Lindblad operators and the lamb-shift Hamiltonian to be 'local', i.e, to be supported only on the part of the system directly coupled to the bath. We then cast the problem of finding 'local' Lindblad QME which can show thermalization into a semidefinite program (SDP). We call this the thermalization optimization problem (TOP). For given system parameters and temperature, the solution of the TOP conclusively shows whether the desired type of QME is possible up to a given precision. Whenever possible, it also outputs a form for such a QME. For a XXZ chain of few qubits, fixing a reasonably high precision, we find that such a QME is impossible over a considerably wide parameter regime when only the first qubit is coupled to the bath. Remarkably, we find that when the first two qubits are attached to the bath, such a QME becomes possible over much of the same paramater regime, including a wide range of temperatures.


## I. INTRODUCTION

A small finite-dimensional quantum system, a part of which is weakly coupled to a macroscopic thermal bath, is expected to thermalize to the temperature of the bath. Describing this dynamics is relevant across various fields in quantum science and technology, including quantum information and thermodynamics [1], quantum optics [2], quantum chemistry [3], engineering [4] and biology [5]. In absence of coupling to the macroscopic thermal bath, the dynamics of the density matrix of the system is governed by the Heisenberg equation of motion. This unitary evolution is Markovian. When coupled to the macroscopic thermal bath, the dynamics becomes non-unitary, described by a quantum master equation (QME) [6-8]. We investigate under what conditions it is possible to have a physically consistent Markovian QME describing such dynamics. In order to do so, we are led to introduce the "thermalization optimization problem" (TOP). This is a semidefinite program (SDP), the output of which conclusively shows whether, for given system parameters and temperature, such a QME is possible, up to given precision. Whenever possible, the output also yields one possible form for such a QME. Whenever impossible, it means that, for such parameters, the dynamics cannot be described by any Markovian QME even at weak
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FIG. 1. Schematic of the setup we consider: an arbitrary finite dimensional system described by Hamiltonian $H_{S}$, a part of which is weakly coupled to a thermal bath at inverse temperature $\beta$. The Hilbert space of the system, $\mathcal{H}_{S}$ is divided into a part $\mathcal{H}_{L}$ which directly couples to the bath, and the remaining part $\mathcal{H}_{M}$.
system-bath coupling, and therefore must have some nonMarkovian character. The SDP can be solved using standard packages in high-level computing. We note that, while SDP is widely used in many branches of quantum information and communication $[9,10]$, and also in quantum chemistry [11, 12], it has been combined with open quantum system techniques in only few previous works [13-15], in very different contexts.

It was shown by Gorini, Kossakowski, Sudarshan, and Lindblad (GKSL) [16-18] that any QME that preserves
complete positivity and trace of the density matrix, and describes Markovian dynamics has to be of the form

$$
\begin{align*}
& \frac{\partial \rho}{\partial t}=i\left[\rho, H_{S}+H_{L S}\right]+\mathcal{D}(\rho) \\
& \mathcal{D}(\rho)=\sum_{\lambda=1}^{d^{2}-1} \gamma_{\lambda}\left(L_{\lambda} \rho L_{\lambda}^{\dagger}-\frac{1}{2}\left\{L_{\lambda}^{\dagger} L_{\lambda}, \rho\right\}\right), \quad \gamma_{\lambda} \geq 0 \tag{1}
\end{align*}
$$

which is commonly called the Lindblad equation. In Eq. (1), $\rho$ is the density matrix of the system, $d$ is the Hilbert space dimension of the system, $H_{S}$ is the system Hamiltonian, $H_{L S}$ is the Lamb shift Hamiltonian, $L_{\lambda}$ are the Lindblad operators, $\gamma_{\lambda}$ are the rates, and $\mathcal{D}(\rho)$ is called the "dissipator" term. The preservation of complete positivity condition is enforced by demanding $\gamma_{\lambda} \geq 0$. Lindblad equations have been extensively used in studying both theoretical and experimental setups [6-8, 19-22].

Given this enormous scope of application, it is of paramount importance to assess the conditions under which such a Markovian description emerges from a more microscopic theory. The standard way to microscopically obtain a Markovian QME is to consider the global Hamiltonian of the system weakly coupled to baths, and to trace out the baths perturbatively to the leading order. Starting with this microscopic viewpoint, it becomes clear that only having an equation in the Lindblad form is not sufficient, there are some additional fundamental requirements for physical consistency [23]. In particular, one must preserve local conservation laws, and if the steady state is unique, the system is not driven and all baths have same temperature, the system must thermalize to the temperature of the baths. It would be useful to have a QME which, by construction, is of Lindblad form and satisfy these additional requirements. In this paper, we systematically go about searching for such a QME for a setup where a part of the system is coupled to a single bath (see Fig. 1). This is done in three steps, each step having important consequences:

1. The microscopically derived quantum master equation to the leading order in system-bath coupling is the so-called Bloch-Redfield equation (RE) $[6,24,25]$. The RE has been shown to preserve local conservation laws and be able to show thermalization [23]. Here, we provide an explicit, model independent proof that the RE necessarily violates complete positivity unless the Redfield dissipator happens to act "locally", meaning it is identity on the part of the system that is not directly coupled to the bath. The violation of complete positivity by RE has been previously mostly demonstrated in specific examples [26-32]. In Ref. [33], it was shown that the RE would generically violate complete positivity, but the statement on 'locality' of the Redfield dissipator was not made. Also, we consider the most general type of system-bath coupling, which was not the case in Ref. [33].
2. We then prove that enforcing complete positivity condition $\gamma_{\lambda} \geq 0$ and preservation of local conservation laws necessarily requires the Lindblad operators and the Lamb shift Hamiltonian to be "local". That is, they must act only on the part of the system coupled to the bath, and be identity on the part of the system that is not connected to the bath. This directly rules out the possibility of any so-called 'global' Lindblad equation, such as the eigenbasis Lindblad equation [6, 8], the Universal Lindblad Equation [34] to be consistent with local conservation laws.
3. Given the restriction of the dissipator and the Lamb shift Hamiltonian to be "local', we devise a numerical technique using SDP to check conclusively in a case-by-case basis whether such a QME can show thermalization in a particular situation. We call this the TOP. We use this method to study the case of a XXZ chain of few qubits with a part of it coupled to a bath. If the bath is coupled only to the first qubit, our method conclusively shows that over a large regime of system parameters and temperature, no such QME exists. However, remarkably if the bath is coupled to two qubits of the chain, up to a chosen precision, our method shows that a Markovian QME respecting all conditions becomes possible over a considerable regime of parameters, including a wide range of temperatures. Note that the RE for the XXZ chain does show thermalization and preserve local conservation laws [23], even when only one qubit is attached to a bath. But violates completely positivity.
This work is organized as follows. In Sec. II we explain the setup studied in this work, derive the Redfield equation for our setup, and show that it will necessarily violate complete positivity, unless the Redfield dissipator happens to act "locally". In Sec. III we consider quantum master equations preserving complete positivity and obeying local conservation laws, and show that such equations must have a dissipator and Lamb shift operator that acts only on the part of the system coupled to the bath. In Sec. IV we discuss the possibility of QMEs respecting complete positivity, local conservation laws and being able to show thermalization. We introduce the TOP, and use it in the specific case of the few site XXZ chain with one or two sites attached to bath. In Sec. V we summarize our results, and discuss future directions. Certain details are delegated to the appendices.

## II. THE MODEL AND REDFIELD DESCRIPTION

Our setup is described schematically in Fig. 1. The full Hamiltonian be given by

$$
\begin{equation*}
H=H_{S}+\epsilon H_{S B}+H_{B} \tag{2}
\end{equation*}
$$

where $H_{S}$ and $H_{B}$ are the Hamiltonians of the system and bath respectively, $\epsilon \ll 1$ is a small dimensionless parameter controlling system-bath coupling strength, and $H_{S B}$ is the system-bath coupling Hamiltonian. At initial time, the system is considered to be in an arbitrary initial state $\rho(0)$, while the bath is in a thermal state with inverse temperature $\beta$

$$
\begin{equation*}
\rho_{\mathrm{tot}}(0)=\rho(0) \otimes \rho_{B}, \quad \rho_{B}=\frac{e^{-\beta H_{B}}}{Z_{B}} \tag{3}
\end{equation*}
$$

Starting with this initial state, the whole set-up of the system and the bath is evolved with the full Hamiltonian $H$, and the bath degrees of freedom are traced out to obtain the state of the system,

$$
\begin{equation*}
\rho(t)=\operatorname{Tr}_{B}\left(e^{-i H t} \rho_{\mathrm{tot}}(0) e^{i H t}\right) \tag{4}
\end{equation*}
$$

where $\operatorname{Tr}_{B}(\ldots)$ denotes trace over bath degrees of freedom. The Eq. (4), by construction, is a completely positive trace preserving (CPTP) map from $\rho(0)$ to $\rho(t)[6,7]$. Without any loss of generality, we assume $\operatorname{Tr}_{B}\left(H_{S B} \rho_{B}\right)=0$, where $\operatorname{Tr}_{B}(\ldots)$ denotes trace over bath degrees of freedom $[6,7]$. The effective equation of motion for the system density matrix written to the leading order in system-bath coupling strength $\epsilon$ is the RE, given by, [6],

$$
\begin{align*}
\frac{\partial \rho}{\partial t} & =i\left[\rho(t), H_{S}\right] \\
& +\epsilon^{2} \int_{0}^{\infty} d t^{\prime} \operatorname{Tr}_{B}\left[H_{S B},\left[H_{S B}\left(-t^{\prime}\right), \rho(t) \otimes \rho_{B}\right]\right] \tag{5}
\end{align*}
$$

where

$$
\begin{equation*}
H_{S B}(t)=e^{i\left(H_{S}+H_{B}\right) t} H_{S B} e^{-i\left(H_{S}+H_{B}\right) t} \tag{6}
\end{equation*}
$$

and $\rho_{B}$ is the state of the bath. In complete generality, we can write the system-bath coupling Hamiltonian as

$$
\begin{equation*}
H_{S B}=\sum_{l}\left(S_{l} B_{l}^{\dagger}+S_{l}^{\dagger} B_{l}\right), \tag{7}
\end{equation*}
$$

where $S_{l}$ and $B_{l}$ are operators on the system and bath respectively, and $l$ can be summed over as many indices as required for $H_{S B}$. Using Eq.(7) in Eq.(5) and simplifying, we have

$$
\begin{align*}
\frac{\partial \rho}{\partial t}= & i\left[\rho(t), H_{S}\right]+\epsilon^{2}\left\{\sum_{l}\left[S_{l}^{\dagger}, S_{l}^{(1)} \rho(t)\right]-\left[S_{l}^{\dagger}, \rho(t) S_{l}^{(2)}\right]\right. \\
& + \text { H.c }\} \tag{8}
\end{align*}
$$

where

$$
\begin{align*}
S_{l}^{(1)} & =\sum_{m} \int_{0}^{\infty} d t^{\prime} \operatorname{Tr}\left[B_{l} B_{m}^{\dagger}\left(-t^{\prime}\right) \rho_{B}\right] S_{m}\left(-t^{\prime}\right) \\
& +\sum_{m} \int_{0}^{\infty} d t^{\prime} \operatorname{Tr}\left[B_{l} B_{m}\left(-t^{\prime}\right) \rho_{B}\right] S_{m}^{\dagger}\left(-t^{\prime}\right) \\
S_{l}^{(2)} & =\sum_{m} \int_{0}^{\infty} d t^{\prime} \operatorname{Tr}\left[B_{m}^{\dagger}\left(-t^{\prime}\right) B_{l} \rho_{B}\right] S_{m}\left(-t^{\prime}\right)  \tag{9}\\
& +\sum_{m} \int_{0}^{\infty} d t^{\prime} \operatorname{Tr}\left[B_{m}\left(-t^{\prime}\right) B_{l} \rho_{B}\right] S_{m}^{\dagger}\left(-t^{\prime}\right)
\end{align*}
$$

Since the actual microscopic evolution is given by a CPTP map [see Eqs. (3), (4)], one might naively expect that the evolution obtained from the microscopically derived RE respects complete positivity. However, as we prove in the next subsection in generality, unless in extremely special cases, the RE violates complete positivity.

## A. Violation of complete positivity in Redfield equation

## 1. Choosing an operator Basis

As shown in Fig. 1, we consider only a part of the system is coupled to the bath. Let us denote $\mathcal{H}_{L}$ as the Hilbert space of that part of the system that couples to the bath, and let $\mathcal{H}_{M}$ be the Hilbert space of the remaining part of the system. In mathematical terms, this means that any operator $O_{M}$ in the Hilbert space $\mathcal{H}_{M}$ commutes with the system-bath coupling Hamiltonian $H_{S B}$,

$$
\begin{equation*}
\left[O_{M}, H_{S B}\right]=0 \tag{10}
\end{equation*}
$$

The system Hamiltonian can then be written as

$$
\begin{equation*}
H_{S}=H_{L}+H_{L M}+H_{M} \tag{11}
\end{equation*}
$$

where the Hamiltonian $H_{L}$ is in Hilbert space $\mathcal{H}_{L}$, the Hamiltonian $H_{M}$ is in Hilbert space $\mathcal{H}_{M}$, and $H_{L M}$ gives the coupling between the two Hilbert spaces. Note that we do not consider this coupling to be small.

Let the dimension of $\mathcal{H}_{L}$ and $\mathcal{H}_{M}$ be $d_{L}$ and $d_{M}$ respectively. Then, one can pick an orthonormal basis of operators $\left\{f_{i}\right\}$ and $\left\{g_{j}\right\}$ on $\mathcal{H}_{L}$ and $\mathcal{H}_{M}$ respectively, where $1 \leq i \leq d_{L}^{2}$ and $1 \leq j \leq d_{M}^{2}$, and where orthonormality is defined according to the Hilbert Schmidt inner product given by $\langle A, B\rangle=\operatorname{Tr}\left[A^{\dagger} B\right]$. One can always choose this basis such that $f_{d_{L}^{2}}=I_{L} / \sqrt{d_{L}}$ and $g_{d_{M}^{2}}=I_{M} / \sqrt{d_{M}}$, where $I_{M}$ and $I_{L}$ are the identity operators on those spaces. Such a basis is required by the GKSL theorem $[6,7,16,18]$. Taking the tensor product of these two basis, one can obtain an orthonormal basis $\left\{F_{k}\right\}=\left\{f_{i}\right\} \otimes\left\{g_{j}\right\}$ for operators on $\mathcal{H}_{S}$, with $F_{d_{L}^{2} d_{M}^{2}}=I_{S} / \sqrt{d}$, where $d=d_{L} d_{M}$ is the dimension of the system Hilbert space. Without loss of generality, the Lindblad equation [Eq. (1)] written in this basis is given by

$$
\begin{equation*}
\frac{\partial \rho}{\partial t}=i\left[\rho, H_{S}+H_{L S}\right]+\sum_{\alpha, \tilde{\alpha}=1}^{d^{2}-1} \Gamma_{\alpha \tilde{\alpha}}\left(F_{\tilde{\alpha}} \rho F_{\alpha}^{\dagger}-\frac{\left\{F_{\alpha}^{\dagger} F_{\tilde{\alpha}}, \rho\right\}}{2}\right), \tag{12}
\end{equation*}
$$

where complete positivity of $\rho$ is preserved iff $\Gamma$ is positive semidefinite [6, 7]. Eq. (12) can be turned into Eq. (1) by diagonalizing the matrix $\Gamma$.

The complete positivity of RE can be checked by taking the RE to the same form as Eq.(12) and checking if the corresponding $\Gamma$ is positive semidefinite. To do so,
let us relabel the indices so that $F_{i}=f_{i} \otimes I_{M} / \sqrt{d_{M}}$ for $1 \leq i \leq d_{L}^{2}-1$. This allows us to expand the system operators in Eq. (8) as,

$$
\begin{gather*}
S_{l}=\sum_{\alpha=1}^{d^{2}} a_{l \alpha} F_{\alpha}, \quad S_{l}^{\dagger}=\sum_{\alpha=1}^{d^{2}} a_{l \alpha}^{\prime} F_{\alpha}, \\
S_{l}^{(1)}=\sum_{\alpha=1}^{d^{2}} b_{l \alpha} F_{\alpha}, \quad S_{l}^{(1) \dagger}=\sum_{\alpha=1}^{d^{2}} b_{l \alpha}^{\prime} F_{\alpha},  \tag{13}\\
S_{l}^{(2)}=\sum_{\alpha=1}^{d^{2}} c_{l \alpha} F_{\alpha}, \quad S_{l}^{(2) \dagger}=\sum_{\alpha=1}^{d^{2}} c_{l \alpha}^{\prime} F_{\alpha},
\end{gather*}
$$

where $a_{l \alpha}=a_{l \alpha}^{\prime}=0, \forall \quad d_{L}^{2} \leq \alpha \leq d^{2}-1$ since $S_{l}$ and $S_{l}^{\dagger}$ are identity on $\mathcal{H}_{M}$. Substituting Eq. (13) into Eq. (8), we obtain

$$
\begin{align*}
& \frac{\partial \rho}{\partial t}=i\left[\rho, H_{S}\right]-\epsilon^{2} \sum_{l} \sum_{\alpha, \tilde{\alpha}=1}^{d^{2}}\left\{a _ { l \alpha } ^ { * } b _ { l \tilde { \alpha } } \left[F_{\alpha}^{\dagger}, F_{\tilde{\alpha} \rho]}\right.\right. \\
& +c_{l \alpha}^{\prime *} a_{l \tilde{\alpha}}^{\prime}\left[\rho F_{\alpha}^{\dagger}, F_{\tilde{\alpha}]}\right]+b_{l \alpha}^{*} a_{l \tilde{\alpha}}\left[\rho F_{\alpha}^{\dagger}, F_{\tilde{\alpha}}\right]+a_{l \alpha}^{\prime *} c_{l \tilde{\alpha}}^{\prime}\left[F_{\alpha}^{\dagger}, F_{\tilde{\alpha} \rho]} \rho\right\} \tag{14}
\end{align*}
$$

Using some straightforward algebra (see Appendix A), Eq. (14) can be simplified to

$$
\begin{equation*}
\frac{\partial \rho}{\partial t}=i\left[\rho, H_{S}+H_{L S}\right]+\sum_{\alpha, \tilde{\alpha}=1}^{d^{2}-1} \Gamma_{\alpha \tilde{\alpha}}\left(F_{\tilde{\alpha}} \rho F_{\alpha}^{\dagger}-\frac{\left\{F_{\alpha}^{\dagger} F_{\tilde{\alpha}}, \rho\right\}}{2}\right) \tag{15}
\end{equation*}
$$

where $\Gamma_{\alpha \tilde{\alpha}}$ is a $\left(d^{2}-1\right) \times\left(d^{2}-1\right)$ hermitian matrix given by

$$
\begin{equation*}
\Gamma_{\alpha \tilde{\alpha}}=\epsilon^{2} \sum_{l}\left(a_{l \alpha}^{*} b_{l \tilde{\alpha}}+c_{l \alpha}^{\prime *} a_{l \tilde{\alpha}}^{\prime}+b_{l \alpha}^{*} a_{l \tilde{\alpha}}+a_{l \alpha}^{\prime *} c_{l \tilde{\alpha}}^{\prime}\right) \tag{16}
\end{equation*}
$$

where $x^{*}$ in Eq. (16) denotes the complex conjugate of $x$, and the expression of $H_{L S}$ that appears in Eq. (15) can be found in Appendix A. Since Eq. (16) is of the form in Eq. (12), the condition for preserving complete positivity of $\rho$ is equivalent to $\Gamma$ being positive semidefinite.

## 2. The dissipator

Let us now look at $\Gamma_{\alpha \tilde{\alpha}}$ from Eq. (16). Recall from Sec. II A 1, that if $\alpha \geq d_{L}^{2}$, then $a_{l \alpha}=a_{l \alpha}^{\prime}=0$. Therefore, $\Gamma_{\alpha \tilde{\alpha}}=0$ when $\alpha, \tilde{\alpha} \geq d_{L}^{2}$, and has the following structure:

$$
\Gamma=\left[\begin{array}{c|c}
\Gamma_{\alpha, \tilde{\alpha}<d_{L}^{2}} & \Gamma_{\alpha<d_{L}^{2}, \tilde{\alpha} \geq d_{L}^{2}}  \tag{17}\\
\hline \Gamma_{\alpha \geq d_{L}^{2}, \tilde{\alpha}<d_{L}^{2}} & 0
\end{array}\right] .
$$

In general, the off-diagonal blocks $\Gamma_{\alpha<d_{L}^{2}, \tilde{\alpha} \geq d_{L}^{2}}$, and $\Gamma_{\alpha \geq d_{L}^{2}, \tilde{\alpha}<d_{L}^{2}}$ will not be identically zero. The RE will preserve complete positivity if and only if the matrix $\Gamma$ is positive semidefinite. To move forward we will require the following Lemma concerning positive semidefinite matrices.

Lemma 1 Let $M$ be any positive semidefinite matrix, such that $M_{j j}=0$. Then, $\forall i$ it must be the case that $M_{i j}=M_{j i}=0$. Thus, if a positive semidefinite matrix has a zero as its $j$ th diagonal element, then the entire $j$ th row and jth column must consist of zeros.
Proof : For a matrix $M$ to be positive semidefinite, it is necessary that every $2 \times 2$ matrix ( $M^{\prime}$ ) of the form

$$
M^{\prime}=\left[\begin{array}{l|l}
M_{i i} & M_{i j}  \tag{18}\\
\hline M_{j i} & M_{j j}
\end{array}\right]
$$

is positive semidefinite. Otherwise there would exist a vector $\left|v^{\prime}\right\rangle$ such that $\left\langle v^{\prime}\right| M^{\prime}\left|v^{\prime}\right\rangle<0$. Then, there would exist a vector $|v\rangle$ which is non-zero only on the $i$ th and $j$ th entries, such that $\langle v| M|v\rangle=\left\langle v^{\prime}\right| M^{\prime}\left|v^{\prime}\right\rangle<0$. If $M_{j j}=0$, the eigenvalues of $M^{\prime}$ are given by solving the characteristic equation: $\lambda^{2}-M_{i i} \lambda-M_{i j} M_{j i}=0$. Since $M$ is hermitian, for both eigenvalues to be non-negative, it must be the case that $M_{i j}=M_{j i}=0$.

Applying Lemma 1 to Eq. (17), we find that $\Gamma$ can be positive semidefinite only if the off-diagonal blocks $\Gamma_{\alpha<d_{L}^{2}, \tilde{\alpha} \geq d_{L}^{2}}$ and $\Gamma_{\alpha \geq d_{L}^{2}, \tilde{\alpha}<d_{L}^{2}}$ are zero. Since this is not generically true for $\overline{\mathrm{RE}}$, we have shown that the RE equation for any generic setup where the bath only couples to a part of the system violates complete positivity. An important exception here are situations where the RE happens to be such that the off-diagonal blocks in $\Gamma$ are identically zero. In such cases, the RE dissipator consists of operators of the form $f_{i} \otimes I_{M} / \sqrt{d_{M}}$, and acts only the part of the system connected to the bath. However, such situations can be expected to arise in only some extremely special cases. Even in such situations, RE may or may not preserve complete positivity, depending on $\Gamma_{\alpha<d_{L}^{2}, \tilde{\alpha}<d_{L}^{2}}$. Thus we have rigorously shown that for setups where the bath couples to only a part of the system, the RE will violate complete positivity unless its dissipator is "local" and acts only on the part of the system that is connected to the bath. We also see from Eq. (16), that both the positive and negative eigenvalues of the $\Gamma$ matrix can be the same order in system-bath coupling, i.e $O\left(\epsilon^{2}\right)$.

We stress that although it is known that RE does not conserve complete positivity, most previous works show this via specific examples (for instance, [26, 27, 32, 35]). A model-independent proof that RE generically violates complete positivity can be found in Ref. [33], for the case where the system-bath coupling consists of a single term of the form $H_{S B}=\epsilon S B$, which is not the most general form of system-bath coupling. Our proof is completely general, and highlights the role of locality of the systembath coupling and the Redfield dissipator, which Ref. [33] does not.

In Appendix B, we give a concrete example of a twoqubit XXZ system with the first qubit connected to the bath. We indeed find that the matrix $\Gamma$ for this specific example has the expected structure from Eq. (17), and negative eigenvalues.

A natural question that arises, is how one could recover complete positivity of RE via a suitable approximation to
the RE. In order to recover complete positivity, one must change $\Gamma_{\alpha \tilde{\alpha}}$ to some $\widetilde{\Gamma}_{\alpha \tilde{\alpha}}$ that is positive semidefinite. By the above discussion, for any $\tilde{\alpha} \geq d_{L}^{2}$, this will require either (i) making $\widetilde{\Gamma}_{\alpha \alpha}>0, \forall \alpha>d_{L}^{2}$ or (ii) making $\widetilde{\Gamma}_{\alpha \tilde{\alpha}}=$ $0 \forall \alpha<d_{L}^{2}$. We will see in the next section (Sec. III) that any equation with (i), will violate local conservation laws.

## III. LINDBLAD DESCRIPTIONS OBEYING LOCAL CONSERVATION LAWS

## A. Local conservation laws

Let us make precise what we mean by preservation of local conservation laws. For our setup, since the bath only acts on $\mathcal{H}_{L}$ part of the system, any operator on $\mathcal{H}_{M}$ commutes with the system-bath coupling Hamiltonian $H_{S B}$ (see Eq. (10), Fig. 1). So, writing down the Heisenberg equation of motion with respect to the full Hamiltonian $H$ [Eq. (2)], and using Eq. (10), we see that the dynamical equation for the expectation value of any observable $O_{M}$ on $\mathcal{H}_{M}$ is given by

$$
\begin{equation*}
\frac{d}{d t}\left\langle I_{L} \otimes O_{M}\right\rangle=-i\left\langle\left[I_{L} \otimes O_{M}, H_{S}\right]\right\rangle \tag{19}
\end{equation*}
$$

where $\langle X\rangle=\operatorname{Tr}[X \rho]$. Any effective QME obtained by integrating out the bath should satisfy this property. We call QMEs satisfying this property as ones preserving local conservation laws. The justification for this name becomes clear if we look at an operator in $\mathcal{H}_{M}$ that would remain conserved if there is coupling with $\mathcal{H}_{L}$, i.e, if $H_{L M}$ in Eq.(11) is zero. One such operator is the Hamiltonian $H_{M}$. The dynamical equation for expectation value of $H_{M}$ gives the energy continuity equation

$$
\begin{equation*}
\frac{d}{d t}\left\langle H_{M}\right\rangle=J_{L \rightarrow M}, \quad J_{L \rightarrow M}=-i\left\langle\left[H_{M}, H_{L M}\right]\right\rangle \tag{20}
\end{equation*}
$$

Here, $J_{L \rightarrow M}$ can be interpreted as the energy current from the region $L$ to the region $M$ (see Fig. 1). In steady state, the rate of change of any system operator is zero. From above equation, this gives, $J_{L \rightarrow M}=0$ in steady state. Thus, steady state energy current inside the system is zero. This is a statement of local conservation of energy and is one of the fundamental physical requirements for a system coupled to a single bath that follows from the more general requirement Eq. (19).

Importantly, the RE, i.e, Eq. (5), can be shown to satisfy Eq. (19) [23] and thereby preserves local conservation laws. We can write any QME to leading order in system bath coupling as

$$
\begin{equation*}
\frac{\partial \rho}{\partial t}=\mathcal{L}_{0}(\rho)+\epsilon^{2} \mathcal{L}_{2}(\rho) \tag{21}
\end{equation*}
$$

where $\mathcal{L}_{0}(\rho)=i\left[\rho, H_{S}\right]$ and $\mathcal{L}_{2}(\rho)$ contains both the dissipator and the Lamb-shift Hamiltonian. Computing the left hand size of Eq. (19) using Eq. (21), and comparing with the right hand size of Eq. (19), we obtain [23],

$$
\begin{equation*}
\operatorname{Tr}\left[\left(I_{M} \otimes O_{M}\right) \mathcal{L}_{2}(\rho)\right]=0 \tag{22}
\end{equation*}
$$

This is a necessary condition for satisfying local conservation laws. If we now further restrict the QME to be of Lindblad form, i.e, of the form Eq. (1), thereby respecting complete positivity, we obtain the following theorem.

Theorem 2 Any QME of Lindblad form Eq. (1) (thereby satisfying complete positivity) that also satisfies local conservation laws must have the Lindblad operators and the Lamb-shift Hamiltonian acting only on the part of the system connected to the bath. That is, $L_{\lambda}=L_{\lambda}^{L} \otimes I_{M}$, $H_{L S}=H_{L S}^{L} \otimes I_{M}$, where $L_{\lambda}^{L}, H_{L S}^{L}$ act only on the Hilbert space $\mathcal{H}_{L}$ which is coupled to the bath by system-bath coupling Hamiltonian $H_{S B}$, and $I_{M}$ is the identity on the remaining of the system Hilbert space $\mathcal{H}_{M}$.

In the next subsection, we give the proof of this theorem.

## B. Proof of theorem 2

We start by writing the most general Lindblad equation in the basis of Sec. II A 1,

$$
\begin{equation*}
\frac{\partial \rho}{\partial t}=i\left[\rho, H_{S}+\widetilde{H}_{L S}\right]+\sum_{\alpha, \tilde{\alpha}=1}^{d^{2}-1} \widetilde{\Gamma}_{\alpha \tilde{\alpha}}\left(F_{\tilde{\alpha}} \rho F_{\alpha}^{\dagger}-\frac{\left\{F_{\alpha}^{\dagger} F_{\tilde{\alpha}}, \rho\right\}}{2}\right) \tag{23}
\end{equation*}
$$

where $\widetilde{H}_{L S}$ is some Lamb shift Hamiltonian, and $\widetilde{\Gamma}$ is a positive semidefinite matrix. As mentioned before, this form can be reduced to the form of Eq.(1) by transforming to a basis where matrix $\widetilde{\Gamma}$ is diagonal. So, it suffices to work with this form. Since $F_{i}=f_{i} \otimes I_{M}$ for $1 \leq i<d_{L}^{2}$, the condition for the Lindblad operators to act only on $\mathcal{H}_{L}$ then translates to the matrix $\widetilde{\Gamma}$ being of the form

$$
\widetilde{\Gamma}=\left[\begin{array}{c|c}
\widetilde{\Gamma}_{\alpha, \tilde{\alpha}<d_{L}^{2}} & 0  \tag{24}\\
\hline 0 & 0
\end{array}\right]
$$

In the following we prove that in order to preserve local conservation laws the matrix $\widetilde{\Gamma}$ must be of this form.

## 1. The restriction on $\widetilde{\Gamma}$

Writing down the evolution of any observable $I_{L} \otimes O_{M}$ for Eq. (23), we have

$$
\begin{align*}
& \frac{d\left\langle I_{L} \otimes O_{M}\right\rangle}{d t}=-i\left\langle\left[I_{L} \otimes O_{M}, H_{S}\right]\right\rangle-i\left\langle\left[I_{L} \otimes O_{M}, \widetilde{H}_{L S}\right]\right\rangle \\
& +\sum_{\alpha=1}^{d_{L}^{2}-1} \sum_{\tilde{\alpha}=d_{L}^{2}}^{d^{2}-1} \frac{\widetilde{\Gamma}_{\alpha \tilde{\alpha}}}{2}\left\langle\left[I_{L} \otimes O_{M}, F_{\alpha}^{\dagger} F_{\tilde{\alpha}}\right]\right\rangle \\
& +\sum_{\alpha=d_{L}^{2}}^{d^{2}-1} \sum_{\tilde{\alpha}=1}^{d_{L}^{2}-1} \frac{\widetilde{\Gamma}_{\alpha \tilde{\alpha}}}{2}\left\langle\left[F_{\alpha}^{\dagger} F_{\tilde{\alpha}}, I_{L} \otimes O_{M}\right]\right\rangle \\
& +\sum_{\alpha, \tilde{\alpha}=d_{L}^{2}}^{d^{2}-1}\left(\widetilde { \Gamma } _ { \alpha \tilde { \alpha } } \left(\left\langle F_{\alpha}^{\dagger}\left(I_{L} \otimes O_{M}\right) F_{\tilde{\alpha}}\right\rangle-\frac{1}{2}\left\langle\left(I_{L} \otimes O_{M}\right) F_{\alpha}^{\dagger} F_{\tilde{\alpha}}\right\rangle\right.\right. \\
& \left.-\frac{1}{2}\left\langle F_{\alpha}^{\dagger} F_{\tilde{\alpha}}\left(I_{L} \otimes O_{M}\right)\right\rangle\right) \tag{25}
\end{align*}
$$

where $\langle X\rangle$ denotes the expectation value of $X$ given by $\operatorname{Tr}[X \rho]$, and we use the fact that $\left[F_{i}, I_{L} \otimes O_{M}\right]=0$ when $i<d_{L}^{2}$. We can combine all commutators in above equation into a single commutator with an effective Lambshift like Hamiltonian, which we denote $\widetilde{H}_{L S}^{(2)}$. This gives $\frac{d\left\langle I_{L} \otimes O_{M}\right\rangle}{d t}=-i\left\langle\left[I_{L} \otimes O_{M}, H_{S}+\widetilde{H}_{L S}^{(2)}\right]\right\rangle$
$+\sum_{\alpha, \tilde{\alpha}=d_{L}^{2}}^{d^{2}-1} \widetilde{\Gamma}_{\alpha \tilde{\alpha}}\left(\left\langle F_{\alpha}^{\dagger}\left(I_{L} \otimes O_{M}\right) F_{\tilde{\alpha}}\right\rangle-\frac{1}{2}\left\langle\left(I_{L} \otimes O_{M}\right) F_{\alpha}^{\dagger} F_{\tilde{\alpha}}\right\rangle\right.$ $\left.-\frac{1}{2}\left\langle F_{\alpha}^{\dagger} F_{\tilde{\alpha}}\left(I_{L} \otimes O_{M}\right)\right\rangle\right)$
where $\widetilde{H}_{L S}^{(2)}$ is some hermitian operator. Comparing with Eq. (19), and noting that $\operatorname{Tr}[M \rho]=0 \quad \forall \rho$ implies $M=$ 0, we obtain the condition for satisfying Eq. (19) as

$$
\begin{align*}
&-i\left[I_{L} \otimes O_{M}, \widetilde{H}_{L S}^{(2)}\right]+\sum_{\alpha, \tilde{\alpha}=d_{L}^{2}}^{d^{2}-1} \widetilde{\Gamma}_{\alpha \tilde{\alpha}}\left(F_{\alpha}^{\dagger}\left(I_{L} \otimes O_{M}\right) F_{\tilde{\alpha}}\right. \\
&\left.-\frac{1}{2}\left(I_{L} \otimes O_{M}\right) F_{\alpha}^{\dagger} F_{\tilde{\alpha}}-\frac{1}{2} F_{\alpha}^{\dagger} F_{\tilde{\alpha}}\left(I_{L} \otimes O_{M}\right)\right)=0 \\
& \forall O_{M} \tag{27}
\end{align*}
$$

We will now relabel the indices $\alpha, \tilde{\alpha}$ for the sake of convenience. Recall from Sec. II A 1, that $\alpha, \tilde{\alpha}$ which appear in the above expression can be equivalently written as $\alpha \rightarrow\left(\alpha_{L}, \alpha_{M}\right), \tilde{\alpha} \rightarrow\left(\tilde{\alpha}_{L}, \tilde{\alpha}_{M}\right)$, and vice-versa, where $F_{\alpha}=f_{\alpha_{L}} \otimes g_{\alpha_{M}}$. Therefore, $\sum_{\alpha=1}^{d^{2}-1}$ is equivalent to $\sum_{\alpha_{M}=1}^{d_{M}^{2}-1} \sum_{\alpha_{L}=1}^{d_{L}^{2}}$. We can also expand $\widetilde{H}_{L S}^{(2)}$ as

$$
\begin{equation*}
\widetilde{H}_{L S}^{(2)}=\sum_{\alpha=1}^{d^{2}} \nu_{\alpha} F_{\alpha}=\sum_{\alpha_{L}=1}^{d_{L}^{2}} \sum_{\alpha_{M}=1}^{d_{M}^{2}} \nu_{\alpha_{L}, \alpha_{M}}\left(f_{\alpha_{L}} \otimes g_{\alpha_{M}}\right) \tag{28}
\end{equation*}
$$

This basis aids in taking a partial trace over the $L$ part of the system. Performing this partial trace and using the
orthonormality of $f_{i}$ operators, we can rewrite Eq. (27) as

$$
\begin{array}{r}
-i \sum_{\alpha_{M}=1}^{d_{M}^{2}} \nu_{d_{L}^{2}, \alpha_{M}}\left[O_{M}, g_{\alpha_{M}}\right]+\sum_{\alpha_{M}, \tilde{\alpha}_{M}=1}^{d_{M}^{2}-1} \tilde{\Lambda}_{\alpha_{M}, \tilde{\alpha}_{M}} \\
\left(g_{\alpha_{M}}^{\dagger} O_{M} g_{\tilde{\alpha}_{M}}-\frac{1}{2} O_{M} g_{\alpha_{M}}^{\dagger} g_{\tilde{\alpha}_{M}}-\frac{1}{2} g_{\alpha_{M}}^{\dagger} g_{\tilde{\alpha}_{M}} O_{M}\right)=0 \\
\forall O_{M} . \tag{29}
\end{array}
$$

where

$$
\begin{equation*}
\widetilde{\Lambda}_{\alpha_{M}, \tilde{\alpha}_{M}}=\sum_{\alpha_{L}, \tilde{\alpha}_{L}=1}^{d_{L}^{2}} \delta_{\alpha_{L}, \tilde{\alpha}_{L}} \widetilde{\Gamma}_{\left(\alpha_{L}, \alpha_{M}\right),\left(\tilde{\alpha}_{L}, \tilde{\alpha}_{M}\right)} \tag{30}
\end{equation*}
$$

We show in Appendix C that Eq. (29) implies

$$
\begin{equation*}
\sum_{\alpha_{M}=1}^{d_{M}^{2}-1} \widetilde{\Lambda}_{\alpha_{M}, \alpha_{M}}=\sum_{\alpha_{M}=1}^{d_{M}^{2}-1} \sum_{\alpha_{L}=1}^{d_{L}^{2}} \widetilde{\Gamma}_{\left(\alpha_{L}, \alpha_{M}\right),\left(\alpha_{L}, \alpha_{M}\right)}=0 \tag{31}
\end{equation*}
$$

Since we require $\widetilde{\Gamma}$ to be positive semidefinite, it cannot have negative values on the diagonal. Therefore, Eq. (31) implies $\widetilde{\Gamma}_{\left(\alpha_{L}, \alpha_{M}\right),\left(\alpha_{L}, \alpha_{M}\right)}=0$ for $1 \leq \alpha_{L} \leq d_{L}^{2}$ and $1 \leq$ $\alpha_{M} \leq d_{M}^{2}-1$. Equivalently, $\widetilde{\Gamma}_{\alpha \alpha}=0$ for $\alpha \geq d_{L}^{2}$. Applying Lemma 1 to this case, we see that $\widetilde{\Gamma}_{\alpha, \tilde{\alpha}}$ can be non-zero only when both $\alpha, \tilde{\alpha}<d_{L}^{2}$, and therefore $\widetilde{\Gamma}$ is a matrix of the form in Eq. (24). This concludes the first part of the proof.

## 2. The restriction on $\widetilde{H}_{L S}$

Given this structure for $\widetilde{\Gamma}$ from Eq. (24), we now investigate the restrictions on the Lamb shift Hamiltonian $\widetilde{H}_{L S}$. Since $\widetilde{\Gamma}$ has to obey Eq. (24), we find that $\widetilde{H}_{L S}=\widetilde{H}_{L S}^{(2)}=\sum_{\alpha_{L}, \alpha_{M}} \nu_{\alpha_{L}, \alpha_{M}}\left(f_{\alpha_{L}} \otimes g_{\alpha_{M}}\right)$ in Eq. (27). Then, our condition for satisfying local conservation laws from Eq. (27) is given by,

$$
\begin{equation*}
-i \sum_{\alpha_{L}=1}^{d_{L}^{2}} \sum_{\alpha_{M}=1}^{d_{M}^{2}} \nu_{\alpha_{L}, \alpha_{M}}\left[I_{L} \otimes O_{M},\left(f_{\alpha_{L}} \otimes g_{\alpha_{M}}\right)\right]=0 \quad \forall O_{M} \tag{32}
\end{equation*}
$$

which further implies

$$
\begin{equation*}
-i \sum_{\alpha_{L}=1}^{d_{L}^{2}} \sum_{\alpha_{M}=1}^{d_{M}^{2}} \nu_{\alpha_{L}, \alpha_{M}} f_{\alpha_{L}} \otimes\left[O_{M}, g_{\alpha_{M}}\right]=0 \quad \forall O_{M} \tag{33}
\end{equation*}
$$

Multiplying both sides by $f_{\alpha_{L}}^{\dagger} \otimes I_{M}$, and tracing out the $L$ part of the system, we obtain

$$
\begin{equation*}
-i \sum_{\alpha_{M}=1}^{d_{M}^{2}} \nu_{\alpha_{L}, \alpha_{M}}\left[O_{M}, g_{\alpha_{M}}\right]=0 \quad \forall \alpha_{L}, O_{M} \tag{34}
\end{equation*}
$$

This can happen only if

$$
\begin{equation*}
\sum_{\alpha_{M}=1}^{d_{M}^{2}} \nu_{\alpha_{L}, \alpha_{M}} g_{\alpha_{M}} \propto I_{M} \quad \forall \alpha_{L} \tag{35}
\end{equation*}
$$

Using Eq. (35) in Eq. (28), and recalling that $\widetilde{H}_{L S}=$ $\widetilde{H}_{L S}^{(2)}$, we obtain $\widetilde{H}_{L S}=\widetilde{H}_{L S}^{(L)} \otimes I_{M}$. This concludes the second part of the proof.

## C. Remarks on Theorem 2

Theorem 2 says that for a QME to preserve complete positivity and obey local conservation laws, both the Lamb shift Hamitonian and the dissipator must only act on the part of the system connected to the bath. Such a Lindblad equation is often termed a 'local Lindblad equation'. Theorem 2 thus says that only local Lindblad equations are consistent with local conservation laws. The RE preserves local conservation laws without having a local dissipator, but it does so at the cost of losing complete positivity. Any global form of Lindblad equation, like the eigenbasis Lindblad equation $[6,8]$ and the universal Lindblad Equation [34], violates local conservation laws, while preserving complete positivity. One main reason such global forms of Lindblad equations are often derived under various approximations is that they can be proven to show thermalization. However, general statements related to thermalization in local Lindblad equations are usually difficult to make. In the next section, we discuss a numerical technique which allows to study whether, in a given set-up, a QME consistent with Theorem 2 is possible such that it also shows thermalization.

## IV. ON THE POSSIBILITY OF THERMALIZATION WITH LOCAL DISSIPATORS

## A. Condition for satisfying thermalization

We start by making precise what we mean by thermalization. Going back to the form of the QME in Eq. (21), the setup is said to show thermalization if

$$
\begin{equation*}
\lim _{\epsilon \rightarrow 0}\left(\lim _{t \rightarrow \infty} e^{t\left(\mathcal{L}_{0}+\epsilon^{2} \mathcal{L}_{2}\right)} \rho(0)\right)=\rho_{t h}, \quad \rho_{t h}=\frac{e^{-\beta H_{S}}}{\operatorname{Tr}\left[e^{-\beta H_{S}}\right]} \tag{36}
\end{equation*}
$$

irrespective of the initial state of the system $\rho(0)$. Physically, it means that if the system is weakly coupled to a thermal bath for a long time, and then the systembath coupling is slowly switched-off, the state of the system will be the Gibbs state at the temperature of the bath, irrespective of the system's initial state. If there is no explicit time-dependence in the Hamiltonian, as in Eq. (2), this statement can be proven starting with the
initial state of the full set-up in Eq. (3), and assuming that the steady state is unique [23]. Given a QME of the form in Eq.(21), in Ref. [23], we showed that the following condition needs to be satisfied in order to guarantee thermalization,

$$
\begin{equation*}
\left\langle E_{i}\right| \mathcal{L}_{2}\left(\rho_{t h}\right)\left|E_{i}\right\rangle=0 \quad \forall i \tag{37}
\end{equation*}
$$

where $\left|E_{i}\right\rangle$ is the eigenvector of the system Hamiltonian $H_{S}$ with eigenvalue $E_{i}$. The derivation of this condition can also be found in Appendix D. Given a system Hamiltonian $H_{S}$, the inverse temperature $\beta$ of the bath and a partition of the system Hilbert space into the part $\mathcal{H}_{L}$ which is attached to a bath and the remainder of Hilbert space $H_{M}$ (see Fig.1), we would like to find a QME respecting the restrictions in theorem 2 and satisfying Eq.(37). As we will see later by example, such a QME is not guaranteed to be possible. In the next subsection, we provide a numerical way to conclusively check if such a QME is possible in a given setup.

## B. The thermalization optimization problem

For the setup shown in Fig. 1, the most general form of QME respecting the restrictions in theorem 2 for satisfying complete positivity and local conservation laws is

$$
\begin{align*}
& \frac{\partial \rho}{\partial t}=i\left[\rho, H_{S}+\epsilon^{2} H_{L S}^{(L)} \otimes I_{M}\right]+\epsilon^{2} \sum_{\alpha_{L}, \tilde{\alpha}_{L}=1}^{d_{L}^{2}-1} \Gamma_{\alpha_{L}, \tilde{\alpha}_{L}}^{(L)} \\
& \left(\left(f_{\tilde{\alpha}_{L}} \otimes I_{M}\right) \rho\left(f_{\alpha_{L}} \otimes I_{M}\right)^{\dagger}\right.  \tag{38}\\
& \left.-\frac{\left\{\left(f_{\alpha_{L}} \otimes I_{M}\right)^{\dagger}\left(f_{\tilde{\alpha}_{L}} \otimes I_{M}\right), \rho\right\}}{2}\right) .
\end{align*}
$$

Here $H_{L S}^{(L)}$ is a Lamb shift Hamiltonian that acts on the $\mathcal{H}_{L}$ part of the system, $\Gamma^{(L)}$ is $\left(d_{L}^{2}-1\right) \otimes\left(d_{L}^{2}-1\right)$ matrix that must be positive semidefinite, $d_{L}$ is the dimension of the Hilbert space $\mathcal{H}_{L}$ that is directly coupled with the bath. We include the factor of $\epsilon^{2}$ in front of $\Gamma^{(L)}$ and $H_{L S}^{(L)}$ explicitly. The system Hamiltonian $H_{S}$ and the Hilbert space $\mathcal{H}_{L}$ are assumed to be given. The task is then to find $H_{L S}^{(L)}$ and $\Gamma^{(L)}$, such that Eq.(37) is satisfied to a given precision, for a given inverse temperature $\beta$. To this end, we introduce the quantity

$$
\begin{equation*}
\left.\tau=\sum_{i}\left|\left\langle E_{i}\right| \mathcal{L}_{2}\left(\rho_{t h}\right)\right| E_{i}\right\rangle \mid \tag{39}
\end{equation*}
$$

where $\mathcal{L}_{2}$ consist of all terms in Eq. (38) which are multiplied by $\epsilon^{2}$, i.e all terms except the commutator with the system Hamiltonian. Then, we can cast the task in terms of an optimization problem given by :

$$
\begin{align*}
\operatorname{minimize}: & \tau \text { by varying } H_{L S}^{(L)}, \Gamma^{(L)}, \\
\text { subject to : } & H_{L S}^{(L)} \text { is hermitian, }  \tag{40}\\
& \operatorname{Tr}\left(\Gamma^{(L)}\right)=1, \quad \Gamma^{(L)} \geq 0
\end{align*}
$$

where we use $\Gamma^{(L)} \geq 0$ to denote $\Gamma^{(L)}$ being positive semidefinite. The condition $\operatorname{Tr}\left(\Gamma^{(L)}\right)=1$ is imposed to avoid the trivial solution $H_{L S}^{(L)}, \Gamma^{(L)}=0$, which trivially gives the global minimum $\tau=0$. Since we want $\Gamma^{(L)}$ to be a non-zero positive semi-definite matrix, it must have a positive trace. We have fixed that trace to one in some arbitrarily chosen energy unit. This does not cause loss of generality since the strength of system-bath coupling is explicitly governed by $\epsilon^{2}$ in Eq.(38). We call the optimization problem in Eq. (40) the "thermalization optimization problem"(TOP). Let $\tau_{o p t}$ be the optimal value obtained from solving TOP. Given a tolerance $\delta$,
if $\tau_{o p t}<\delta, \quad$ the desired QME is possible, else, the desired QME is impossible,
up to the precision $\delta$.
Most interestingly, we find that the TOP in Eq. (40) can be written as a SDP. The background and theoretical framework of SDP is discussed in Appendix E 1. The TOP is proven to be a SDP in Appendix E 2. In particular, any choice of $H_{L S}^{(L)}$ and $\Gamma^{(L)}$ in Eq. (40) can be used to obtain an upper bound on $\tau_{o p t}$. Then, the theoretical framework of SDP can be used to construct a "dual" problem to the optimization problem in Eq. (40). This dual problem can then be used to obtain a lower bound on $\tau_{\text {opt }}$. If the lower bound and upper bound match, then this guarantees that one has found the global optimal value of $\tau$. Our above described approach is transparent, and simple to use, since the optimization problem in Eq. (40) can be directly put into standard packages for disciplined convex optimization like the CVX MATLAB package [36]. In particular, CVX itself automatically constructs the dual problem, outputs $\tau_{o p t}$, and gives one choice of $H_{L S}^{(L)}$, and $\Gamma^{(L)}$ which yields the output value of $\tau_{o p t}$. Thus, if $\tau_{o p t}<\delta$, it not only says that the desired type of QME is possible but also it outputs one possible candidate for such a QME. If $\tau_{o p t} \geq \delta$, the desired type of QME is impossible.

We would like to point out here that, in a microscopic derivation, given the temperature of the baths, $H_{L S}^{(L)}$ and $\Gamma^{(L)}$ would depend only on the bath spectral functions and system-bath coupling Hamiltonian. So, the TOP can be thought of as varying over all possible bath spectral functions and system-bath coupling Hamiltonians to find $\tau_{o p t}$. Thus, if $\tau_{o p t} \geq \delta$, we can conclusively say that, for the chosen system parameters and temperature, under no choice of bath spectral function and system-bath coupling Hamiltonian, can a Markovian QME be derived which simultaneously satisfies complete positivity, local conservation laws and shows thermalization up to the chosen precision. In the next subsection, we look at the TOP in an open XXZ qubit chain.


FIG. 2. $\tau_{o p t}$ vs $g$, for $N_{L}=1$, with $\omega_{0}^{(\ell)}=1, \Delta_{\ell}=1, \beta=1$ and $g_{\ell}=g$ for all $\ell$. The tolerance chosen is $\delta=10^{-6}$. We find that $\tau_{o p t} \gg \delta$, conclusively showing that, for such setups, no QME can simultaneously preserve complete positivity, obey local conservation laws, and show thermalization up to the precision set by the tolerance.

## C. Open XXZ qubit chain as an example

We study the possibility of having a Lindblad description satisfying local conservation laws and showing thermalization in an open XXZ qubit chain system with some of the qubits attached to baths. The system Hamiltonian for this setup is given by

$$
\begin{align*}
H_{S}=\sum_{\ell=1}^{N} \frac{\omega_{0}^{(\ell)}}{2} \sigma_{z}^{(\ell)}-\sum_{\ell=1}^{N-1} g_{\ell}( & \sigma_{x}^{(\ell)} \sigma_{x}^{(\ell+1)}+\sigma_{y}^{(\ell)} \sigma_{y}^{(\ell+1)} \\
& \left.+\Delta_{\ell} \sigma_{z}^{(\ell)} \sigma_{z}^{(\ell+1)}\right) \tag{42}
\end{align*}
$$

where $\sigma_{x, y, z}^{(\ell)}$ denotes the Pauli matrices acting on the $\ell^{\text {th }}$ qubit, and $\omega_{0}^{(\ell)}, g_{\ell}$, and $g_{\ell} \Delta_{\ell}$ represent the magnetic field, the overall qubit-qubit coupling strength and the anisotropy respectively. The first $N_{L}$ qubits are attached to a bath, while the remaining $N_{M}=N-N_{L}$ qubits are not attached to any bath. We use the formalism of Sec. IV B to investigate thermalization in this set-up for various values of $N_{L}$ and $N_{M}$. In order to do so, we first need to construct the basis for operators in Hilbert space of the first $N_{L}$ qubits, so that the most general form of the desired QME can be written as in Eq. (38). For the $\ell$ th qubit, we choose the basis $\left\{-\sigma_{z}^{(\ell)} / \sqrt{2}, \sigma_{+}^{(\ell)}, \sigma_{-}^{(\ell)}, I_{2}^{(\ell)} / \sqrt{2}\right\}$, where $\sigma_{+}^{(\ell)}=\left(\sigma_{x}^{(\ell)}+\right.$ $\left.i \sigma_{y}^{(\ell)}\right) / 2, \sigma_{-}^{(\ell)}=\left(\sigma_{x}^{(\ell)}-i \sigma_{y}^{(\ell)}\right) / 2$, and $I_{2}^{(\ell)}$ is the identity operator for the qubit Hilbert space. The basis for the first $N_{L}$ qubits is obtained by direct product of the basis of each of the qubits. We construct the TOP [Eq.(40)] in this basis, which we then directly input in the CVX MATLAB package to obtain $\tau_{o p t}$. We set an ad-hoc value of the tolerance $\delta=10^{-6}$ [see Eq.(41)]. In a typical calculation from a weak system-bath coupling QME, usually the error due to neglecting higher order terms would be larger than such a low value of tolerance.


FIG. 3. $\tau_{\text {opt }}$ vs $\beta$, for $N_{L}=1$, with $\omega_{0}^{(\ell)}=1, \Delta_{\ell}=1$, $g_{\ell}=0.1$ for all $\ell$. The tolerance chosen is $\delta=10^{-6}$, and is plotted as the dashed horizontal line. We find that $\tau_{o p t} \gg \delta$, indicating that, for such setups, it is not possible to have a QME simultaneously preserving complete positivity, obeying local conservation laws, and showing thermalization up to the precision set by the tolerance.

## 1. Single qubit attached to bath

First we consider the case where the first qubit of the chain is coupled to a bath, so, $N_{L}=1$. In Fig. (2), we plot $\tau_{\text {opt }}$ vs $g$ for $N_{M}=1,2,3$, fixing $\omega_{0}^{(\ell)}=1, \Delta_{\ell}=1$ for all $\ell$ and $\beta=1$. We find that $\tau_{\text {opt }} \gg \delta$ when $N_{L}=1$, and $N_{M}=1,2,3$. Thus, no Markovian QME can simultaneously preserve complete positivity, obey local conservation laws, and satisfy thermalization for such setups in the chosen range of parameters. This explicit example also directly rules out the possibility of having a general form of Markovian QME that is guaranteed to meet all the fundamental requirements. We see from Fig. (2) that $\tau_{o p t}$ increases with $g$. This is consistent with previous results showing that such local Lindblad equations become a good description when the coupling between the system qubits are weak. Additionally, we see that for a given value of $g, \tau_{\text {opt }}$ decreases as $N_{M}$ increases. This, interestingly, seems to indicate that for long chains, local Lindblad with dissipator acting on only one qubit might be able to describe the thermal state up to a reasonably good precision. However, more detailed studies are required to make any conclusive statement in this direction.

Intuitively, memory effects, and hence Markovianity of open system dynamics, depend on temperature. So, we might expect that at a different temperature, $\tau_{o p t}$ might be smaller than $\delta$. In Fig. (3), we plot $\tau_{\text {opt }}$ vs $\beta$ for $N_{L}=1$, fixing $\omega_{0}^{(\ell)}=1, \Delta_{\ell}=1, g_{\ell}=0.1$ for all $\ell$. We find that $\tau_{o p t} \gg \delta$, for almost the entire range of $\beta$ chosen, showing that for these parameters, no Markovian QME can simultaneously preserve complete positivity, obey local conservation laws, and satisfy thermalization. But, we see some interesting features. Firstly, as before, we see that $\tau_{o p t}$ decreases as $N_{M}$ increases. Secondly, we see that $\tau_{\text {opt }}$ varies non-monotonically with $\beta$. At very low temperatures, $\tau_{o p t}$ decreases tends to decay below $\delta$. In


FIG. 4. $\tau_{o p t}$ vs $g$, for $N_{L}=2$, with $\omega_{0}^{(\ell)}=1, \Delta_{\ell}=1, g_{\ell}=g$ for all $\ell$ and $\beta=1$. The tolerance chosen is $\delta=10^{-6}$, and is plotted as the dashed horizontal line. We find that $\tau_{\text {opt }} \ll \delta$ for smaller values of $g$, indicating that, for such setups, it is possible to have a QME simultaneously preserving complete positivity, obeying local conservation laws, and showing thermalization up to the precision set by the tolerance.

Fig. (3), for $N_{M}=4$ and $\beta=10, \tau_{o p t}<\delta$. At high temperatures also, $\tau_{o p t}$ decreases. This suggests that at very low and very high temperatures, it is possible to obtain a local Lindblad equation that shows thermalization. That this is indeed true can be checked independently. At such extremes of temperatures, for at least some choices of baths and system-bath couplings, local Linblad equations can be microscopically derived [37, 38]. This explains the non-monotonic dependence of $\tau_{o p t}$ on $\beta$. Since very high and very low temperatures can allow for a local Lindblad description, it is then intuitive that departure from such behavior is maximum when $\beta$ is of the order of system time scales. Indeed it is close to such values of $\beta$, i.e, $\beta \sim \omega_{0}^{(\ell)}=1$, that the highest value of $\tau_{\text {opt }}$ is seen in Fig. (3).

We would like to point out here that, $\tau_{\text {opt }} \geq \delta$ does not mean the system coupled to a thermal bath is unable to thermalize for such parameters. Unless in extremely special cases, it is almost always possible to find a bath spectral function and system-bath coupling which ensure thermalization. So $\tau_{o p t} \geq \delta$ instead means that, for those parameters, the dynamics of approach to thermal state cannot be governed by a completely positive Markovian QME preserving local conservation laws. The dynamics then must have some non-Markovian character. In fact, as we see from above example, $\tau_{o p t}$ gives an estimate of how close to Markovianity the open system dynamics can be for the chosen parameters.

Next, we discuss the case where first two qubits are attached to the bath and highlight the drastic difference observed for similar choice of parameters.

## 2. Two qubits attached to bath

In Fig. (4), we plot $\tau_{o p t}$ vs $g_{\ell}=g$ for $N_{L}=2$, i.e, first two qubits attached to the bath, and $N_{M}=1,2,3,4$,

| 0.00033 | 0 | 0 | -0.00123 | 0 | 0 | 0.00033 | 0 | 0 | 0.00019 | 0 | 0 | 0.00001 | 0 | 0 |  |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| 0 | 0.00196 | 0 | 0 | -0.00179 | 0 | 0 | -0.03638 | 0 | 0 | 0 | 0 | 0 | -0.00002 | 0 |  |
| 0 | 0 | 0.00081 | 0 | 0 | 0 | 0 | 0 | -0.00081 | 0 | 0 | 0.01307 | 0 | 0 | 0 | -0.00021 |
| -0.00123 | 0 | 0 | 0.02611 | 0 | 0 | -0.00282 | 0 | 0 | 0.00157 | 0 | 0 |  | -0.00143 | 0 | 0 |
| 0 | -0.00179 | 0 | 0 | 0.00172 | 0 | 0 | 0.03491 | 0 | 0 | 0 | 0 | 0 | 0.00011 | 0 |  |
| 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |  |
| 0.00033 | 0 | 0 | -0.00282 | 0 | 0 | 0.00045 | 0 | 0 | 0.00002 | 0 | 0 | 0.00011 | 0 | 0 |  |
| 0 | -0.03638 | 0 | 0 | 0.03491 | 0 | 0 | 0.70685 | 0 | 0 | 0 | 0 | 0 | 0.00209 | 0 |  |
| 0 | 0 | -0.00081 | 0 | 0 | 0 | 0 | 0 | 0.00082 | 0 | 0 | -0.01311 | 0 | 0 | 0.00021 |  |
| 0.00019 | 0 | 0 | 0.00157 | 0 | 0 | 0.00002 | 0 | 0 | 0.00035 | 0 | 0 | -0.00014 | 0 | 0 |  |
| 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |  |
| 0 | 0 | 0.01307 | 0 | 0 | 0 | 0 | 0 | -0.01311 | 0 | 0 | 0.26032 | 0 | 0 | -0.00208 |  |
| 0.00001 | 0 | 0 | -0.00143 | 0 | 0 | 0.00011 | 0 | 0 | -0.00014 | 0 | 0 | 0.00009 | 0 | 0 |  |
| 0 | -0.00002 | 0 | 0 | 0.00011 | 0 | 0 | 0.00209 | 0 | 0 | 0 | 0 | 0 | 0.0001 | 0 |  |
| 0 | 0 | -0.00021 | 0 | 0 | 0 | 0 | 0 | 0.00021 | 0 | 0 | -0.00208 | 0 | 0 | 0.00009 |  |

TABLE I. The $\Gamma^{(L)}$ obtained from CVX for $N_{L}=2, N_{M}=4, \omega_{0}^{(\ell)}=1, g_{\ell}=0.1, \Delta_{\ell}=1, \beta=1$, i.e, the values used to compute Fig. 6. Every entry is rounded to 5 digits after the decimal point for convenience of representation. The corresponding $H_{L S}^{(L)}$ is given to be zero. This $\Gamma^{(L)}$ satisfies complete positivity, local conservation laws and thermalization up to a precision of $\delta=10^{-6}$ for the given choice of parameters.


FIG. 5. $\tau_{\text {opt }}$ vs $\beta$, for $N_{L}=2$, with $\omega_{0}^{(\ell)}=1, \Delta_{\ell}=1, g_{\ell}=0.1$ for all $\ell$. The tolerance chosen is $\delta=10^{-6}$, and is plotted as the dashed horizontal line. We find that $\tau_{o p t} \ll \delta$ for smaller values of $g$, indicating that, for such setups, it is possible to have a QME simultaneously preserving complete positivity, obeying local conservation laws, and showing thermalization up to the precision set by the tolerance. The values in the figure less than $10^{-12}$ are below the numerical precision of CVX Matlab package.
taking fixed values of $\omega_{0}^{(\ell)}=1, \Delta_{\ell}=1$ and $\beta=1$. These parameters are the same as in Fig. 2 and $g$ is varied over the same range. Quite remarkably, in stark contrast to Fig. 2, we find that in this case $\tau_{o p t} \ll \delta$ over a considerable range for $g<1$. We then look at the behavior of $\tau_{\text {opt }}$ versus $\beta$, fixing $\omega_{0}^{(\ell)}=1, \Delta_{\ell}=1, g_{\ell}=g=0.1$. This is shown in Fig. 5. For $N_{M}>N_{L}$, we again see the non-monotonic behavior. However, in stark contrast to Fig. 3, we find that over the entire chosen range of $\beta$ $\tau_{\text {opt }} \ll \delta$. Thus, for $N_{L}=2$, over a considerable range of parameters, a QME that simultaneously preserves complete positivity, obeys local conservation laws, and satisfies thermalization up to the given precision is possible. This is a highly non-trivial result.

Previously, local two-qubit Lindblad dissipators have
been used to study energy transport in XXZ-type qubit chains (for example, Refs. [39, 40]). However, those local two-qubit Lindblad operators were constructed so as to thermalize the two qubits only, in absence of coupling to the rest of the chain. Such Lindblad description is not guaranteed to thermalize the whole chain to the given inverse temperature $\beta$ of the bath [41]. Our result here shows that it is possible to have a two-qubit local Lindblad description that can thermalize the full chain to the given temperature of the bath to a good approximation.

As mentioned before, CVX also outputs a possible choice of $\Gamma^{(L)}$ and $H_{L S}^{(L)}$ matrices corresponding to $\tau_{o p t}$. So, when $\tau_{o p t}<\delta$, we get one possible candidate for the desired type of QME. For our choice of parameters, we find that CVX always outputs $H_{L S}^{(L)}=0$, and a nontrivial value of $\Gamma^{(L)}$ that would be hard to guess otherwise. In Table. I, we demonstrate the $\Gamma^{(L)}$ obtained for $N_{L}=2, N_{M}=4, \omega_{0}^{(\ell)}=1, g_{\ell}=0.1, \Delta_{\ell}=1, \beta=1$. The $\Gamma^{(L)}$ matrix corresponds to the basis of operators $\left\{F_{k}\right\}$ chosen as

$$
\begin{equation*}
F_{k}=f_{\lceil k / 4\rceil} \otimes f_{k(\bmod 4)} \otimes I_{M} \tag{43}
\end{equation*}
$$

where $\left\{f_{i}\right\}=\left\{-\sigma_{z} / \sqrt{2}, \sigma_{-}, \sigma_{+}, I_{2} / \sqrt{2}\right\},\lceil k / 4\rceil$ denotes the nearest integer greater than or equal to $k / 4$, and $k(\bmod 4)$ denotes the value of $k$ modulo 4 , and $k$ goes from 1 to 15 . We also note that the exact values of $\Gamma^{(L)}$ and $H_{L S}^{(L)}$ computed by CVX may depend on the exact configuration of the programming environment (such as internal solvers used by CVX).

For every parameter of the system, there is a different $\tau_{\text {opt }}$, with a corresponding value of $\Gamma^{(L)}$ and $H_{L S}^{(L)}$ given by CVX. If we want to explore a large parameter space of the system, it seems that we need a different $\Gamma^{(L)}$ and $H_{L S}^{(L)}$ for each parameter point. Surprisingly, we find that this is not always required. If $\tau_{o p t} \ll \delta$ for one set of parameters, we can substantially change pa-
rameters of the system far from the qubits attached to baths, and still obtain a value of $\tau \ll \delta$ with the same value of $\Gamma^{(L)}$ and $H_{L S}^{(L)}$. This is shown in Fig. (6), where $\tau$ is calculated changing various parameters away from the two qubits coupled with the bath, fixing $H_{L S}^{(L)}=0$ and $\Gamma^{(L)}$ to be the same as in Table. I. Over the entire regime of chosen parameters $\tau \ll \delta$. Note that, in contrast to previous plots, this is not be the optimal value of $\tau$. Nevertheless, if $\tau \ll \delta$, we still get a completely positive Markovian QME preserving local conservation laws and showing thermalization up to the chosen precision. Given $\Gamma^{(L)}$ and $H_{L S}^{(L)}$, it is much easier to just check this rather than finding the optimal value $\tau_{o p t}$.

If parameters of the two qubits that are coupled to the bath are changed, we can no longer use the same $\Gamma^{(L)}$ and $H_{L S}^{(L)}$. For example, if we choose the same $\Gamma^{(L)}$ as in Fig. 6, and change $g_{1}$ to 0.2 from 0.1 , we get $\tau=$ $0.0014 \gg \delta$.

The above observation suggests that the values of $\Gamma^{(L)}$ and $H_{L S}^{(L)}$ obtained by CVX can be used to define a QME, independent of the parameters in the bulk of the system. This is consistent with underlying picture that each value of $\Gamma^{(L)}$ and $H_{L S}^{(L)}$ corresponds to a different choice of the bath spectral function and the system-bath coupling Hamiltonian. If we change any parameter of the qubits attached to the baths, the change reflects substantially on the system-bath coupling Hamiltonian, so the value of $\tau$ changes drastically from $\tau_{o p t}$ obtained with original parameters. If we change any parameter away from the two qubits, the change reflects much less on the system-bath coupling Hamiltonian, causing $\tau$ to be of the same order as the original value of $\tau_{o p t}$. This presents an exciting prospect for studying the dynamics of the system-bath setup over a wide range of parameters, including a wide range of temperatures, with physically consistent Markovian QMEs. Such studies may also be possible for long chains, since local Markovian dissipation is favourable for tensor network based numerical techniques. Such dissipation may, also, in principle, be engineered in quantum computing and quantum simulation platforms, like ion traps [42, 43], Rydberg atoms [44, 45], superconducting qubits [46] and quantum dots [47].

## V. SUMMARY AND OUTLOOK

Searching for a physically consistent Markovian QME - A physically consistent Markovian QME must satisfy complete positivity, obey local conservation laws and be able to show thermalization. In this work, we have systematically gone about searching for such QMEs. This is done in three steps, and the result in each step has important consequences. Especially, we are led to introduce the TOP problem, which is an optimization problem for finding a QME with all the above properties up to a given precision. The TOP opens a completely new avenue in the study of dissipative quantum systems.


FIG. 6. $\tau$ vs $g_{4}$, for $N_{L}=2, N_{M}=4$, with $\omega_{0}^{(\ell)}=1, \Delta_{\ell}=1$, $\beta=1$ and $g_{\ell}=0.1$ for all $\ell$ unless otherwise mentioned. $\tau$ is computed from $\Gamma^{(L)}$ and $H_{L S}^{(L)}$ obtained from CVX for $N_{L}=2, N_{M}=4$, with $\omega_{0}^{(\ell)}=1, \Delta_{\ell}=1, \beta=1$ and $g_{\ell}=0.1$ for all $\ell$. The modified parameters for the plots are given by (i) (no parameters changed), (ii) $\Delta_{3}=0.4, \Delta_{4}=1.2$, (iii) $\omega_{0}^{(3)}=$ $1.5, \omega_{0}^{(4)}=1.5, g_{5}=0.3$, (iv) $\omega_{0}^{(3)}=1.5, \omega_{0}^{(4)}=1.5, g_{5}=$ $0.3, \Delta_{4}=0.5$, (v) $g_{3}=0.3$. We find that $\tau \ll \delta=10^{-6}$ even if parameters are changed for qubits of the system that are not coupled to the baths.

We consider a finite-dimensional undriven system a part of which is weakly coupled to a thermal bath. The microscopically derived QME written to leading order in system-bath coupling is the RE, which is known to obey local conservation laws and be able to show thermalization [23]. First, we show in generality that the RE violates complete positivity, unless in extremely special cases. Although there are previous works showing this via specific examples (for instance, $[26,27,32,35]$ ), we are unaware of a model independent proof similar to ours. Next, we prove that imposing complete positivity and preservation of local conservation laws enforces the QME to be of 'local' form. That is, the Lindblad operators and the Lamb-shift Hamiltonian must have support only on the part of the system directly coupled to the bath, and be identity elsewhere. This rules out the possibility of any 'global' forms of Lindblad equations, which are usually constructed to show thermalization, to be consistent with local conservation laws. Then, we ask if a 'local' Lindblad equation can be found which is able to show thermalization. We find that, the task of finding such a Lindblad equation can be cast as an optimization problem, which we call TOP. Most interestingly, this optimization problem turns out to be a SDP. For given system and parameters, the SDP can be efficiently solved using high-level programming packages like the CVX Matlab package. The output of the TOP conclusively shows whether the desired type of QME is possible for the chosen system parameters and temperature, up to a chosen precision. For numerical example, we look at the TOP in a XXZ qubit chain of few sites, fixing a reasonably high precision. When only the first site is coupled to a bath, we find that, unless in extremes of temperatures, it is impossible to find a local Lindblad
equation that is capable of showing thermalization up to the chosen precision.

Discussion in light of various existing forms of QMEs - Various forms of QMEs have been derived and analyzed in the literature under various approximations (for example, $[34,38,48 ?-59]$. Although the above example shows that there is no general form of physically consistent Markovian QME, this does not immediately make them unusable. Instead, it turns out that in each of these forms of QME, some elements of the system density matrix are given correctly, while the others are not [23]. So, one needs to be careful in interpreting the results from them, always keeping in mind their microscopic derivation and approximations. The RE, despite not being completely positive, is more accurate than all such Lindblad QMEs in most cases. To elucidate how this can happen, imagine that, in a given setup, physically, the population of one energy level, say, $\left\langle E_{j}\right| \rho\left|E_{j}\right\rangle$, is zero in steady state. The RE might then give a small negative value (say, $\left\langle E_{j}\right| \rho\left|E_{j}\right\rangle=-10^{-3}$ ), while any of the Lindblad equations can give a larger positive value, which might be (say, $\left\langle E_{j}\right| \rho\left|E_{j}\right\rangle=0.1$ ). Either case is a problem if we want to calculate various kinds of entropies, as often required in quantum information and thermodynamics. In case of RE, unphysical results can often be ruled out by checking the scaling with system-bath coupling [23, 60]. This is often more difficult in Lindblad QMEs, where approximations are often less controlled. The state obtained from the recently derived ULE [34], which been shown to violate local conservation laws [23], can be corrected to obtain results as accurate as the RE [51]. This re-instates the local conservation laws, at the cost of also re-instating the same positivity problem of the density matrix as in RE. In another recent work, a general form of QME has been derived [48] which is more accurate than RE, even though complete positivity of dynamics is still not guaranteed.

TOP and (non) Markovianity - In the microscopic picture, given the temperature of the bath, the QME is completely defined by the bath spectral functions and the type of system-bath coupling. The TOP can then be thought of as varying over all possible bath spectral functions and types of system-bath couplings to find the closest to satisfying thermalization the local Lindblad equation can be. So, when TOP shows that the desired type of QME is impossible, it means no matter what type of bath is attached and how it is coupled to the system, for the chosen parameters, it is impossible to describe the dynamics via a completely positive Markovian QME satisfying local conservation laws and showing thermalization. The approach to thermal state must then have some non-Markovian character for such system parameters and temperature. The output of TOP, $\tau_{o p t}$, shows non-trivial dependence on the system parameters and the temperature. This dependence seems to capture how close to Markovian the dynamics can be for the chosen parameters.

Surprises when two qubits are attached to bath - Sur-
prisingly, we have found that, when first two qubits of the few-site XXZ chain are attached to a bath, solving the TOP shows that it is possible to find Lindbladians obeying local conservation laws and showing thermalization up to quite high precision. This holds over a considerable range of parameters, including a wide range of temperatures. Notably, in this entire parameter regime, when one qubit was coupled to a bath, such a QME was impossible.

Whenever the TOP shows a QME respecting all conditions is possible, standard high-level programming packages used to solve the SDP also outputs one possible form for such a QME. When two qubits are attached to the bath, the form of QME so obtained, which respects all the requirements, is quite non-trivial and would be hard to guess otherwise. Even more interestingly, we have found that if we take one such QME obtained for one choice of system parameters, and change some system parameters away from two qubits that couple to the bath, the QME still satisfies all the requirements. This opens several exciting possibilities that we describe below.

Future directions - Our results open the exciting possibility of studying the dynamics of approach to thermal state in open quantum many-body systems using physically consistent Markovian QMEs, over a wide range of parameters, including a wide range of temperatures. This is particularly aided by the fact that local Lindblad equations are favourable for tensor network techniques. Studying such dynamics at finite temperatures is often quite challenging otherwise, requiring simulation of nonMarkovian dynamics [61-63].

The TOP lets us find parameters of the system where local Lindblad equations can show thermalization. For two qubits attached to bath, this range of parameters can be considerably large, as we have seen. It may be possible to design such local dissipation in quantum computing and quantum simulation platforms like ion traps [42, 43], Rydberg atoms [44, 45], superconducting qubits [46] and quantum dots [47]. Especially in ion traps and Rydberg atom platforms, this offers an interesting way to controllably prepare finite temperature states of complex quantum many-body systems in these platforms, which is presently a technological challenge. Usually, one would require global Lindblad dissipators to ensure that a thermal state is prepared. This would be hard to design in quantum simulation platforms if one wants to simulate complex many-body systems. The possibility of having local dissipation confined to two qubits offers a much easier alternative.

Moreover, as we have seen in the example of XXZ qubit chain, the dependence of the output of the TOP, $\tau_{o p t}$, on various parameters of the system already encode rich and interesting physics. For complex quantum many-body systems, one may need more scalable techniques for SDP, which is itself a direction of research in computer science [64]. Using these techniques, the rich behavior of $\tau_{o p t}$ with various parameters can then be studied.

It is therefore clear that our results, especially the in-
troduction of the TOP, leads to new paradigm within the fields of quantum information, computation and technology. Nevertheless, various questions still remain. One main question concerns steady-state coherences [60, 65$67]$. When coupled to a thermal bath at any finite coupling, the system density matrix will have coherences in energy eigenbasis of the system $[66,67]$. These coherences can be important in quantum information and thermodynamics [68-71] and are given correctly to the leading order by the RE [23, 60, 67]. However, it is not clear that the steady-state coherences calculated from physically consistent Markovian QME obtained via TOP will be the same as those obtained from RE. Further investigation is required in this respect, which will be carried out in future works.

All code used in this work can be found at [72].
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## Appendix A: Casting Eq.(14) to Eq.(15)

In this appendix we show the steps for taking Eq. (14) to the form of Eq. (15) which is more amenable to studying issues related to conservation of complete positivity. We start with Eq. (14), which we recall to be

$$
\begin{align*}
& \frac{\partial \rho}{\partial t}=i\left[\rho, H_{S}\right]-\epsilon^{2} \sum_{l} \sum_{\alpha, \tilde{\alpha}=1}^{d^{2}}\left\{a_{l \alpha}^{*} b_{l \tilde{\alpha}}\left[F_{\alpha}^{\dagger}, F_{\tilde{\alpha}} \rho\right]\right. \\
& \left.+c_{l \alpha}^{\prime *} a_{l \tilde{\alpha}}^{\prime}\left[\rho F_{\alpha}^{\dagger}, F_{\tilde{\alpha}]}\right]+b_{l \alpha}^{*} a_{l \tilde{\alpha}}\left[\rho F_{\alpha}^{\dagger}, F_{\tilde{\alpha}}\right]+a_{l \alpha}^{\prime *} c_{l \tilde{\alpha}}^{\prime}\left[F_{\alpha}^{\dagger}, F_{\tilde{\alpha}} \rho\right]\right\} \tag{A1}
\end{align*}
$$

This can be rewritten as

$$
\begin{align*}
\frac{\partial \rho}{\partial t} & =i\left[\rho, H_{S}\right]+\epsilon^{2} \sum_{l} \sum_{\alpha, \tilde{\alpha}=1}^{d^{2}}\left\{a_{l \alpha}^{*} b_{l \tilde{\alpha}}\left(F_{\tilde{\alpha}} \rho F_{\alpha}^{\dagger}-\frac{\left\{F_{\alpha}^{\dagger} F_{\tilde{\alpha}}, \rho\right\}}{2}-\frac{\left[F_{\alpha}^{\dagger} F_{\tilde{\alpha}}, \rho\right]}{2}\right)+c_{l \alpha}^{\prime *} a_{l \tilde{\alpha}}^{\prime}\left(F_{\tilde{\alpha}} \rho F_{\alpha}^{\dagger}-\frac{\left\{F_{\alpha}^{\dagger} F_{\tilde{\alpha}}, \rho\right\}}{2}+\frac{\left[F_{\alpha}^{\dagger} F_{\tilde{\alpha}}, \rho\right]}{2}\right)\right. \\
& \left.+b_{l \alpha}^{*} a_{l \tilde{\alpha}}\left(F_{\tilde{\alpha}} \rho F_{\alpha}^{\dagger}-\frac{\left\{F_{\alpha}^{\dagger} F_{\tilde{\alpha}}, \rho\right\}}{2}+\frac{\left[F_{\alpha}^{\dagger} F_{\tilde{\alpha}}, \rho\right]}{2}\right)+a_{l \alpha}^{\prime *} c_{l \tilde{\alpha}}^{\prime}\left(F_{\tilde{\alpha} \rho} F_{\alpha}^{\dagger}-\frac{\left\{F_{\alpha}^{\dagger} F_{\tilde{\alpha}}, \rho\right\}}{2}-\frac{\left[F_{\alpha}^{\dagger} F_{\tilde{\alpha}}, \rho\right]}{2}\right)\right\} \tag{A2}
\end{align*}
$$

where, $A, B=A B+B A$ is the anti-commutator. Next, we note that the summation $\sum_{\alpha, \tilde{\alpha}=1}^{d^{2}}$ in above equation, can be written as $\sum_{\alpha, \tilde{\alpha}=1}^{d^{2}}=$ $\sum_{\alpha=\tilde{\alpha}=d^{2}}+\sum_{\alpha=1, \tilde{\alpha}=d^{2}}^{d^{2}-1}+\sum_{\tilde{\alpha}=1, \alpha=d^{2}}^{d^{2}-1}+\sum_{\alpha, \tilde{\alpha}=1}^{d^{2}-1} . \quad$ Using this, and the fact that $F_{d^{2}}=I_{S} / \sqrt{d}$ commutes with all operators, we combine all commutator terms and write them as as $i\left[\rho, H_{S}+H_{L S}\right]$ to obtain

$$
\begin{equation*}
\frac{\partial \rho}{\partial t}=i\left[\rho, H_{S}+H_{L S}\right]+\sum_{\alpha, \tilde{\alpha}=1}^{d^{2}-1} \Gamma_{\alpha \tilde{\alpha}}\left(F_{\tilde{\alpha}} \rho F_{\alpha}^{\dagger}-\frac{\left\{F_{\alpha}^{\dagger} F_{\tilde{\alpha}}, \rho\right\}}{2}\right) \tag{A3}
\end{equation*}
$$

Here

$$
\begin{align*}
& H_{L S}=\epsilon^{2} \sum_{l}\{ \\
& \sum_{\alpha, \tilde{\alpha}=1}^{d^{2}}\left\{\frac{a_{l \alpha}^{*} b_{l \tilde{\alpha}}}{2 i}-\frac{c_{l \alpha}^{* *} a_{l \tilde{\alpha}}^{\prime}}{2 i}-\frac{b_{l \alpha}^{*} a_{l \tilde{\alpha}}}{2 i}+\frac{a_{l \alpha}^{\prime *} c_{l \tilde{\alpha}}^{\prime}}{2 i}\right\} F_{\alpha}^{\dagger} F_{\tilde{\alpha}} \\
& +\sum_{\alpha=1}^{d^{2}-1} \frac{\left(a_{l \alpha}^{*} b_{l, d^{2}}+c_{l \alpha}^{\prime *} a_{l d^{2}}^{\prime}+b_{l \alpha}^{*} a_{l, d^{2}}+a_{l \alpha}^{* *} c_{l, d^{2}}^{\prime}\right)}{2 i \sqrt{d}} F_{\alpha}^{\dagger} \\
& \left.-\sum_{\tilde{\alpha}=1}^{d^{2}-1} \frac{\left(a_{l d^{2}}^{*} b_{l \tilde{\alpha}}+c_{l, d^{2}}^{\prime *} a_{l \tilde{\alpha}}^{\prime}+b_{l, d^{2}}^{*} a_{l \tilde{\alpha}}+a_{l, d^{2}}^{\prime *} c_{l \tilde{\alpha}}^{\prime}\right)}{2 i \sqrt{d}} F_{\tilde{\alpha} \tilde{\alpha}}\right\} \tag{A4}
\end{align*}
$$

and

$$
\begin{equation*}
\Gamma_{\alpha \tilde{\alpha}}=\epsilon^{2} \sum_{l}\left(a_{l \alpha}^{*} b_{l \tilde{\alpha}}+c_{l \alpha}^{\prime *} a_{l \tilde{\alpha}}^{\prime}+b_{l \alpha}^{*} a_{l \tilde{\alpha}}+a_{l \alpha}^{*} c_{l \tilde{\alpha}}^{\prime}\right) \tag{A5}
\end{equation*}
$$

$\alpha, \tilde{\alpha}$ going from 1 to $d^{2}-1$. This is Eq. (15) given in the main text.

## Appendix B: An example of RE violating complete positivity

In this section, we will present a simple example of the discussion in Sec. II. Our setup consists of a two-qubit XXZ qubit chain, where only the first qubit is connected to the bath modelled by an infinite number of bosonic modes. Let $H$ be the Hamiltonian of the full set-up, given by

$$
\begin{equation*}
H=H_{S}+\epsilon H_{S B}+H_{B} \tag{B1}
\end{equation*}
$$

where

$$
\begin{align*}
H_{S} & =\frac{\omega_{0}}{2}\left(\sigma_{z}^{(1)}+\sigma_{z}^{(2)}\right) \\
& -g\left(\sigma_{x}^{(1)} \sigma_{x}^{(2)}+\sigma_{y}^{(1)} \sigma_{y}^{(2)}+\Delta \sigma_{z}^{(1)} \sigma_{z}^{(2)}\right) \\
H_{S B} & =\sum_{r=1}^{\infty}\left(\kappa_{r} \hat{B}_{r}^{\dagger} \sigma_{-}^{(1)}+\kappa_{r}^{*} \hat{B}_{r} \sigma_{+}^{(1)}\right)  \tag{B2}\\
H_{B} & =\sum_{r=1}^{\infty} \Omega_{r} \hat{B}_{r}^{\dagger} \hat{B}_{r}
\end{align*}
$$

where $\sigma_{x, y, z}^{(\ell)}$ denotes the Pauli matrices acting on the $\ell^{\text {th }}$ qubit, $\sigma_{+}^{(\ell)}=\left(\sigma_{x}^{(\ell)}+i \sigma_{y}^{(\ell)}\right) / 2, \sigma_{-}^{(\ell)}=\left(\sigma_{x}^{(\ell)}-i \sigma_{y}^{(\ell)}\right) / 2$, $\hat{B}_{r}$ is bosonic annihilation operator for the $r^{\text {th }}$ mode of the bath. Here, $\omega_{0}, g$, and $g \Delta$ represent the magnetic field, the overall qubit-qubit coupling strength and the anisotropy respectively. The RE for this setup can be computed to be [23]

$$
\begin{align*}
& \frac{\partial \rho}{\partial t}=i\left[\rho(t), H_{S}\right]+\epsilon^{2}\{ {\left[S^{\dagger}, S^{(1)} \rho(t)\right]-\left[S^{\dagger}, \rho(t) S^{(2)}\right] } \\
&+ \text { H.c }\} \tag{B3}
\end{align*}
$$

with

$$
\begin{align*}
S^{\dagger} & =\sigma_{+}^{(1)}, \quad S=\sigma_{-}^{(1)} \\
S^{(1)} & =\sum_{j, k=1}^{4}\left|E_{j}\right\rangle\left\langle E_{j}\right| \sigma_{-}^{(1)}\left|E_{k}\right\rangle\left\langle E_{k}\right| D(j, k),  \tag{B4}\\
S^{(2)} & =\sum_{j, k=1}^{4}\left|E_{j}\right\rangle\left\langle E_{j}\right| \sigma_{-}^{(1)}\left|E_{k}\right\rangle\left\langle E_{k}\right| C(j, k)
\end{align*}
$$

and

$$
\begin{align*}
C(j, k) & =\frac{\mathfrak{J}\left(E_{k j}\right) n\left(E_{k j}\right)}{2}-i \mathcal{P} \int_{0}^{\infty} d \omega \frac{\mathfrak{J}(\omega) n(\omega)}{\omega-E_{k j}} \\
D(j, k) & =\frac{e^{\beta\left(E_{k j}-\mu_{\ell}\right)} \mathfrak{J}\left(E_{k j}\right) n\left(E_{k j}\right)}{2} \\
& -i \mathcal{P} \int_{0}^{\infty} d \omega \frac{e^{\beta(\omega-\mu)} \mathfrak{J}(\omega) n(\omega)}{\omega-E_{k j}}  \tag{B5}\\
\mathfrak{J}(\omega) & =\sum_{k=1}^{\infty} 2 \pi\left|\kappa_{k}\right|^{2} \delta\left(\omega-\Omega_{k}\right) \\
n(\omega) & =\left[e^{\beta \omega}-1\right]^{-1}
\end{align*}
$$

In above, $\mathfrak{J}(\omega)$ is called the bath spectral function. Let us consider bosonic baths described by Ohmic spectral functions with Gaussian cut-offs, $\mathfrak{J}(\omega)=\omega e^{-\left(\omega / \omega_{c}\right)^{2}} \Theta(\omega)$, where $\Theta(\omega)$ is the Heaviside step function, and $\omega_{c}$ is the cut-off frequency. The above operators can then be computed numerically.

The next step is to choose the basis $f_{i}$ and $g_{j}$ for operators on $\mathcal{H}_{L}$ and $\mathcal{H}_{M}$. For the general case, one can start with any set of linearly independent operators that forms a basis and includes the identity operator, and then apply the Gram Schmidt orthonormalization procedure to produce an orthonormal basis that includes the normalized identity operator. For our case, one can easily verify that the set $\left\{-\sigma_{z}^{(i)} / \sqrt{2}, \sigma_{-}^{(i)}, \sigma_{+}^{(i)}, I_{2}^{(i)} / \sqrt{2}\right\}$ suffices, where $i=1$ for $\left\{f_{i}\right\}$ and $i=2$ for $\left\{g_{j}\right\}$, and $I_{2}$ is the identity operator.

The basis for the full system $\left\{F_{i}\right\}$ can be constructed from the above basis as described in subsection II A 1, and is given by

$$
\begin{align*}
F_{i} & =f_{i} \otimes \frac{I_{2}^{(2)}}{2} \quad(\text { for } i=1,2,3) \\
F_{3 i+j} & =f_{i} \otimes g_{j} \quad(\text { for } i=1,2,3,4 \text { and } j=1,2,3) \\
F_{16} & =\frac{I_{4}}{2} \tag{B6}
\end{align*}
$$

Any operator $X$ can be expanded in terms of the above basis as $X=\sum_{\alpha} x_{\alpha} F_{\alpha}$, where $x_{\alpha}=\left\langle F_{\alpha}, X\right\rangle=\operatorname{Tr}\left(F_{\alpha}^{\dagger} X\right)$. Thus, expanding $S, S^{\dagger}, S^{(1)}, S^{(2)}$ [Eq. (B4)], one can evaluate all the coefficients in Eq. (13). Finally, one can compute the matrix $\Gamma$ according to Eq. (16). The matrix $\Gamma$ for this example, with parameters chosen as $g=0.1, \omega_{0}=1, \omega_{c}=10, \beta=1, \mu=-0.5, \Delta=1$ is given by

We see that the above matrix has the expected structure of Eq. (17),

$$
\Gamma=\left[\begin{array}{c|c}
\Gamma_{\alpha, \tilde{\alpha}<4} & \Gamma_{\alpha<4, \tilde{\alpha} \geq 4}  \tag{B8}\\
\hline \Gamma_{\alpha \geq 4, \tilde{\alpha}<4} & 0
\end{array}\right]
$$

and crucially, $\Gamma_{\alpha<4, \tilde{\alpha} \geq 4} \neq 0$. Therefore, as per the GKSL theorem, this RE will not preserve complete positivity. This example was computed using QuTiP [73, 74].

## Appendix C: Effective Lindblad equation satisfying local conservation laws

In this appendix, we will show that Eq. (29) implies Eq. (31). The condition for a QME preserving complete positivity and obeying local conservation laws is given by Eq. (29), which we recall to be

$$
\begin{align*}
& -i\left[O_{M}, H^{\prime}\right]+\sum_{\alpha_{M}, \tilde{\alpha}_{M}=1}^{d_{M}^{2}-1} \widetilde{\Lambda}_{\alpha_{M}, \tilde{\alpha}_{M}}\left(g_{\alpha_{M}}^{\dagger} O_{M} g_{\tilde{\alpha}_{M}}\right. \\
& \left.-\frac{1}{2} O_{M} g_{\alpha_{M}}^{\dagger} g_{\tilde{\alpha}_{M}}-\frac{1}{2} g_{\alpha_{M}}^{\dagger} g_{\tilde{\alpha}_{M}} O_{M}\right)=0, \quad \forall O_{M}, \tag{C1}
\end{align*}
$$

where we write

$$
\begin{equation*}
H^{\prime}=\sum_{\alpha_{M}=1}^{d_{M}^{2}} \nu_{d_{L}^{2}, \alpha_{M}} g_{\alpha_{M}} \tag{C2}
\end{equation*}
$$

for convenience. To move forward we will use the operator vector correspondence from Ref. 9, where the vectorized version of the operator $X$ is given by $\operatorname{vec}(X)$, and can be constructed using linearity and

$$
\begin{equation*}
\operatorname{vec}(|i\rangle\langle j|)=|i\rangle \otimes|j\rangle^{*}, \tag{C3}
\end{equation*}
$$

where $|j\rangle^{*}$ denotes the complex conjugate of $|j\rangle$. We will apply Eq. (C3) to Eq. (C1), using the identity (Eq. 1.132 of Ref. 9)

$$
\begin{equation*}
\operatorname{vec}\left(A_{0} B A_{1}^{T}\right)=\left(A_{0} \otimes A_{1}\right) \operatorname{vec}(B) \tag{C4}
\end{equation*}
$$

Applying the vec operation on both sides of Eq. (C1), we obtain

$$
\begin{align*}
& -i \operatorname{vec}\left(I_{M} O_{M} H^{\prime}\right)+i \operatorname{vec}\left(H^{\prime} O_{M} I_{M}\right)+\sum_{\alpha_{M}, \tilde{\alpha}_{M}=1}^{d_{M}^{2}-1} \widetilde{\Lambda}_{\alpha_{M}, \tilde{\alpha}_{M}} \\
& \left(\operatorname{vec}\left(g_{\alpha_{M}}^{\dagger} O_{M} g_{\tilde{\alpha}_{M}}\right)-\frac{1}{2} \operatorname{vec}\left(I_{M} O_{M} g_{\alpha_{M}}^{\dagger} g_{\tilde{\alpha}_{M}}\right)\right. \\
& \left.-\frac{1}{2} \operatorname{vec}\left(g_{\alpha_{M}}^{\dagger} g_{\tilde{\alpha}_{M}} O_{M} I_{M}\right)\right)=0, \quad \forall O_{M} . \tag{C5}
\end{align*}
$$

Eq. (C5) can be simplified using Eq. (C4) to obtain,

$$
\begin{align*}
& \left\{-i I_{M} \otimes\left(H^{\prime}\right)^{T}+i H^{\prime} \otimes I_{M} \sum_{\alpha_{M}, \tilde{\alpha}_{M}=1}^{d_{M}^{2}-1} \widetilde{\Lambda}_{\alpha_{M}, \tilde{\alpha}_{M}}\right. \\
& \left(g_{\alpha_{M}}^{\dagger} \otimes g_{\tilde{\alpha}_{M}}^{T}-\frac{1}{2} I_{M} \otimes\left(g_{\alpha_{M}}^{\dagger} g_{\tilde{\alpha}_{M}}\right)^{T}\right.  \tag{C6}\\
& \left.\left.-\frac{1}{2}\left(g_{\alpha_{M}}^{\dagger} g_{\tilde{\alpha}_{M}}\right) \otimes I_{M}\right)\right\} \operatorname{vec}\left(O_{M}\right)=0, \quad \forall O_{M}
\end{align*}
$$

Eq. (C6) is of the form $\mathcal{M} \operatorname{vec}\left(O_{M}\right)=0$ for all hermitian $O_{M}$. Since hermitian matrices (such as $O_{M}$ ) form a basis for the entire space of operators, this implies $\mathcal{M} \operatorname{vec}(X)=0$ for all operators $X$. This is because one can expand $X$ as a linear combination of hermitian operators (such as $O_{M}$ ). Now, $\mathcal{M} \operatorname{vec}(X)=0 \forall X$ implies $\mathcal{M}=0$. Therefore, Eq. (C6) implies

$$
\begin{align*}
\mathcal{M}= & -i I_{M} \otimes\left(H^{\prime}\right)^{T}+i H^{\prime} \otimes I_{M}+\sum_{\alpha_{M}, \tilde{\alpha}_{M}=1}^{d_{M}^{2}-1} \widetilde{\Lambda}_{\alpha_{M}, \tilde{\alpha}_{M}} \\
& \left(g_{\alpha_{M}}^{\dagger} \otimes g_{\tilde{\alpha}_{M}}^{T}-\frac{1}{2} I_{M} \otimes\left(g_{\alpha_{M}}^{\dagger} g_{\tilde{\alpha}_{M}}\right)^{T}\right. \\
& \left.-\frac{1}{2}\left(g_{\alpha_{M}}^{\dagger} g_{\tilde{\alpha}_{M}}\right) \otimes I_{M}\right)=0 . \tag{C7}
\end{align*}
$$

If $\mathcal{M}=0$, then $\operatorname{Tr}(\mathcal{M})=0$. Taking the trace of Eq. (C7), and using the orthonormality of $\left\{g_{i}\right\}$ along with the fact
that $\operatorname{Tr}\left(g_{i}\right)=\delta_{i, d_{M}^{2}}$, we obtain

$$
\begin{equation*}
\operatorname{Tr}(\mathcal{M})=-\sum_{\alpha_{M}=1}^{d_{M}^{2}-1} \widetilde{\Lambda}_{\alpha_{M}, \alpha_{M}} d_{M}=0 \tag{C8}
\end{equation*}
$$

which implies

$$
\begin{equation*}
\sum_{\alpha_{M}=1}^{d_{M}^{2}-1} \widetilde{\Lambda}_{\alpha_{M}, \alpha_{M}}=\sum_{\alpha_{M}=1}^{d_{M}^{2}-1} \sum_{\alpha_{L}=1}^{d_{L}^{2}} \widetilde{\Gamma}_{\left(\alpha_{L}, \alpha_{M}\right),\left(\alpha_{L}, \alpha_{M}\right)}=0 \tag{C9}
\end{equation*}
$$

which is Eq. (31) in the main text.

## Appendix D: The condition for thermalization

From fundamental principles of quantum statistical mechanics, we expect the system to thermalize when coupled to baths at equal temperatures. The exact condition that QME's must obey to satisfy thermalization has been derived in Ref. 23. For the sake of completeness, we recall that discussion here.

Let the total system Hamiltonian be given by $H=$ $H_{S}+\epsilon H_{S B}+H_{B}$, where $\epsilon$ is a dimensionless parameter controlling the strength of the system bath coupling, and $H_{S B}$ is the system bath coupling Hamiltonian. We proceed by obtaining an order-by-order solution to the steady state of our QME. Any QME describing our setup can be expanded in the so-called time-convolution-less form [6],

$$
\begin{equation*}
\frac{\partial \rho(t)}{\partial t}=\sum_{m=0}^{\infty} \epsilon^{2 m} \mathcal{L}_{2 m}(t)[\rho(t)] \tag{D1}
\end{equation*}
$$

where $\mathcal{L}$ could in general be time-dependent operators and $L_{0}(t)[\rho(t)]=i\left[\rho(t), H_{S}\right]$. For quantum master equations written to second-order in system-bath coupling, the above summation can be truncated at second order. Denoting $\mathcal{L}_{2 m} \equiv \lim _{t \rightarrow \infty} \mathcal{L}_{2 m}(t)$, the steady state $\rho_{S S}$ can be given by

$$
\begin{equation*}
\rho_{S S}=\lim _{t \rightarrow \infty} e^{t\left(\mathcal{L}_{0}+\epsilon^{2} \mathcal{L}_{2}\right)} \rho(0) \tag{D2}
\end{equation*}
$$

which is assumed to be unique. The steady state satisfies

$$
\begin{equation*}
0=\sum_{m=0}^{\infty} \epsilon^{2 m} \mathcal{L}_{2 m}\left[\rho_{S S}\right] \tag{D3}
\end{equation*}
$$

We can then perform an expansion of $\rho_{S S}$ in the even powers of $\epsilon$ as

$$
\begin{equation*}
\rho_{S S}=\sum_{m=0}^{\infty} \epsilon^{2 m} \rho_{S S}^{(2 m)} \tag{D4}
\end{equation*}
$$

Using Eq. (D4) in Eq. (D3), we can obtain an order by order solution of $\rho_{S S}$. At the zeroth order in $\epsilon$, we obtain

$$
\begin{equation*}
\left[\rho_{S S}^{(0)}, H_{S}\right]=0 \tag{D5}
\end{equation*}
$$

Assuming that the Hamiltonian has no degeneracies, Eq. (D5) implies that $\rho_{S S}^{(0)}$ is diagonal in the energy eigenbasis,

$$
\begin{equation*}
\rho_{S S}^{(0)}=\sum_{i} p_{i}\left|E_{i}\right\rangle\left\langle E_{i}\right| \tag{D6}
\end{equation*}
$$

where $\left|E_{i}\right\rangle$ is an eigenstate of the system. At second order in $\epsilon(m=1)$, we obtain the following two equations,

$$
\begin{equation*}
\left\langle E_{i}\right| \mathcal{L}_{2}\left[\rho_{S S}^{(0)}\right]\left|E_{i}\right\rangle=0, \quad \forall i \tag{D7}
\end{equation*}
$$

$$
\begin{align*}
& i\left(E_{i}-E_{j}\right)\left\langle E_{i}\right| \rho_{S S}^{(2)}\left|E_{j}\right\rangle \\
& \quad+\epsilon^{2}\left\langle E_{i}\right| \mathcal{L}_{2}\left[\rho_{S S}^{(0)}\right]\left|E_{j}\right\rangle=0, \quad \forall i \neq j \tag{D8}
\end{align*}
$$

Since $\rho_{S S}^{(0)}$ is diagonal in the energy eigenbasis, Eq. (D7) determines the diagonal elements of $\rho_{S S}^{(0)}$. Having obtained $\rho_{S S}^{(0)}$, Eq. (D8) then determines the off-diagonal elements of $\rho_{S S}^{(2)}$. Note from above equations that the leading order diagonal elements of $\rho_{S S}$ are independent of $\epsilon$. It can also be shown that the leading order offdiagonal elements of $\rho_{S S}$ in the energy eigenbasis of the system scale as $\epsilon^{2}$. As discussed in the main text, the QME thermalizes if

$$
\begin{equation*}
\lim _{\epsilon \rightarrow 0} \rho_{S S}=\rho_{t h} \tag{D9}
\end{equation*}
$$

where $\rho_{t h}$ is the Gibbs state of the system given by

$$
\begin{equation*}
\rho_{t h}=\frac{e^{-\beta H_{S}}}{\operatorname{Tr}\left[e^{-\beta H_{S}}\right]} \tag{D10}
\end{equation*}
$$

We then conclude that the thermalization in this sense is a statement about leading order diagonal elements of $\rho_{S S}$. Substituting Eq. (D9) in Eq. (D7), we obtain the following condition on $\mathcal{L}_{2}$ for the system to thermalize,

$$
\begin{equation*}
\left\langle E_{i}\right| \mathcal{L}_{2}\left[\rho_{t h}\right]\left|E_{i}\right\rangle=0 \quad \forall i \tag{D11}
\end{equation*}
$$

## Appendix E: Semidefinite Programming (SDP)

## 1. Basic Theory

In this section, we present the theoretical framework of semidefinite programming (SDP). We follow the definition of SDPs given in page 57 of Ref. 9. In what follows, we will use $\Phi$ and $\Psi$ to denote hermitian preserving linear maps. We will also use $\Phi^{\dagger}$ to denote the "adjoint map" [9], which is defined as the unique linear map that satisfies

$$
\begin{equation*}
\langle A, \Phi(B)\rangle=\left\langle\Phi^{\dagger}(A), B\right\rangle \tag{E1}
\end{equation*}
$$

where

$$
\begin{equation*}
\langle A, B\rangle=\operatorname{Tr}\left(A^{\dagger} B\right) \tag{E2}
\end{equation*}
$$

denotes the Hilbert Schmidt inner product.
An SDP is defined by the tuple $(\Phi, \Psi, A, B, C)$, where $\Phi, \Psi$ are hermitian-preserving linear maps, and $A, B, C$ are hermitian operators. The "primal" problem of the SDP is given by

$$
\begin{align*}
\operatorname{maximize}: & \langle A, X\rangle \quad \text { w.r.t. } X  \tag{E3}\\
\text { subject to }: & \Phi(X)=B, \Psi(X) \leq C, X \geq 0
\end{align*}
$$

where the inequalities represent matrix inequalities. I.e, $A \geq B$ is equivalent to $A-B \geq 0$ and implies $A-B$ is positive semidefinite. We will use the notation $X_{f}$ to denote any "feasible" value of $X$ that satisfies the three constraints in Eq. (E3), and $\mathcal{P}$ to denote the maximum value of $\langle A, X\rangle$ attained in Eq. (E3) (assuming there is atleast one $X$ which satisfies constraints).

For every "primal" problem, there exists a "dual" problem given by

$$
\begin{align*}
\text { minimize : } & \langle B, Y\rangle+\langle C, Z\rangle \quad \text { w.r.t. } Y, Z \\
\text { subject to : } & \Phi^{\dagger}(Y)+\Psi^{\dagger}(Z) \geq A \tag{E4}
\end{align*}
$$

$Y$ is hermitian, $Z \geq 0$.

We will use the notation $\left(Y_{f}, Z_{f}\right)$ to denote any "feasible" value of $Y, Z$ that satisfies the three constraints in Eq. (E4), and $\mathcal{D}$ to denote the minimum value of $\langle B, Y\rangle+\langle C, Z\rangle$ attained in Eqs. (E4) (assuming atleast some ( $Y, Z$ ) satisfies constraints).

Semidefinite programs have a notion of duality associated with them, which relates properties of the primal and the dual problems. In particular, it can be shown that

$$
\begin{equation*}
\mathcal{P} \leq \mathcal{D} \tag{E5}
\end{equation*}
$$

a property known as "weak duality". In most situations, it can be shown that $\mathcal{P}=\mathcal{D}$, i.e, equality holds in Eq. (E5). This condition is known as "strong duality".

By weak duality and the definition of our primal and dual problems, using Eq. (E3),(E4), and (E5), we obtain

$$
\begin{equation*}
\left\langle A, X_{f}\right\rangle \leq \mathcal{P} \leq \mathcal{D} \leq\left\langle B, Y_{f}\right\rangle+\left\langle C, Z_{f}\right\rangle \tag{E6}
\end{equation*}
$$

From Eq. (E6), any feasible choice of inputs to the primal and dual problem $\left(X_{f}, Y_{f}, Z_{f}\right)$ leads to lower and upper bounds on the optimal values of the primal and dual problems [see Fig. (7)]. In particular, if we obtain $\left\langle A, X_{f}\right\rangle=\left\langle B, Y_{f}\right\rangle+\left\langle C, Z_{f}\right\rangle$, equality holds throughout in Eq. (E6). This property can therefore be exploited to obtain exact solutions to the primal problem of an SDP.

We will show in Sec. E 2 that the thermal optimization problem (TOP) in Eq. (40) can be reduced to the standard form of SDP [Eq. (E3)].


FIG. 7. Schematic representing weak duality for the SDP given in Eqs. (E3) and (E4), according to Eq. (E6). $X_{f}^{(j)}$ and $\left(Y_{f}^{(j)}, Z_{f}^{(j)}\right)$ represents any feasible input to the primal and dual problems respectively. Any such inputs yield upper and lower bounds on the solutions of the primal and dual problems.

## 2. Reducing the thermal optimization problem (TOP) to standard form

Recall that the TOP was given by [Eq.(40)]
minimize : $\tau$
subject to : $H_{L S}^{(L)}$ is hermitian, $\operatorname{Tr}\left(\Gamma^{(L)}\right)=1, \Gamma^{(L)} \geq 0$.
See Eq. (39) for definition of $\tau$ and Eq. (38) for definition of $H_{L S}^{(L)}, \Gamma^{(L)}$. In this subsection, we will show how the TOP from Eq. (E7) can be reduced to the standard form of an SDP. We note that the standard form of SDP in Eq. (E3) is not yet suitable for this purpose. Therefore, we replace $A \rightarrow-A, C \rightarrow-C, \Psi \rightarrow-\Psi, Y \rightarrow-Y$, in Eq. (E3) and Eq. (E4), leaving $\Phi, B, X$ and $Z$ unchanged. Since maximizing any function is the same as minimizing its negative, we obtain the new "primal" form as

$$
\begin{align*}
\operatorname{minimize}: & \langle A, X\rangle \\
\text { subject to : } & \Phi(X)=B, \Psi(X) \geq C, X \geq 0 \tag{E8}
\end{align*}
$$

where we use $\widetilde{P}$ to denote the minimum value of $\langle A, X\rangle$ obtained in Eq. (E8). The new "dual" form is written as

$$
\begin{align*}
\operatorname{maximize}: & \langle B, Y\rangle+\langle C, Z\rangle \\
\text { subject to : } & \Phi^{\dagger}(Y)+\Psi^{\dagger}(Z) \leq A  \tag{E9}\\
& Y \text { is hermitian, } Z \geq 0
\end{align*}
$$

where we use $\widetilde{D}$ to denote the minimum value of $\langle B, Y\rangle+$ $\langle C, Z\rangle$ obtained in Eq. (E9). Eq. (E6) is then transformed into [see Fig (8)],

$$
\begin{equation*}
\left\langle A, X_{f}\right\rangle \geq \widetilde{\mathcal{P}} \geq \widetilde{\mathcal{D}} \geq\left\langle B, Y_{f}\right\rangle+\left\langle C, Z_{f}\right\rangle \tag{E10}
\end{equation*}
$$

We will now show how to reduce the TOP from Eq. (E7) to Eq. (E8), via a series of changes to the optimization problem in Eq. (E8). We do so in three steps.

Step 1: Our first step is to write down a primal optimization problem whose solution (minimum value attained) is equal to

$$
\begin{equation*}
\|K\|_{1}=\operatorname{Tr}\left(\sqrt{K^{\dagger} K}\right) \tag{E11}
\end{equation*}
$$

for any hermitian matrix $K$. Let $\Pi_{p}$ and $\Pi_{n}$ be projectors onto the positive and negative eigenspaces of $K$. In this


FIG. 8. Schematic representing weak duality for the SDP given in Eqs. (E8) and (E9), according to Eq. (E10). $X_{f}^{(j)}$ and $\left(Y_{f}^{(j)}, Z_{f}^{(j)}\right)$ represents any feasible input to the primal and dual problems respectively. Any such inputs yield upper and lower bounds on the solutions of the primal and dual problems.
case,

$$
\begin{equation*}
\|K\|_{1}=\operatorname{Tr}\left(\Pi_{p} K \Pi_{p}\right)-\operatorname{Tr}\left(\Pi_{n} K \Pi_{n}\right) \tag{E12}
\end{equation*}
$$

Let us now consider the optimization problem given by,

$$
\begin{align*}
\operatorname{minimize}: & \left\langle\left(\begin{array}{ll}
I & 0 \\
0 & I
\end{array}\right),\left(\begin{array}{cc}
P & . \\
\cdot & Q
\end{array}\right)\right\rangle \\
\text { subject to : } & \Psi_{1}\left(\begin{array}{ll}
P & . \\
\cdot & Q
\end{array}\right)=\left(\begin{array}{cc}
P & 0 \\
0 & Q
\end{array}\right) \geq\left(\begin{array}{cc}
K & 0 \\
0 & -K
\end{array}\right), \\
& \left(\begin{array}{cc}
P & \cdot \\
\cdot & Q
\end{array}\right) \geq 0 \tag{E13}
\end{align*}
$$

where we use dots to represent arbitrary blocks of the matrices which can always be set to zero without affecting the objective function or constraints. Note that $\Psi_{1}$ in Eq. (E13) is a map that replaces the off-diagonal blocks with null matrices, leaving the diagonal blocks unchanged. It is easy to see that Eq. (E13) is of the form Eq. (E8) (with $\Phi$ and $B$ omitted i.e., no equality constraint). Thus Eq. (E13) is an SDP.

The dual problem to the primal problem in Eq. (E13) is given by

$$
\begin{array}{cl}
\operatorname{maximize}: & \left\langle\left(\begin{array}{cc}
K & 0 \\
0 & -K
\end{array}\right),\left(\begin{array}{cc}
\bar{P} & \dot{\bar{Q}}
\end{array}\right)\right\rangle \\
\text { subject to : } & \Psi_{1}^{\dagger}\left(\begin{array}{cc}
\bar{P} & \cdot \\
\cdot & \bar{Q}
\end{array}\right)=\left(\begin{array}{cc}
\bar{P} & 0 \\
0 & \bar{Q}
\end{array}\right) \leq\left(\begin{array}{ll}
I & 0 \\
0 & I
\end{array}\right)  \tag{E14}\\
& \left(\begin{array}{cc}
\bar{P} & \dot{\bar{Q}}
\end{array}\right) \geq 0 .
\end{array}
$$

where $\Psi_{1}^{\dagger}$ turns out to be the same map as $\Psi_{1}$ using Eq. (E1). It can be seen that Eq. (E14) is of the form Eq. (E9) (again with $\Phi$ and $B$ omitted).

We will now show that the optimal values attained in both the primal and dual problems in Eqs. (E13) and (E14) is equal to $\|K\|_{1}$. To show this, note that setting

$$
\begin{equation*}
P_{f}=\Pi_{p} K \Pi_{p}, \quad Q_{f}=-\Pi_{n} K \Pi_{n} \tag{E15}
\end{equation*}
$$

(where $P_{f}$ and $Q_{f}$ denote 'feasible' choices of $P$ and $Q$ respectively) in Eq. (E13) allows us to obtain $\|K\|_{1}$ in the primal objective function. Furthermore, setting

$$
\begin{equation*}
\bar{P}_{f}=\Pi_{p}, \quad \bar{Q}_{f}=\Pi_{n} \tag{E16}
\end{equation*}
$$

in Eq. (E14) allows us to obtain $\|K\|_{1}$ in the dual objective function. Thus, we have explicitly constructed feasible choices of inputs to the primal and dual problems of Eqs. (E13) and (E14) respectively, that yield $\|K\|_{1}$ in the primal and dual objective functions. Therefore, according to Eq. (E10), the optimal values attained in the primal and dual problems are both exactly equal to $\|K\|_{1}$.

Step 2: In the first step we constructed an SDP whose solution is equal to $\|K\|_{1}$, for a fixed $K$. We will now construct an SDP which computes the minimum value of $\|K\|_{1}$, subject to some constraints on $K$. We will first recast the problem in Eq. (E13) as

$$
\begin{align*}
\operatorname{minimize}: & \operatorname{Tr}(P)+\operatorname{Tr}(Q) \\
\text { subject to : } & P \geq K, Q \geq-K, P, Q \geq 0 \tag{E17}
\end{align*}
$$

Eq. (E13) computes

$$
\begin{equation*}
\|K\|_{1}=\sum_{i}\left|K_{i i}\right| \tag{E18}
\end{equation*}
$$

when $K$ is diagonal. Let $\mathcal{G}$ be a linear, hermitian preserving map that always outputs a diagonal matrix. Then, the optimization problem given by

$$
\begin{align*}
\operatorname{minimize}: & \operatorname{Tr}(P)+\operatorname{Tr}(Q) \\
\text { subject to : } & P \geq \mathcal{G}(R), Q \geq-\mathcal{G}(R)  \tag{E19}\\
& \Phi(R)=B, \quad P, Q, R \geq 0
\end{align*}
$$

computes $\min _{R \geq 0, \Phi(R)=B} \sum_{i}\left|\mathcal{G}(R)_{i i}\right|$. We will now begin to connect the above formalism to TOP from Eq. (E7). We will show how $R$ can be chosen to reflect the optimization over $H_{L S}^{(L)}$ and $\Gamma^{(L)}$, and $\Phi$ can be chosen to reflect the trace constraint on $\Gamma^{(L)}$. Then, we will specify a map $\mathcal{G}$ that takes $R$ as input (i.e, $H_{L S}^{(L)}$ and $\left.\Gamma_{L S}^{(L)}\right)$, and outputs a diagonal matrix such that the objective function computes

$$
\begin{equation*}
\left.\tau=\sum_{i}\left|\left\langle E_{i}\right| \mathcal{L}_{2}\left(\rho_{t h}\right)\right| E_{i}\right\rangle \mid \tag{E20}
\end{equation*}
$$

Step 3: In the thermal optimization problem [Eq. (E7)], we have an optimization over $\Gamma^{(L)} \geq 0$, and hermitian $H_{L S}^{(L)}$. We use the fact that any hermitian matrix $H_{L S}^{(L)}$ can be written as a $H_{L S}^{(L)}=S-T$, where $S, T \geq 0$. Moreover $S-T$ for any $S, T \geq 0$ is always hermitian. We will now replace the hermitian $H_{L S}^{(L)}$ with the difference of positive matrices $S-T$. This is needed, since semidefinite programs can only handle optimization over positive semidefinite variables. Furthermore, let us identify $\Gamma^{(L)}$ with some matrix $U$. Now consider the map $\mathcal{G}$ that acts as follows :

$$
\mathcal{G}\left(\begin{array}{ccc}
S & . & \cdot  \tag{E21}\\
. & T & \cdot \\
\cdot & . & \dot{U}
\end{array}\right) \equiv \mathcal{G}(S, T, U) \equiv\left(\begin{array}{cccc}
\left\langle E_{1}\right| \mathcal{L}_{2}\left(\rho_{t h}\right)\left|E_{1}\right\rangle & 0 & \cdots & 0 \\
0 & \left\langle E_{2}\right| \mathcal{L}_{2}\left(\rho_{t h}\right)\left|E_{2}\right\rangle & \cdots & 0 \\
\vdots & \ldots & \ddots & \vdots \\
0 & \cdots & 0 & \left\langle E_{d}\right| \mathcal{L}_{2}\left(\rho_{t h}\right)\left|E_{d}\right\rangle,
\end{array}\right)
$$

where the map constructs $\mathcal{L}_{2}$ according to Eq. (38) after setting $H_{L S}^{(L)}=S-T$, and $\Gamma^{(L)}=U$. Now, we consider a specific case of the optimization problem in Eq. (E19), for the choice of $\mathcal{G}$ in Eq. (E21). We obtain,

$$
\begin{align*}
& \text { minimize : } \operatorname{Tr}(P)+\operatorname{Tr}(Q) \\
& \text { subject to }: P \geq \mathcal{G}\left(\begin{array}{ccc}
S & . & \cdot \\
. & T & \cdot \\
\cdot & \cdot & U
\end{array}\right), Q \geq-\mathcal{G}\left(\begin{array}{ccc}
S & \cdot & \cdot \\
. & T & \cdot \\
. & . & U
\end{array}\right), \\
& \Phi_{1}\left(\begin{array}{ccc}
S & . & . \\
. & T & . \\
. & . & U
\end{array}\right)=\operatorname{Tr}(U)=1, P, Q, S, T, U \geq 0 \tag{E22}
\end{align*}
$$

Since $\mathcal{G}$ always outputs a diagonal matrix [see Eq. (E21)], Eq. (E22) computes

$$
\min \quad \sum_{i}\left|\mathcal{G}\left(\begin{array}{lll}
S & &  \tag{E23}\\
& T & \\
& & U
\end{array}\right)_{i i}\right|
$$

subject to : $\quad S, T, U \geq 0, \operatorname{Tr}(U)=1$
Since $H_{L S}^{(L)}$ can always be written as $S-T$, and $\Gamma^{(L)}$ as $U$, Eq. (E23) [and therefore Eq. (E22) ] is identical to the thermal optimization problem in Eq. (E7). Therefore, Eq. (E22) computes $\tau_{\text {opt }}$.

All that remains is converting Eq. (E22) to the standard form Eq. (E8). Eq. (E22) can be obtained from Eq. (E22) after choosing

$$
\begin{align*}
& A=\left(\begin{array}{ccccc}
I & & & \\
& I & & \\
& & 0 & & \\
& & & 0 & \\
& & & & 0
\end{array}\right), \quad B=1, \quad X=\left(\begin{array}{ccccc}
P & . & . & . & . \\
. & Q & . & . & \cdot \\
\cdot & \cdot & S & . & \cdot \\
. & . & . & T & \cdot \\
\cdot & . & . & . & U
\end{array}\right), \quad C=0, \\
& \Psi\left(\begin{array}{ccccc}
P & \cdot & \cdot & \cdot & \cdot \\
\cdot & Q & \cdot & \cdot & \cdot \\
\cdot & \cdot & S & \cdot & \cdot \\
\cdot & \cdot & \cdot & T & \cdot \\
\cdot & \cdot & \cdot & \cdot & U
\end{array}\right)=\left(\begin{array}{cc}
P-\mathcal{G}(S, T, U) & 0 \\
0 & Q+\mathcal{G}(S, T, U)
\end{array}\right), \quad \Phi\left(\begin{array}{ccccc}
P & . & \cdot & \cdot & \cdot \\
\cdot & Q & \cdot & \cdot & \cdot \\
. & \cdot & S & . & \cdot \\
. & \cdot & \cdot & T & \cdot \\
\cdot & \cdot & \cdot & .
\end{array}\right)=\operatorname{Tr}(U) \tag{E24}
\end{align*}
$$

Recall that it is helpful to think of $P, Q$ as variables needed to compute the objective function $\tau$ [Eq. (E7)], $S, T$ are variables that give rise to $H_{L S}^{(L)}=S-T$, and $U$ is a variable that encodes $\Gamma^{(L)}$. We have therefore shown that the TOP [Eq. (E7)] is an SDP.

It is to be noted that it is not necessary to reduce the TOP to the standard form of an SDP in order to use CVX [36]. Infact, the TOP from Eq. (E7) can be directly implemented into CVX, which itself handles the construction of the dual problem automatically in the background.
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