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A computational approach combining dispersion-corrected density functional theory (DFT) and
classical molecular dynamics is employed to characterize the geometrical and thermo-mechanical
properties of a recently proposed 2D transition metal dihalide NiCl2. The characterization is per-
formed using a classical interatomic force field whose parameters are determined and verified through
the comparison with the results of DFT calculations. The developed force field is used to study
the mechanical response, thermal stability, and melting of a NiCl2 monolayer on the atomistic level
of detail. The 2D NiCl2 sheet is found to be thermally stable at temperatures below its melting
point of ∼695 K. At higher temperatures, several subsequent structural transformations of NiCl2
are observed, namely a transition into a porous 2D sheet and a 1D nanowire. The computational
methodology presented through the case study of NiCl2 can also be utilized to characterize other
novel 2D materials, including recently synthesized NiO2, NiS2, and NiSe2.

I. INTRODUCTION

Nickel-based nanomaterials are considered promising
for sensors, adsorbents, and catalysts. Recently synthe-
sized Ni-based composites have proven their effectiveness
as sensors for various organic and biological molecules
[1–3]. Nickel nanoparticles possess catalytic activity
for many reactions, including the synthesis of primary
amines and hydrogen oxidation [4, 5]. Nickel-based two-
dimensional (2D) materials can be used for the efficient
generation of molecular oxygen [6, 7], electrocatalytic wa-
ter splitting [8], and glucose oxidation [9]. In addition,
recently synthesized pentagonal 2D sheets of nickel di-
azenide (NiN2) have a tunable direct band gap and may
serve as a precursor for pentagonal 2D materials [10].

Nickel-doped graphene materials are also widely used
for many applications. In particular, they provide ex-
cellent sensing properties [11–13] and can effectively cat-
alyze technologically important reactions, such as hydro-
gen production from water [14] and ethanol steam [15],
oxygen reduction under alkaline conditions [16], and car-
bon monoxide reduction [17]. Another important appli-
cation of Ni-doped graphene is hydrogen storage [18–20].
Due to 3d electrons and the spillover effect, nickel can
hold hydrogen molecules. At the same time, graphene
is not the only 2D material that can be doped with
nickel. Other 2D materials, such as silicene, germanene
and MoS2, have also been used as a substrate for nickel
atoms and nanoparticles [21–23].

The aforementioned properties of Ni-doped 2D mate-
rials are based on a combination of the mechanical char-
acteristics of a 2D sheet with the adsorption and cat-
alytic properties of nickel. A further development of this
idea is that nickel can be not only an alloying impurity
but also the basis for a 2D material. Pure nickel does

not exist in the form of a 2D allotrope. However, an
extensive computational search for layered crystals and
related 2D materials [24] has recently predicted the exis-
tence of several 2D nickel-based materials of the compo-
sition NiX2 (X = O, Cl, Br, I, S, and Se). Some of these
materials have already been synthesized. Technologies
developed for widespread 2D MoS2 and MoSe2 materials
[25] and their analogs based on niobium [26], titanium
[27] and tungsten [28] have been proven useful for syn-
thesizing NiX2 monolayers. Large-area NiO2 monolayers
separated by lanthanum atoms have been observed using
scanning tunneling microscopy [29]. Recent experiments
have proven the feasibility of chemical vapor deposition
synthesis of nanometer-sized layers of NiCl2 [30], NiS2

[31], and NiSe2 [32]. Moreover, NiCl2 films up to four
layers thick have been synthesized recently [30]. In all
these materials, nickel atoms are organized in a regular
2D lattice so that the materials possess enhanced adsorp-
tion and catalytic properties.

Currently, there is limited experimental information
on the properties of such 2D materials since only a few
laboratories have synthesized them in limited quantities.
Atomistic computer simulations can serve as a useful
complementary approach to characterize the structure of
such novel materials and explore their properties.

This paper presents the results of a computational
characterization of a novel 2D material, NiCl2, using a
multiscale modeling approach. NiCl2 has been chosen as
an illustrative and experimentally relevant representative
of the Ni-based 2D materials family. A combination of
quantum and classical approaches into a unified multi-
scale methodology permits a comprehensive investigation
of the structure, mechanical properties, and thermal sta-
bility of NiCl2.

Density-functional theory (DFT) calculations provide
reference data on the geometrical characteristics of the
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2D NiCl2 material. On this basis, a new classical inter-
atomic potential is developed and benchmarked against
the results of quantum-mechanical calculations. The vali-
dated potential is used for atomistic modeling of the me-
chanical and thermal stability of NiCl2 using classical
molecular dynamics (MD) employing the MBN Explorer
[33] and MBN Studio [34] software packages.

Through an illustrative case study of NiCl2, we present
a general methodology that can be utilized for the com-
putational characterization of other novel materials, in-
cluding the recently synthesized NiO2 [29], NiS2 [31], and
NiSe2 [32]. To the best of our knowledge, a 2D NiCl2 has
been studied computationally using DFT only in a few
studies [35, 36], and there have been no MD-based stud-
ies of this material or other 2D nickel dihalides. The
paper [35] studied the mechanical, electronic, and mag-
netic properties of monolayer and bilayer NiX2 (X = Cl,
Br, I) 2D structures. The recent study [36] investigated
structural defects in NiCl2 and similar materials and con-
firmed their stability in the environment using DFT cal-
culations.

The paper is organized as follows. Section II describes
the key aspects of theoretical methods utilized in DFT
calculations and classical simulations. A particular focus
is made on describing the procedure to determine the
classical force field parameters for NiCl2. This follows
with the discussion of the obtained results in Section III.
The accuracy of the developed force field is evaluated
in Section III A through the analysis of structural and
energetic parameters of NiCl2. Section III B is devoted
to the analysis of the mechanical properties of NiCl2 by
means of DFT and classical energy minimization calcu-
lations using the developed force field. In Section III C,
the force field is utilized to study the thermal stability of
NiCl2 and evaluate its melting temperature using clas-
sical MD simulations. Finally, in Section IV, we draw a
conclusion from this work and give an outlook for further
developments in this research direction.

II. COMPUTATIONAL METHODOLOGY

A. DFT calculations

DFT calculations of the structural properties of a
NiCl2 sheet have been performed using the QUANTUM
Espresso 6.5 software package [37, 38]. The plane-wave
basis set for valence electron states, generalized gradient
approximation (GGA) in the Perdew-Burke-Ernzerhof
(PBE) functional form for the exchange-correlation en-
ergy [39], and projector-augmented-wave (PAW) pseu-
dopotentials [40, 41] for core-electron interactions were
used to perform the calculations. We have employed
the kinetic energy cut-off for wave functions of 100 Ry
(1360 eV) and kinetic energy cut-off for charge density
and potential of 600 Ry (8160 eV) with checking the con-
vergence of energy and charge to increase the simulation
accuracy. In addition, the van der Waals interactions

have been considered through the D3 Grimme (DFT-
D3) dispersion corrections [42]. The DFT-D3 approach
possesses improved accuracy due to using environment-
dependent dispersion coefficients and the inclusion of a
three-body component to the dispersion correction en-
ergy term.

The distance between separate NiCl2 sheets has been
set equal to 30 Å, which provides sufficient space sep-
aration to avoid nonphysical interactions. Thus, opti-
mization of the lattice parameter along the axis perpen-
dicular to the NiCl2 sheet plane was unnecessary. The
atomic equilibrium positions have been obtained by the
total energy minimization of the supercell using the cal-
culated forces and stress on the atoms. The convergence
criterion for self-consistent calculations for ionic relax-
ations was set to 10−10 eV between two consecutive steps.
The geometry optimization of the NiCl2 sheet was car-
ried out without symmetry constraints until the Hellman-
Feynman forces acting on the atoms became smaller than
10−4 hartree/bohr. Such criteria ensure that the abso-
lute value of stress is less than 0.01 kbar. The parameters
of the supercell have also been optimized. The first Bril-
louin zone integrations have been performed using the
Monkhorst-Pack k-point sampling scheme [43] with the
6× 6× 1 mesh grid and the Methfessel-Paxton smearing
[44] with the smearing width of 0.02 Ry.

The NiCl2 sheet is represented by a hexagonal Ni9Cl18
periodic cell containing 3× 3 elementary NiCl2 cells, see
Fig. 1. The hexagonal symmetry corresponds to the re-
sults obtained earlier for this monolayer [24]. The lattice
constant determined from the geometry optimization cal-
culation is a = 3a0 = 10.328 Å, where a0 is the parameter
of the NiCl2 primitive unit cell. The equilibrium Ni–Cl
bond length obtained from the DFT calculations is equal
to 2.38 Å.

B. Classical MD simulations

Classical geometry optimization calculations and MD
simulations have been performed by means of MBN Ex-
plorer [33] – a software package for multiscale modeling
of complex molecular structures and dynamics. MBN
Explorer permits the simulation of a wide range of Meso-
Bio-Nano (MBN) systems [45, 46], including nanosys-
tems, nanostructured materials, as well as composite and
hybrid materials with sizes ranging from atomic to meso-
scopic [47–52]. The dedicated MBN Studio toolkit [34]
has been utilized to create the systems, prepare all nec-
essary input files, and analyze and visualize simulation
outputs.

C. Determination of the classical force field for

NiCl2

The first part of this study has been devoted to deter-
mining the parameters of a classical force field for NiCl2.
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FIG. 1. Structure of a NiCl2 supercell used in the DFT calculations. The supercell contains 9 nickel and 18 chlorine atoms,
shown in blue and green (dark and light) colors, respectively. Chlorine atoms in the top and bottom atomic layers are shown
by dark-green and light-green colors, respectively. Panel (a) shows three orthographic projections of the considered supercell –
top and side views (top row) and a front view (bottom row). Panel (b) shows a 3-dimensional projection of the supercell.

FIG. 2. Structure of a NiCl2 sheet used in classical MD simulations. Panel (a) shows the top view of a fragment of a NiCl2
sheet, while panel (b) shows a 3-dimensional projection of the entire system containing 1350 atoms. Ni and Cl atoms are shown
in blue and green colors, respectively. Cl atoms in the top and bottom atomic layers are shown by dark-green and light-green
colors, respectively.

The geometry of the NiCl2 supercell obtained after DFT-
based optimization (see Fig. 1) was taken as an initial ge-
ometry for the calculations using the classical force field.
The NiCl2 supercell was translated in space along the
translation vectors, and the generated crystal was cut to
fill in a rectangular simulation box, which was replicated
in space using periodic boundary conditions. The result-
ing structure of a 2D NiCl2 system is shown in Fig. 2.
The simulation box used for the classical simulations has
the size of 52.08 Å × 90.30 Å × 100.00 Å and contains
1350 atoms.

1. Determination of parameters through classical MD
simulations

As a first educated guess, several MD simulations have
been carried out with trial force field parameters fitted

for other transitional metal halides NiF2 [53], ZnCl2 [54],
and FeCl3 [55]. The force field employed in these simu-
lations has been constructed as a sum of the short-term
exponential, long-term r−6 power, and the Coulomb po-
tentials. Such force fields have been commonly utilized
in MD simulations of metal halides and oxides, as well
as various ionic crystals and other ionocovalent systems
(e.g. glasses) [56–59]. The NiCl2 system was unstable
with any considered trial parameters; the sheet lost its
planarity and became strongly bent using the considered
force field potentials.

Therefore, a new set of classical force field parame-
ters for the 2D NiCl2 system has been determined in
this study as follows. The Nelder-Mead algorithm [60]
has been utilized to optimize the force field parameters.
The algorithm is simplex-based, meaning that in a n-
dimensional space, it maintains a set of n + 1 points
called simplex. After calculating the value of the function
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at each point of the simplex, the algorithm extrapolates
the function’s behavior to find a new test point and re-
places the test points with the worst result with a new
one. This process continues until the result converges to
the pre-defined tolerance value or reaches the maximum
number of iterations. The Nelder-Mead algorithm was
implemented in Python via scipy.optimize.minimize li-
brary [61]. This algorithm was used to fit the geometrical
parameters of NiCl2 calculated using MBN Explorer [33]
to the corresponding parameters obtained through the
DFT-based structure optimization; results of this analy-
sis are presented below in Sect. III A.

NiCl2 is an ionic crystal where polarization effects due
to the ions of opposite charges may play a significant
role. Several computational approaches for describing the
ion-induced polarization interaction in various molecular
systems within the classical MD framework have been
discussed in the literature, including the addition of a r−4

term to a r−6 long-range potential [62–64] or considering
a r−4 term as the only contribution to the long-range
interaction [65, 66]. In this study, we have used the latter
approach for the sake of minimizing the number of force
field parameters to be determined. The resulting total
interaction potential between atoms i and j of the system
is given by the following expression:

U(rij) = Aij e
−αijrij −

Cij

r4ij
+

qiqj
4πε0rij

(1)

As shown below in Sections III A and III B, the force field
given by Eq. (1) provides a good overall agreement with
the results of DFT calculations regarding the structural
and mechanical properties of a 2D NiCl2 material.

Six parameters of the force field, Eq. (1), have been
optimized using the Nelder-Mead algorithm: ANi−Cl,
αNi−Cl, ACl−Cl, αCl−Cl, CCl−Cl and qCl. Partial charges
on Ni and Cl atoms have been set to ensure the system is
electrically neutral, so that |qNi| = 2|qCl|. Following the
approach adopted in several earlier studies [53, 67–70]
for a number of ionic crystals and ionocovalent systems,
we have not considered the non-Coulombic contributions
between the positively charged (in our case, nickel) ions,
i.e. ANi−Ni = 0 and CNi−Ni = 0. Following the con-
siderations made in Ref. [68], the large partial atomic
charge on the cations ensures that they are always well
separated from each other, and their repulsive and van
der Waals interactions can be neglected. The param-
eter CNi−Cl for the long-range interaction between the
ions of different signs was also set equal to zero (see e.g.
Refs. [53–55]) on the grounds that unlike (i.e. Ni and
Cl) nearest neighbours are close enough for the van der
Waals interaction to be quenched [67, 68]. A 7 Å cutoff
was applied for the exponential and power terms of the
potential. The Coulomb potential was calculated using
the Ewald summation method [71, 72] with the cutoff of
12 Å. MD simulations with a simulation time of 30 ps and
a time step of 1 fs, Langevin thermostat temperature of
300 K, and damping time of 0.1 ps were performed for
each generated set of parameters.

TABLE I. Parameters of the force field, Eq. (1), derived in
this study for the description of a 2D NiCl2 material (see the
main text for details).

Aij (eV) αij (Å−1) C (eV Å4) q, |e|

Ni–Cl 10715.83 5.034 − Ni 1.34
Cl–Cl 1439.08 3.494 0.779 Cl −0.67

The following geometrical parameters of NiCl2 have
been compared to the results of DFT calculations: (i) Ni–
Cl bond length (dNi−Cl); (ii) Ni–Ni bond length (dNi−Ni);
(iii) in-plane Cl–Cl bond length (dCl−Cl); and (iv) the in-
terplanar Cl–Ni–Cl angle (ϕCl−Ni−Cl), denoted hereafter
as ϕ for brevity. In addition, the system’s energy as a
function of the Ni–Cl interplanar distance l has also been
analyzed. The distance between the Ni and Cl atomic
planes was gradually varied, and single-point energy cal-
culations were carried out using MBN Explorer for differ-
ent values of l. The resulting dependence of the system’s
energy on the Ni–Cl interplanar distance was fitted by a
quadratic function. The value of l corresponding to the
minimum system’s energy was determined from classical
force field calculations and compared to the results of
DFT calculations. Then, the standard deviation

σ =

√

√

√

√

∑

i

(

di − dDFT
i

dDFT
i

)2

+

(

ϕ− ϕDFT

ϕDFT

)2

+

(

l − lDFT

lDFT

)2

(2)
was calculated and minimized using the Nelder-Mead al-
gorithm [60]. Here, the summation has been carried out
over all Ni–Ni, Ni–Cl and Cl–Cl covalent bonds of the
system. Each round of force field parameter optimization
consisted of 30 iterations, and the parameters resulting
from each optimization round were used as the starting
parameters for the following one. 400 subsequent opti-
mization rounds have been performed to determine the
parameters of the force field. The force field parame-
ters obtained via classical MD simulations performed at
300 K are listed in Table III in Appendix.

2. Determination of parameters through structure
optimization calculations

Due to relatively long simulation times, the MD-based
procedure described in the previous section is inefficient
for scanning a multidimensional parameter surface over
a broad range of parameters. Therefore, the second
round of force field parameter optimization was per-
formed through a series of classical structure optimiza-
tion calculations. The parameters generated at the previ-
ous step (see Sect. II C 1 and Table III in Appendix) were
used as a starting point. Similarly to the previous step,
the force field optimization procedure was performed us-
ing the Nelder-Mead algorithm [60]. Classical structure
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optimization calculations were performed using the ve-
locity quenching algorithm for 5000 optimization steps
with a time step of 0.1 fs.

A much shorter computational time of a structure opti-
mization calculation than an MD simulation has allowed
us to explore a broader range of force field parameter val-
ues. However, it was observed that the optimization of
all force field parameters, including partial charges, pro-
duces unrealistic non-physical values of partial charges
(much larger than the formal charges of +2 and −1 on
Ni and Cl atoms, respectively) due to lowering the total
potential energy of the system with an increase of attrac-
tive electrostatic interaction between positively charged
Ni atoms and negatively charged Cl atoms. In order to
avoid this non-physical behavior, partial charges on Ni
and Cl have been considered as fixed parameters (ensur-
ing the total charge of the whole system is zero), and ten
independent rounds of force field parameter optimization
have been performed with constant values of atomic par-
tial charges qCl in the range from −0.859|e| to −0.5|e|.
The force field parameters obtained after each round of
structure optimization calculations were tested by ana-
lyzing the stability and planarity of the NiCl2 system over
a one-nanosecond-long MD simulation at 300 K. The final
choice of the atomic partial charges was made to get the
closest correspondence to the DFT-based results on the
geometrical and mechanical properties of the 2D NiCl2
system, as described below in Sections III A and III B.

It should be noted that the question of choosing atomic
partial charges for the description of ionic crystals and
other ionocovalent systems (such as silicate glasses) has
been discussed in the literature, see e.g. Ref. [73] and ref-
erences therein. MD simulations of SiO2 systems showed
that using formal charges (i.e., +4 for Si and −2 for O
atoms) requires the use of additional angular 3-body en-
ergy terms to properly describe the system’s geometry
[74]. Therefore, a commonly adopted approach for simu-
lating ionocovalent systems is to use partial (rather than
formal) atomic charges that are treated as an additional
fitting parameter [69, 70, 75] in order to reproduce the
correct system’s geometry without introducing additional
energy terms to the empirical force field. This approach
has been adopted in the present study to determine the
partial charges on nickel and chlorine atoms.

The final values of the force field parameters and
atomic partial charges for NiCl2, derived from the com-
parison of NiCl2 geometrical parameters to the DFT
results, are listed in Table I. These values have been
employed in all the simulations described below in Sec-
tion III.

III. RESULTS AND DISCUSSION

A. Evaluation of the accuracy of the constructed

force field

NiCl2 is a novel 2D material for which little informa-
tion has been obtained experimentally and computation-
ally. Hence, it is important to evaluate the accuracy
of the developed classical force field in order to make
computational predictions of the structural and thermo-
mechanical properties of NiCl2.

Table II lists the values of Ni–Cl, Ni–Ni and Cl–Cl
bond lengths (dNi−Cl, dNi−Ni and dCl−Cl) as well as the
Cl–Cl interplanar distance (lCl−Cl) and the Cl–Ni–Cl an-
gle (ϕCl−Ni−Cl) obtained in this study by means of clas-
sical force field optimization (column labeled ‘FF’) and
DFT optimization calculations using the PBE exchange-
correlation functional. The present results are compared
with several recent DFT calculations of a free 2D NiCl2
monolayer [35, 36] and that encapsulated inside a metal-
organic framework [76].

TABLE II. Comparison of geometrical parameters of a NiCl2
2D sheet after geometry optimization using the classical force
field, Eq. (1) (column labeled “FF”), and DFT using the PBE
exchange-correlation functional. The results obtained in this
study are also compared with the results of recent DFT cal-
culations [35, 36, 76].
Optimization method FF DFT

this work Ref. [36] Ref. [35] Ref. [76]
dNi−Cl, Å 2.24 2.38 2.38 2.42 2.42
dNi−Ni, Å 3.57 3.44 3.56

dCl−Cl (in-plane), Å 3.47 3.44
lCl−Cl (interplanar), Å 2.68 3.28 2.65

ϕCl−Ni−Cl, deg 73.5 87.2

The results listed in Table II indicate a good overall
agreement (with the relative discrepancy of ∼5%) be-
tween the outcomes of classical structure optimization
calculations and the DFT calculations performed in this
study and reported in the literature [35, 36, 76]. The
interlayer vertical distance between two chlorine planes,
lCl−Cl, obtained from the classical calculations is about
20% shorter than the values obtained by DFT, while be-
ing in good agreement with the results of the recent DFT-
based study [35]. A smaller Cl–Cl interplanar distance
results in smaller values of the angles ϕCl−Ni−Cl com-
pared to the outcomes of DFT calculations.

Overall, the classical force field. Eq. (1), with the pa-
rameters listed in Table I describes with reasonable ac-
curacy the geometrical parameters of a 2D NiCl2 sheet.
The range of discrepancies between the results of classical
force field-based and DFT-based geometry optimization
calculations is similar to that obtained in earlier studies
of transition-metal clusters and bulk materials [48, 77].
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B. Mechanical properties of NiCl2

In this study, the mechanical properties of a NiCl2
sheet have been analyzed by both DFT and classical force
field calculations. DFT-based calculations have used, as
an input, the optimized NiCl2 supercell described above
in Section II A.

The uniform stretching of the NiCl2 sheet has been
simulated by simultaneously increasing the lattice pa-
rameters of the supercell along the x− and y−directions
(parallel to the NiCl2 plane) and further optimizing
atomic positions in the supercell. Classical geometry op-
timization calculations were performed by means of MBN
Explorer [33] using the velocity quenching algorithm for
20,000 optimization steps with a time step of 1 fs.

During the biaxial stretching, the lattice constant a
increases as

a = a0(1 + ε) , (3)

where a0 is the equilibrium lattice constant and ε is the
relative deformation (strain). The deformation energy
∆E has been calculated as follows:

∆E = E − E0 , (4)

where E is the total potential energy of the deformed sys-
tem and E0 is the potential energy of the unperturbed
system. As the simulation boxes considered in the DFT-
based and classical force field optimization calculations
contain different numbers of atoms, the calculated defor-
mation energy was divided by the number of NiCl2 units
in the respective simulation box.

Figure 3(a) shows the dependence of the NiCl2 sheet
deformation energy on strain ε. In the region of small de-
formations (for strain values ε <∼ 0.05), the dependence of
deformation energy on ε follows a quadratic dependence,
indicative of the elastic deformation. At larger deforma-
tions, the calculated dependence starts to deviate from
the quadratic dependence. The calculations employing
the classical force field, Eq. (1), predict the deformation
threshold at ε ∼ 0.11, when the 2D sheet breaks into
smaller “islands” (see Fig. 3(b)), which causes a sharp
drop in the potential energy of the system and, hence, in
its deformation energy.

The mechanical properties of 2D materials are com-
monly characterized via the 2D Young’s modulus E2D,
which does not depend on the sheet thickness in contrast
to the “conventional” 3D Young’s modulus [78–80]. The
2D Young’s modulus is calculated as

E2D =
1

2S0

(∆E)′′ , (5)

where S0 is the surface area of the relaxed 2D system and
(∆E)′′ is the second derivative of the deformation energy
with respect to biaxial deformation ε. A quadratic fit to
the dependence of system’s total deformation energy on
ε, calculated by means of DFT, yields the value E2D =

50.1 N/m. The classical force field, Eq. (1), predicts a
close value of 51.8 N/m. These values are in agreement
with the value E2D = 54 N/m, obtained for NiCl2 using
DFT calculations in Ref. [35]. Similar values of the 2D
Young’s modulus were reported in the cited study [35]
for related Ni-based 2D materials, NiBr2 (50 N/m) and
NiI2 (45 N/m). These results indicate that 2D NiCl2 and
other nickel dihalides are less rigid materials compared
to other well-studied 2D sheets like graphene or MoS2,
which have the 2D Young’s modulus of ∼340 N/m and
170 N/m, respectively [81, 82].

To estimate the “conventional” 3D Young’s modulus,
the obtained value E2D should be divided by the effective
sheet thickness h. According to the results obtained using
the classical force field, Eq. (1), the NiCl2 sheet thickness
(that is, the distance lCl−Cl between the chlorine planes)
is equal to 2.68 Å. The interlayer distance between the
adjacent layers of NiCl2 equals 3.08 Å [35] so that the
effective sheet thickness can be estimated as h = 5.76 Å.
Using this value, one obtains the 3D Young’s modulus
E3D = E2D/h ≈ 90 GPa.

C. Melting temperature and thermal stability of

NiCl2

The interatomic force field described in Sect. II C has
been utilized to study the thermal properties of a 2D
NiCl2 sheet and evaluate its melting temperature. This
has been done by conducting a series of constant temper-
ature MD simulations as follows. The optimized struc-
ture of NiCl2 was heated gradually by 50 degrees (in the
temperature range from 0 to 650 K) or by 100 degrees (in
the range from 800 to 3200 K) over 200 ps and then equi-
librated over 1 ns at each temperature. In order to avoid
any artifacts related to the incomplete thermalization of
the system, the first 400 ps of each trajectory simulated
at a given temperature were excluded from the analysis.
The average value of system’s total energy at a given tem-
perature was determined over the last 600-ps part of each
trajectory. A smaller temperature increment of 10 K has
been considered in the temperature range from 650 to
800 K where the melting phase transition occurs (see be-
low). In this case, 10 ns-long simulations were performed
at each temperature, and the system’s total energy was
analyzed over the last 6 ns of the simulated trajectories.
The resulting caloric curve, that is the dependence of the
time-averaged total energy of the system on temperature,
〈Etot〉(T ), is shown in Fig. 4(a) by symbols. Figure 4(b)
shows the temperature dependence of heat capacity at
constant volume Cv, defined as a derivative of the inter-
nal energy of the system over temperature:

Cv =

(

∂E

∂T

)

v

. (6)

The melting process in a macroscopic system occurs at
a specific temperature and reveals itself as a first-order
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FIG. 3. Panel (a): Deformation energy ∆E of a biaxially stretched NiCl2 sheet as a function of relative deformation ε. Classical
geometry optimization calculations (red symbols) have been performed using the force field, Eq. (1), and the parameters listed
in Table I. Panel (b): Structure of NiCl2 at strain ε = 0.11, which corresponds to the mechanical stability threshold for this
material as predicted by the classical force field calculations. Ni and Cl atoms are shown in blue and green colors, respectively.

phase transition via a spike in the heat capacity of the
system at the transition temperature.

At the initial phase of NiCl2 heating, the system’s total
energy grows linearly with temperature; see the inset in
Fig. 4(a). At temperatures above ∼600 K the crystalline
structure of the NiCl2 sheet is strongly deformed, but the
system maintains its integrity. A jump in the system’s
total energy has been observed at temperatures between
680 and 700 K. The calculated heat capacity curve has
a sharp maximum at T ≈ 695 K, indicating the melting
temperature of NiCl2. This value is lower than the melt-
ing temperature for bulk nickel, Tm(Ni) = 1728 K, and
of bulk NiCl2, Tm(NiCl

bulk
2 ) = 1274 K [83]. At the same

time, the evaluated melting temperature of 2D NiCl2 is
within the temperature range (T ∼ 500− 1000 K) where
other 2D metal halides, such as NaCl, become thermally
unstable and lose their structural integrity, as determined
computationally from ab initio MD simulations [84].

At temperatures above the melting point, the system’s
total energy 〈Etot〉 continues to grow linearly with T (see
the inset in Fig. 4(a)) until the onset of another struc-
tural transformation emerges at T ∼ 1500 K. In con-
trast to the melting phase transition at Tm ≈ 695 K,
this high-temperature transformation takes place over
a broad temperature range from approximately 1500 to
2700 K, as indicated by the deviation of the 〈Etot〉(T ) de-
pendence from a linear function and a peak in the Cv(T )
dependence in the temperature range ∼ 2400− 2700 K.
This transition corresponds to the evaporation of NiCl2
fragments from a 1D NiCl2 nanowire (see the discussion
below).

The structural transformations corresponding to the
peaks in the heat capacity curve can be visualized by an-
alyzing the radial distribution function (RDF) of atoms
in the system. The RDF characterizes the number of
atoms located at a certain radial distance r from a refer-

FIG. 4. Caloric curve for a 2D NiCl2 material (panel (a))
and the corresponding heat capacity Cv as a function of tem-
perature (panel (b)) obtained using classical MD simulations.
The peak in the Cv(T ) dependence at T ≈ 695 K indicates
the melting temperature of NiCl2. A broader peak centered
at T ∼ 2550 K indicates a sublimation into the gas of NiCl2
molecules and small atomic and molecular fragments (see the
main text for details).

ence atom. The RDF for Ni–Ni and Cl–Cl atomic pairs,
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FIG. 5. Radial distribution function for (a) nickel and (b) chlorine atoms of NiCl2 at different temperatures of the system. A
rapid change of the RDFs between 680 and 700 K indicates the melting phase transition.

evaluated at different temperatures of the system, are
plotted in Figures 5(a) and 5(b), respectively. A rapid
change of the RDFs between 680 and 700 K indicates the
melting phase transition.

It is of particular interest to explore in more detail the
phase transition from the crystalline NiCl2 to its molten
state. Figure 6 shows the variation of the system’s total
energy, Etot, as a function of simulation time t; the first
8 ns of the simulations (out of 10 ns) are shown for better
clarity. Colored curves show the Etot(t) dependencies for
three different temperatures, namely T = 670 K (below
the phase transition temperature), T = 700 K (in the
phase transition region), and T = 780 K (above the phase
transition temperature).

At T = 670 K (black curve in Fig. 6), the total energy
of NiCl2 fluctuates around the average value of about
−5430 eV, which indicates that the system is thermally
stable at this temperature over the considered simulation
time. At T = 700 K (red curve in Fig. 6), the system’s en-
ergy stays nearly constant within the first ∼0.7 ns of the
simulated trajectory, followed by a rapid rise of Etot(t)
within the next ∼0.4 ns. This jump in the total energy
is attributed to the formation of defects (holes) in the
NiCl2 sheet, as shown in Fig. 7(c). After that, the sys-
tem’s total energy decreases as the system relaxes into
a porous 2D structure, see Fig. 7(d,e). The structure
shown in Fig. 7(e) is metastable and evolves into a differ-
ent 2D structure, where denser regions are connected by
thin NiCl2 links, see Fig. 7(f). It should be noted that
the results presented in Figures 6 and 7 have been ob-
tained for the NiCl2 sheet of a particular size, containing
1350 atoms. A detailed analysis of the system’s size on
its thermal properties and the observed structural trans-
formations is an interesting topic which, however, goes
beyond the scope of the present study.

The structure shown in Fig. 7(f) is stable at T = 700 K
over a 10 ns-long simulation. However, the “dissolution”
of the thin NiCl2 links seen in Fig. 7(f) might take place
on a longer time scale, leading to the formation of a 1D
structure. Analyzing the dynamics of the NiCl2 system

FIG. 6. Variation of the system’s total energy, Etot, as a func-
tion of simulation time t. Colored curves show the Etot(t)
dependencies for different temperatures, namely T = 670 K
(below the phase transition temperature), T = 700 K (in the
phase transition region), and T = 780 K (above the phase
transition temperature). Labels (1) to (4) correspond to dif-
ferent time instants (dashed lines) for the curve at T = 700 K,
while label (5) indicates the time instant for the curve at
T = 780 K. These instants (1)–(5) correspond to the system’s
snapshots shown in panels (c)–(g) of Fig. 7.

at higher temperatures enables to observe a 2D-to-1D
structural transformation within the considered simula-
tion times. Indeed, at T = 780 K, the NiCl2 system
transforms into a 1D nanowire (see Fig. 7(g)), which is
thermally stable at temperatures below ∼1500 K within
the considered simulation times. This transformation is
characterized by a decrease of the system’s total energy,
see the blue curve in Fig. 6.

At temperatures of ∼1500 K, NiCl2 monomers begin
to evaporate from the NiCl2 nanowire (see Fig. 8(a)),
which causes a deviation from the linear dependence in
the caloric curve shown in Fig. 4(a). As the temperature
increases, more NiCl2 units detach from the nanowire,
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FIG. 7. Snapshots of the NiCl2 system at different temperatures T as indicated. Nickel and chlorine atoms are shown in blue
and green colors, respectively. Panels (c) to (g) illustrate the system’s structure at different time instants corresponding to
labels (1)–(5) in Fig. 6.

FIG. 8. Snapshots of the NiCl2 system at temperatures T = 1800 K (a), 2400 K (b) and 3000 K (c) at the end of 1-nanosecond-
long simulations. As the temperature increases, more NiCl2 units are evaporated from the 1D NiCl2 nanowire [see Fig. 7(g)],
leading to its sublimation into a gas of NiCl2 molecules and smaller fragments such as NiCl and isolated Ni and Cl atoms at
T ∼ 2550 K. Nickel and chlorine atoms are shown in blue and green colors, respectively.

resulting in the sublimation of the nanowire into a gas
of NiCl2 molecules and smaller fragments such as NiCl
dimers and isolated Ni and Cl atoms, see Fig. 8(b,c).
This phenomenon is characterized by the change of the
〈Etot〉(T ) slope shown in Fig. 4(a) and a peak in the heat
capacity curve centered at T ≈ 2550 K.

IV. CONCLUSIONS

Two-dimensional (2D) materials possess unique
technologically-relevant properties, which are often quite
different from the properties of the corresponding bulk
counterparts. Monolayers of layered crystals are particu-
larly interesting because they can be synthesized with a
well-known ‘top-down’ approach. Extensive experimen-
tal characterization of such materials is expensive and
time-consuming, while computational modeling may pro-
vide valuable support for experimental research.
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This study has reported results of a computer simula-
tion of the recently proposed novel 2D material NiCl2
by means of DFT calculations and classical MD sim-
ulations. In order to characterize the geometrical and
thermo-mechanical properties of the 2D NiCl2 system, a
classical interatomic force field was developed and ver-
ified through the comparison with the results of DFT
calculations.

The combination of a DFT approach and a classical
approach based on an interatomic force field provides in-
sight into the structural and thermo-mechanical proper-
ties of the 2D NiCl2 material. It has been found that the
NiCl2 sheet is mechanically stable upon biaxial stretch-
ing at the relative deformation up to 11%. 2D Young’s
modulus for NiCl2 obtained by DFT calculations and cal-
culations employing the classical force field is ∼ 50 N/m,
in agreement with the results of recent DFT calculations
[35]. The Young’s modulus for a 2D NiCl2 system is
about 5− 10 times lower than Young’s modulus of other
commonly studied 2D materials such as graphene, MoS2

and WS2. The performed MD simulations indicate that
the NiCl2 sheet is thermally stable up to the melting
point temperature of ∼ 695 K. At temperatures above the
melting point, structural degradation of NiCl2 has been
observed, which involves several subsequent structural
transformations into a porous 2D sheet, a 1D nanowire,
and a sublimation into a gas of NiCl2 monomers and one-
and two-atom fragments.

The classical force field developed in this study for sim-
ulating the 2D NiCl2 material describes reasonably accu-
rately the geometrical parameters of NiCl2, determined
on the basis of DFT calculations. The force field param-
eters for NiCl2 presented in this study might be useful
for studying other characteristics of this material, such as

thermal conductivity, elastic constants, or phonon disper-
sion curves. Finally, the methodology presented through
an illustrative case study of NiCl2 can also be utilized
for the computational characterization of other novel 2D
materials, including recently synthesized NiO2, NiS2 and
NiSe2 materials.

APPENDIX

Table III lists trial parameters of the force field for a
2D NiCl2 material, Eq. (1), derived in this study through
a series of constant-temperature MD simulations (see
Sect. II C 1 for details).

TABLE III. Trial parameters of the force field for a 2D NiCl2
material, Eq. (1), derived in this study through a series of
constant-temperature MD simulations.

Aij (eV) αij (Å−1) C (eV Å4) q, |e|
Ni–Cl 10804.52 4.73 − Ni 1.718
Cl–Cl 1465.99 3.55 0.805 Cl −0.859
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