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In order to provide the best possible performance, modern infrared photodetector designs necessitate
extremely precise modeling of the superlattice absorber region. We advance the Rode’s method for
the Boltzmann transport equation in conjunction with the k.p band structure and the envelope
function approximation for a detailed computation of the carrier mobility and conductivity of layered
type-II superlattice structures, using which, we unravel two crucial insights. First, the significance of
both elastic and inelastic scattering mechanisms, particularly the influence of the interface roughness
and polar optical phonon scattering mechanisms in technologically relevant superlattice structures.
Second, that the structure-specific Hall mobility and Hall scattering factor reveals that temperature
and carrier concentrations significantly affect the Hall scattering factor, which deviates significantly
from unity even for small magnetic fields. This reinforces the caution that should be exercised
when employing the Hall scattering factor in experimental estimations of drift mobilities and carrier
concentrations. Our research hence offers a comprehensive microscopic understanding of carrier
dynamics in such technologically relevant superlattices. Our models also provide highly accurate
and precise transport parameters beyond the relaxation time approximation and thereby paving the
way to develop physics-based device modules for mid-wavelength infrared photodetectors.

I. INTRODUCTION

Modeling state-of-the-art infrared (IR) photodetectors
[1–6] require highly accurate transport parameters for de-
veloping dark and photocurrent performance projections
[5, 7–10]. Current technologically relevant IR photode-
tectors use III-V materials such as InAs/GaSb [11, 12]
due to numerous advantages [13, 14]. Type-II superlat-
tices (T2SLs) based on stacks of InAs/GaSb [1, 2, 14] are
thus extensively used to design high-performance third-
generation IR detectors [15, 16]. Despite the fact that the
mobility of the photogenerated minority carriers has a
significant impact on the performance of IR photodetec-
tors, carrier transport in technologically relevant T2SL
structures has not as extensively been explored. Recent
explorations in this context [17–23] which include carrier
mobility calculations [24], do not conclusively bring to
the fore structure-specific impact of important scatter-
ing mechanisms such as Piezoelectric (PZ), polar opti-
cal phonon (POP), acoustic deformation potential (ADP)
scattering mechanisms and most importantly the inter-
face roughness scattering (IRS).

With the necessity to develop a deeper understand-
ing of carrier transport in technologically relevant T2SLs,
this work advances an accurate model for transport calcu-
lations, wherein, we investigate different scattering lim-
ited transport under low-field in InAs/GaSb superlattices
(SLs) as a function of free electron carrier concentration,
temperature, and SL structural parameters. In our cal-
culations, five primary scattering mechanisms that limit
carrier mobility are the ionized impurity (II) [25], the PZ
[26], the ADP [27], the POP and the IRS [28–31].

∗ corresponding author: bm@ee.iitb.ac.in

We advance the Rode’s method [32–34] which goes be-
yond the relaxation time approximation (RTA) [35, 36],
coupled with band structure calculations via the k.p [37–
41] technique that also includes the strain effect due to
lattice mismatch between InAs and GaSb materials [42].
We demonstrate the effect of both the elastic and the
inelastic scattering mechanisms [43] on the electron mo-
bility of the composite structure for a wide range of tem-
peratures and doping concentrations. Our studies reveal
that the low-temperature mobility of T2SLs is limited
by the II, PZ and IRS scattering mechanisms. In con-
trast, the mobility at higher temperatures is mainly lim-
ited by the POP scattering mechanism, an inelastic and
anisotropic process. At intermediate temperatures, how-
ever, the mobility decreases due to a combined effect of
ADP and IRS mechanisms. The effects of several struc-
tural parameters including layer thicknesses, interface
roughness heights, correlation lengths, and ion densities
are thoroughly investigated. Our calculations thereby re-
inforce the superiority of the Rode’s method [32, 34] over
the conventionally employed RTA, wherein, the former is
applicable over a wide temperature range in the presence
of inelastic and anisotropic scattering mechanism.

In order to experimentally obtain the carrier concen-
tration and drift mobility in a SL structure, it is also im-
portant to ascertain the Hall scattering factor, which is
frequently thought of as being equal to unity, indicating
that the Hall mobility and the drift mobility are equal.
However, in many heterostructures, it differs significantly
from unity, which results in inaccurate estimates of the
carrier density and drift mobility. We clearly show that
the temperature and carrier concentrations significantly
affect the Hall scattering factor, and that it ranges from
0.3 to about 1.48 even for weak magnetic fields, thereby
reinforcing that caution should be exercised when em-
ploying this factor in calculations involving drift mobil-
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ity and carrier concentration. The models developed here
pave the way to develop physics-based device modules for
mid-wavelength IR (MWIR) photodetectors.

This paper is structured as follows. In Sec. II we de-
scribe the k.p model to compute the band structure, elec-
tron distribution function, Boltzmann transport formal-
ism, Rode’s approach and various scattering processes.
In Sec. III we illustrate the simulation methodology. In
Sec. IV, we explain the findings and finally, in Sec. V,
we summarize our results.

II. ANALYTICAL FORMALISM

A. Electronic band structure

The energy band structure of T2SLs can be calcu-
lated using various theoretical approaches like the den-
sity functional theory (DFT) [44], the empirical tight-
binding method [35, 45, 46], the empirical pseudopoten-
tial method [47, 48], many-body perturbation theory [49]
and the k.p perturbation method [37]. For this study, we
use the k.p technique with the envelope function approx-
imation (EFA) [24, 50, 51] since it overcomes the compu-
tational limitations of first-principles methods. The k.p
model is extensively used because of its superiority in
computing the energy band gap. Unlike ab − initio and
tight binding methods, the k.p technique requires fewer
input parameters I, with the related calculation proce-
dure being straightforward.

In this work, we solve the 8-band Kane Hamilto-
nian [52], by perturbatively extending the wave function
around high-symmetry points of the reciprocal space, em-
ploying the Lowdin’s perturbation approach [52]. We
also consider the spin-orbit coupling [53] in our com-
putation, which provides additional contributions to the
spin splitting of the energy bands [3]. The SL wavefunc-
tions (Φn(z)) in the orbital basis states (u0(z)) along the
growth direction (z) are articulated in terms of the slowly
varying envelope functions (F (z)), which are given as

Φn(z) =
∑
j

Fj(z)uj0(z). (1)

Such envelope functions under the periodic boundary
conditions can be rewritten as

F ij (k, z0) = e−iadF ij (k, zM ),

F ij (k, zM+1) = eiadF ij (k, z1),
(2)

where, d denotes the thickness of a period, M represents
the number of grid points, a denotes the Bloch vector of
the envelope function that spans the Brillouin zone (BZ)
and k represents the momentum along the transverse di-
rection. The final Hamiltonian of the SL in the basis set
comprises three matrices (H0, HI and HII), given by
H(k, kz) = H0 + HI

(
−i ∂∂z

)
+
(
−i ∂∂z

)
HII

(
−i ∂∂z

)
. The

entire coupled differential equation is then solved using

a numerical finite difference method [54], as described in
earlier work [3].

The interface between the InAs and the GaSb layers
is very abrupt as depicted in Fig. 1(a). The energy dif-
ference between the conduction band minimum (CBM)
and the first heavy hole (HH) maximum at the center of
the BZ determines the band gap in an InAs/GaSb-based
T2SL, as shown in Fig. 1(b). Figure 1(b) also demon-
strates that the InAs conduction band (CB) is lower than
the GaSb valence band (VB), indicating that the band
structure is a staggered T2SL [55].

B. Carrier transport model

1. Boltzmann transport equation and its solution

In order to characterize the behavior of the T2SL sys-
tem, we solve the Boltzmann transport equation (BTE)
and compute the probability of finding a carrier with a
crystal momentum k at a location r at a time t as indi-
cated by the distribution function f(r, k, t). Solving the
BTE (3) yields the average distribution of the carriers in
both the position and the momentum space. The BTE
can be written as [56–58]

∂f

∂t
− ∂f

∂t

∣∣∣
diff

− ∂f

∂t

∣∣∣
forces

=
∂f

∂t

∣∣∣
coll

+ s(r,p, t) . (3)

The term s(r,p, t), in Eq. (3), represents generation-
recombination processes [59], where p is the classical mo-
mentum. The term (∂f/∂t)forces, represents the change
in the distribution function due to applied electric and
magnetic fields. The term (∂f/∂t)forces = −F · ∇pf,
where, F = (dp/dt) = }(dk/dt) = −e(E+ v×B), repre-
sents the total force equal to the sum of the electric-force
and the Lorentz-force owing to the magnetic flux density
B, where e is the electron charge, E is the applied elec-
tric field and v denotes the group velocity of the carriers.
The term (∂f/∂t)diff = −v.∇rf, refers to the spatial
change in the distribution function caused by tempera-
ture or concentration gradients, which results in carrier
diffusion in the coordinate space. Here, (∂f/∂t)coll is the
collision term, which indicates how the distribution func-
tion changes over time due to collision events, and can
be described as the difference between the in- and the
out-scattering processes, i.e.,(∂f

∂t

)
coll

=
∑
k1

{
S(k1, k) f (k1)

[
1− f (k)

]
− S(k, k1) f (k)

[
1− f (k1)

]}
,

(4)

where, S(k, k1) and S(k1, k) are the transition rates
for an electron moving between states k and k1. Un-
der steady-state, ∂f

∂t = 0, in case of spatial homogeneity,
∇rf = 0, and assuming that there is no recombination-
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(a) (b)

FIG. 1. Preliminaries. (a) Schematic of InAs/GaSb based T2SL structure. The electron wave function in the InAs layer
extends beyond the interface into the GaSb layer and overlaps with the heavy hole wave function. Here, nML and mML are
the numbers of monolayers of InAs and GaSb respectively, in a single period d. (b) Band alignment of InAs/GaSb based
T2SL system showing the optical transition between the heavy-hole valence miniband and the electrons from lowest conduction
minibands that is employed to detect IR radiation. The periodic potential of the d period emerges in the material due to the
modulation of the semiconductor layers. The creation of hole (electron) minibands in the valence (conduction) band is caused
by the overlap of hole (electron) wave functions between adjacent GaSb (InAs) layers. The difference between the first electron
miniband in the CB and the first heavy hole miniband in the valence band is used to compute the effective bandgap energy Eg

of the T2SL (highlighted in black).

generation term, the BTE (3) can be rewritten as

−eE
}
· ∇kf =

∑
k1

{
S(k1, k) f (k1)

[
1− f (k)

]
− S(k, k1) f (k)

[
1− f (k1)

]}
.

(5)

In the low-electric field regime, the distribution func-
tion can be represented as [60]

f(k) = f0

[
ε(k)

]
+ g(k) cos θ , (6)

where, k=|k|, f denotes the actual electron distribution
function, which includes both the elastic and the inelas-
tic scattering mechanisms, g(k) is the perturbation term
to f0[ε(k)] produced by the electric field, θ is the angle
between applied electric field (along the symmetry axis)
and the electron wave vector k, and f0 represents the dis-
tribution function under equilibrium conditions, which is
taken according to Fermi-Dirac statistics [35, 59]. By
solving Eqs. (5) and (6), the perturbation term g(k),
can be calculated as [32, 34, 61, 62]

gi(k) =

[
Si

[
gi(k)

]
− (−e)E

}

[
∂f0
∂k

]
So(k) + 1

τel(k)

]
, (7)

FIG. 2. The various dominant scattering mechanisms in-
volved in a T2SL structure.

where E = |E|, and gi(k) appears on both sides of Eq.
(7). Hence, we solve Eq. (7) iteratively and the con-
vergence is exponentially fast which takes a few itera-
tions. Once gi(k) is obtained, we calculate the mobil-
ity. In Eq. (7), the term i indicates the iteration index,
and the terms, Si & So are the in-scattering and the
out-scattering operators, respectively, for inelastic scat-
tering mechanisms, as explained in Sec. II B. The term

1
τel(k)

, represents the total momentum relaxation rate of

all the elastic scattering mechanisms, which is calculated
according to the Matthiessen’s rule (8), and can be writ-
ten as
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1

τ
el

(k)
=

1

τ
II

(k)
+

1

τ
PZ

(k)
+

1

τ
ADP

(k)
+

1

τ
IRS

(k)
. (8)

The various dominant scattering mechanisms involved
in an InAs/GaSb-based T2SL structure are shown in Fig.
2.

2. Ionized impurity scattering

The II scattering mechanism [25] arises due to the
Coulomb interactions between electrons and ions, when
a charged center is introduced inside the bulk material.
The II scattering mechanism is entirely elastic and dom-
inates usually at high doping concentrations and low
temperatures. The II scattering mechanism dominates
near the CB edge but reduces drastically as the energy
increases [63]. The scattering rate for the II increases
rapidly with decreasing temperature. Here, we use the
Brooks-Herring approach [64] for the calculation of II
scattering rate [34, 65], which is given by

1

τ
II

(k)
=

e4N

8π ν(k) (ε0 εs)2 (} k)2

[
P (k) ln

[
1 + 4

(k
β

)2]
−Q(k)

]
, (9)

where, ε0 is the permittivity of the free space, εs is the
static dielectric constant, } is the reduced Planck’s con-
stant and N is the ionized impurity concentration, which
is the sum of the acceptor and donor impurity concen-
tration i.e., N = NA +ND. Here, β indicates the inverse
screening length, which is given as

β =

√
e2

ε0 εs kB T

∫
DS(ε)f0(1− f0)dε , (10)

where, DS(ε) is the density of states (DOS) at energy ε
and kB is the Boltzmann constant. P (k) and Q(k) can
be expressed as follows [34, 62]

P (k) =
[ 3

4

(β c(k)

k

)4
+ 2
(β c(k)

k

)2
+ 1

]
, (11)

Q(k) =
[3 β4 + 6 β2 k2 − 8 k4

(β2 + 4 k2) k2

]
c4(k)

+ 8
[ β2 + 2k2

β2 + 4 k2

]
c2(k) +

[
4
(
k/β

)2
1 + 4

(
k/β

)2
]
.

(12)

The detailed explanation of the P and Q parameters are
given in the literature [34]. Here, the wave function ad-
mixture c(k) represents the contribution of the p-orbital
to the wave function of the band.

3. Piezoelectric scattering

The PZ effect arises due to the acoustic phonon scat-
tering in polar semiconductors. Being a weak effect, the
PZ scattering is elastic and significant only at low doping

concentrations and low temperatures, where other scat-
tering mechanisms are weak. The momentum relaxation
rate for the PZ scattering is given by [32, 65]

1

τ
PZ

(k)
=

(eP )2 kB T

6π ε0 εs ν(k) }2
[
4c4(k)− 6c2(k) + 3

]
, (13)

where, P is a piezoelectric coefficient, which is a dimen-
sionless quantity. For the zincblende structure, it is given
as [34, 62]

P 2 =
h214 ε0 εs

35

[(12

cl

)
+
(16

ct

)]
, (14)

where, h14 is an element of the PZ stress tensor, and ct
and cl represents the spherically averaged elastic con-
stants for transverse and longitudinal modes, respec-
tively, and are given by [26, 32, 34]

cl =
3

5
c11 +

1

5

(
2c12 + 4c44

)
,

ct =
1

5

(
c11 − c12

)
+

3

5
c44 ,

(15)

where c11, c12, and c44 are three independent elastic con-
stants.

4. Acoustic deformation potential scattering

The ADP scattering mechanism is caused by the inter-
action of electrons with non-polar acoustic phonons. It
is approximately elastic near room temperature For the
ADP scattering mechanism, the momentum relaxation
rate is given by [34, 65]

1

τ
ADP

(k)
=
kB T

(
e ΞD k

)2
3π cel ν(k) }2

[
6c4(k)−8c2(k)+3

]
, (16)
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where, cel denotes the spherically averaged elastic con-
stant and ΞD represents the acoustic deformation poten-
tial, which is obtained by the CB shift (in eV) per unit
strain, owing to the acoustic waves(17). To calculate the
acoustic deformation potential (ΞD), we use the following
relation (17)

ΞD = −V ×

(
∂ECBM
∂V

)∣∣∣∣∣
V =V0

, (17)

where, V denotes the volume, ECBM represents the en-
ergy of the CBM and V0 is the zero pressure volume of
the structure.

5. Interface roughness scattering

The existence of the interface roughness in a T2SL
[17, 18, 23, 29, 66] structure leads to endemic variations
in InAs well widths, causes modulation of the associated
energy levels and introduces an unstable potential for the
motion of the confined electrons. The IRS mechanism
can occur due to the imperfections that arise during the
growth of the material. The earlier related works [67, 68]
show that the degree of scattering decreases in propor-
tion to the well width hence it is important in MWIR
detectors. The IRS mechanism is an elastic process and
dominates at low temperatures in thin-film systems for
a short period of T2SL, and it is significant at high elec-
tron density. The momentum relaxation rate for the IRS
mechanism is given as [57, 69, 70]

1

τ
IRS

(k)
=

(
e2 ∆ Λ

ε0 ε∞

)2

k

}2 ν(k)

(
Nd +

Ns
2

)2

× 1√
1 + (kΛ)2

ε

(
kΛ√

1 + (kΛ)2

)
,

(18)

where, Λ is the lateral correlation length, ∆ is the rough-
ness height, Ns is the sheet carrier concentration, and Nd
is the doping carrier density.

6. Polar optical phonon scattering

The POP scattering results from the interaction of op-
tical phonons with electrons. The POP scattering mech-
anism is inelastic and anisotropic, which occurs via the
emission or the absorption of a phonon hence, RTA is in-
applicable in such SL structures. The scattering rate due
to the POP scattering mechanism is approximately con-
stant at very high energies, and it depends on the POP
frequencies. The POP scattering dominates in the higher
temperature domain. Hence, it is significant at both near
and beyond room temperature. The out-scattering oper-
ator is given by [34]

So =
(
Npop + 1− f−

)
λ−o +

(
Npop + f+

)
λ+o , (19)

λ±o = L±
[
(A±)2ln

∣∣∣k± + k

k± − k

∣∣∣−A±cc± − aca±c±] , (20)

L± =
e2 ωpop k

±

4π } k ν(k±)

(εs − ε∞
εs ε∞

)
, (21)

where, ε∞ and εs are high and low-frequency dielectric
constants, respectively.

A± = aa± + [(k±)2 + k2] cc±/ 2 k±k , (22)

where c, c±, a and a± are the wave function coefficients,
k± is the solution of Eq. ε(k) ± }ωpop. Any quantity
superfixed by plus/minus is to be evaluated at the en-
ergy corresponding to k+ or k−. The superscript plus
denotes scattering by the absorption and is evaluated at
an energy ε(k) + }ωpop. Similarly, superscript minus de-
notes scattering by the emission and is evaluated at en-
ergy ε(k)−}ωpop. Emission of phonons is possible only if
the phonons’ energy is greater than }ωpop energy. There-
fore, if the phonon energy is less than }ωpop, the term λ−o
has to be considered as zero. The term Npop, indicates
the number of optical phonons and is given by the Bose
distribution as [32, 34]

Npop =
1

exp (} ωpop / kB T ) − 1
. (23)

The in-scattering operator Si, is given by

Si = (Npop + 1− f)λ+i g
+ + (Npop + f)λ−i g

− , (24)

where, plus and minus superscripts indicate the absorp-
tion and emission processes, respectively. The term
λ±i (k) can be expressed as

λ±i (k) = L±
[ (k±)2 + k2

2 k± k
(A±)2 ln

∣∣∣k± + k

k± − k

∣∣∣
− (A±)2 − c2(k) (c±(k))2

3

]
.

(25)

The mobility can be calculated after calculating the
rates of all the elastic scattering mechanisms 1

τel(k)
(8)

and the influence of inelastic scattering mechanisms on g
(7) through the terms Si(g) (24) and So (19). The rates
of various elastic scattering mechanisms are calculated by
using the expressions given in Eqs. (9), (13), (16), (18).

C. Mobility and conductivity

The RTA [56] cannot be used if the scattering process
is inelastic and anisotropic because there is no way to
define the relaxation time that is independent of the dis-
tribution function. In such instances, Rode’s iterative
approach can be applied to compute the real distribu-
tion function under low-field conditions. After calculat-
ing the perturbation distribution by using Rode’s algo-
rithm, we finally calculate the low-field carrier mobility,
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FIG. 3. Flowchart for the calculation of electronic transport
parameters.

µ [32, 34, 65]

µ =
1

3E

∫
ν(ε)DS(ε) g(ε) dε∫
DS(ε) f0(ε) dε

. (26)

The term g(ε), can be obtained from Eq. (7) and the
carrier velocity ν(k) can be calculated from the band
structure as

ν(k) =
1

}
∂ε

∂k
. (27)

Once the mobility is determined, it is pretty easy to
calculate the electrical conductivity by using

σ = n e µ , (28)

where, µ is the electron drift mobility, and n is the elec-
tron carrier concentration. The entire sequence for cal-
culating the transport coefficients using Rode’s approach
is shown in Fig. 3.

Similarly, in the presence of an arbitrary magnetic
field, the BTE can be solved. The distribution function
in such cases can be written as [33, 71]

f(k) = f0[ε(k)] + xg(k) + yh(k) , (29)

where, y is the direction, cosine from B × E to k, and
h(k) is the perturbation distribution function due to the
magnetic field. Substituting Eq. (29) in (3) gives a pair
of coupled equations that can be solved iteratively [33]

gi+1(k) =
Si(gi(k)− (−e)E

} (∂f0∂k ) + βSi(hi(k))

So(k) (1 + β2)
, (30)

hi+1(k) =
Si(hi(k) + β (−e)E

} (∂f0∂k )− βSi(gi(k))

So(k) (1 + β2)
, (31)

where, β = (−e)ν(k)B
}kSo(k)

, and B is the applied magnetic

field. The expression for the Hall mobility and the Hall
scattering factor can be written as [60]

µ
H

=
1

B

∫
ν(ε)DS(ε) h(ε) dε∫
ν(ε)DS(ε) g(ε) dε

, (32)

r
H

=
µ

H

µ
, (33)

where, µH and µ are the Hall and the drift mobility,
respectively, and r

H
is the Hall scattering factor. This

solution gives a more accurate result for the Hall scatter-
ing factor compared with the other expressions based on
the RTA [71].

III. SIMULATION APPROACH

First, we calculate the band structure using the k.p
technique as discussed in Sec. II A and then analytically
fit it to produce a smooth curve for the calculation of
group velocity [62]. By using Eq. (34), the Fermi level is
determined with a smooth band structure obtained after
the analytical fitting, where V0 represents the volume of
the cell and εc represents the energy at the bottom of the
CB.

n =
1

V0

∫ ∞
εc

DS(ε)f(ε)dε . (34)

Equations (9), (13), (16), (18), (19), (24) are used to
calculate the various scattering rates, and the perturba-
tion in the distribution function is determined using Eq.
(7) with Si(k) = 0. The term g(k), is calculated itera-
tively until g(k) converges and it gives results beyond the
RTA.

IV. RESULTS AND DISCUSSION

A. Dispersion relation for T2SL

We calculate the band structure of an InAs/GaSb-
based T2SL, with layer widths nML/mML, where n, m
= 8, 8 correspondingly, using the 8 × 8 k.p technique
as described in Sec. II A, at a temperature of T=77 K,
and the results are shown in Fig. 4. In a single period
of 8ML/8ML InAs/GaSb configuration, the thickness of
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TABLE I. Material parameters required to calculate the electronic band structure using the k.p technique at T = 77 K
[37, 72–74]

Quantity Unit InAs GaSb

Lattice constant Å 6.0584 6.0959
Effective mass of electron (m∗

e) - 0.022 0.0412
Energy band gap at 0 K eV 0.418 0.814
Luttinger parameter γ1 - 19.4 11.84
Luttinger parameter γ2 - 8.545 4.25
Luttinger parameter γ3 - 9.17 5.01
Varshini Parameter α meV/K 0.276 0.417
Varshini Parameter β K 93 140

Interband mixing parameter Ep eV 21.5 22.4
Spin-orbit splitting (SO) eV 0.38 0.76

Valence band offset (VBO) eV -0.56 0

(a) (110) (b) (001)

FIG. 4. Calculated band structure in the first BZ using the
periodic boundary condition of a T2SL based on 8 ML InAs
/ 8 ML GaSb at T = 77 K using the k.p method (a) The
in-plane dispersion and (b) the out-of-plane dispersion.

FIG. 5. DOS calculated using the k.p method in an
InAs/GaSb SL as a function of energy. The inset clearly
shows how the DOS for the carriers in the VB varies as a
function of energy.

each layer is roughly 24 Å. The dispersion curve along the
in-plane and the out-of-plane directions are presented in
Figs. 4(a) and 4(b), respectively and the calculated band

gap is 270 meV. The band gap of 270 meV corresponds
to a cut-off wavelength of 4.59 µm which confirms that
our model is best suited for the MWIR spectrum. In Fig.
5 we show the DOS of an SL as a function of energy, cal-
culated using the k.p method. Table I summarizes the
values of the parameters, utilized in the k.p calculations.

B. Scattering rates

In Fig. 6, we show the dependence of scattering rates
with energy for the temperatures of 77 K, 300 K, and
500 K at doping densities of ND = 1 × 1013 cm−3

and ND = 2 × 1017 cm−3. Here, we show the rela-
tive importance of each of the scattering mechanisms in
a T2SL. The IRS mechanism is the strongest scatter-
ing mechanism for low as well as high doping densities
at a temperature of 77 K and 300 K as shown in Fig.
6. At a temperature of 77 K and a doping density of
ND = 1 × 1013 cm−3, the most dominant contributions
are due to the IRS followed by the ADP and the POP
scattering mechanisms. The II scattering mechanism is
the least significant scattering mechanism at this partic-
ular temperature and doping density, whereas it has a
significant contribution at higher doping densities.

At room temperature, the average energy of the carri-
ers is 3/2kBT = 0.0388 eV , indicating that the majority
of the carriers are in the low-energy region. Hence, it is
clear from Fig. 6(e) that at room temperature, the signif-
icant contribution comes from the IRS mechanism as well
as the POP scattering mechanism. Both scattering mech-
anisms are dominant at this temperature, and the dom-
inance of the POP scattering mechanism changes with
respect to temperature and the average energy of the
carriers, which signifies that the POP scattering mech-
anism plays a significant role in such a T2SL structure.
As a result, it is important to note that the POP scatter-
ing mechanism is the primary factor limiting the carrier’s
mobility from room temperature to higher temperatures.

At a temperature of 500 K, the average energy of
the carriers is 0.0646 eV and, most of the carrier con-
tributes to the POP scattering mechanism hence, this
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(a) T=77 K (b) T=300 K (c) T=500 K

(d) T=77 K (e) T=300 K (f) T=500 K

FIG. 6. Scattering rates for 8ML/8ML InAs/GaSb based T2SL with roughness parameters Λ = 3 nm and ∆ = 0.3 nm as
a function of electron energy at (a) T = 77 K and ND = 1 × 1013 cm−3 (b) T = 300 K and ND = 1 × 1013 cm−3 (c)
T = 500K and ND = 1 × 1013 cm−3 (d) T = 77K and ND = 2 × 1017 cm−3 (e) T = 300K and ND = 2 × 1017 cm−3 and (f)
T = 500K and ND = 2 × 1017 cm−3 .

TABLE II. Material parameters required to compute the various scattering rates [32, 73, 75–78].

Parameter Unit InAs GaSb
Elastic constant c11 GPa 832.9 884.2
Elastic constant c12 GPa 452.6 402.6
Elastic constant c44 GPa 395.9 432.2

Acoustic deformation potential eV 4.90 6.70
Low freq. dielectric constant - 14.55 15.00
High freq. dielectric constant - 11.78 13.80

Piezoelectric coefficient C/m2 0.045 0.126
Optical phonon frequency 1/cm 240 (LO)a, 218 (TO)b 193 (LO)a, 215 (TO)b

a LO : Longitudinal Optical Phonon Frequency.
b TO : Transverse Optical Phonon Frequency.

again demonstrates that the POP scattering mechanism
is the most dominant scattering mechanism for T2SL at
and beyond the ambient temperature for both doping
densities, as shown in Figs. 6(c) and 6(f). Figure 6 shows
a sudden change in the POP scattering rate after partic-
ular energy, which is because if the electron energy is
less than the POP energy, the electron can only scat-
ter by the absorption of the optical phonons, whereas if
the energy is greater than the phonon energy, the elec-
tron can scatter by both the absorption and the emission
of phonons, where the optical phonon energy is deter-

mined using }ω
POP

. The PZ scattering is the least domi-
nant scattering mechanism at higher doping densities, as
shown in Figs. 6(d), 6(e), 6(f). Table II lists the ma-
terial parameters that are used to compute the various
scattering rates.

It is generally known that the ADP scattering mech-
anism becomes substantial at temperatures of 77 K and
above, reducing electron mobility. Therefore, it is also
important to include the effect of the ADP scattering
mechanism, which is significant near the room tempera-
ture for low as well as high doping densities, which was
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FIG. 7. Calculated mobility contribution for electrons due
to the various scattering mechanism involved in (8ML/8ML)
InAs/GaSb T2SL as a function of temperature for ND = 9 ×
1016 cm−3.

FIG. 8. Calculated low-field electron drift mobility in
8ML/8ML InAs/GaSb SL as a function of doping concen-
tration for temperatures of 77 K, 120 K and 150 K.

not highlighted in the earlier works for such SL struc-
tures. At lower temperatures and in the thin-film sys-
tems, the IRS scattering is considerable, and to compute
the roughness scattering rate, we utilize a sheet carrier
density Ns, of 4.6× 1012 cm−2 and a doping carrier den-
sity Nd, of 1 × 1011 cm−2 with the roughness height ∆,
fixed at 0.3 nm, and the correlation length of the fluctu-
ations Λ kept at 3 nm. The IRS mechanism is temper-
ature independent, but the carrier distribution function
depends on the temperature. Therefore, the electron mo-
bility through the IRS mechanism is somewhat tempera-
ture sensitive. Except for the IRS scattering rate, which
is temperature independent, we see that all the scattering
rates increase as the temperature rises as shown in Figs.
6(a), 6(b), 6(c). When the temperature is either low or
intermediate, the II scattering rate increases with an in-
crease in the doping concentration, which suppress the
contribution from the PZ scattering, as shown in Figs.
6(a), 6(d), 6(b), 6(e).

FIG. 9. Comparison of conductivity in a T2SL as a func-
tion of temperature, calculated using the Rode’s and the RTA
method for various doping concentrations.

FIG. 10. Calculated temperature dependence of electronic
mobility with IRS heights for a correlation length of 3 nm
& ND = 9 × 1016 cm−3. The mobility due to only the IRS
mechanism is shown.

C. Electron transport parameters

We calculate the mobility and the conductivity for
a T2SL at various temperatures and doping concentra-
tions. Figure 7 shows the contribution to the mobil-
ity due to various scattering mechanisms calculated for
ND = 9 × 1016 cm−3. To the best of our knowledge,
the combined effect of these scattering mechanisms in a
T2SL structure has never been shown in earlier works.
These five types of scattering mechanisms show their sig-
nificant contribution to the overall mobility calculation.
From Fig. 7 it turns out that the scattering mechanism
with the lowest mobility values is the dominant one in
that temperature range. Therefore, starting at a tem-
perature of 150 K, the POP scattering mechanism is the
most dominant scattering mechanism until 700 K; below
77 K, a significant contribution to the mobility comes
from the II scattering and the IRS mechanisms as shown
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FIG. 11. Calculated mobility for electrons in an 8ML
InAs/8ML GaSb SL as a function of temperature and cor-
relation length for an IRS height of 0.3 nm with ND =
9× 1016 cm−3. Here, the mobility due to only the IRS mech-
anism is shown.

FIG. 12. Temperature dependence of electron Hall mobility
in a T2SL calculated using the Rode’s and the RTA method
at B = 0.69 T for various doping concentrations.

in Fig. 7.

In case of II scattering mechanism, with increasing
temperature, the electron density increases exponentially
and causes growth in the screening length. As a re-
sult, the mobility at low temperatures increases sharply
with rising temperatures because the scattering rates are
inversely related to the square of the screening length.
Since the POP scattering mechanism is more prominent
above 150 K; hence the overall mobility is reduced as
shown in Fig. 7. In Fig. 7, we also compare the mo-
bility computed using the RTA approach to the overall
mobility calculated using Rode’s method and it is found
that in the RTA approach, the mobility is underestimated
because the POP scattering mechanism is inelastic and
nonrandomizing, making it impossible to characterize the
perturbation in the distribution function using the relax-

FIG. 13. Hall scattering factor versus temperature at B= 0.69
T for ND = 9 × 1017cm−3.

FIG. 14. Hall scattering factor as a function of temperature
and carrier concentration at B= 0.69 T.

ation time. The POP scattering mechanism becomes in-
significant at low temperatures, resulting in nearly com-
parable mobilities determined using the RTA and Rode’s
iterative technique.

In Fig. 8, we demonstrate the overall mobility versus
doping concentration at different temperatures and em-
phasize on the mobility at 77K, which is the usual operat-
ing temperature of most high-performance IR detectors.
The graph illustrates a decrease in mobility as the doping
concentration increases due to a rise in the number of ion-
ized centers. As we raise the temperature, the mobility
diminishes as expected because at higher temperatures
the phonon scattering increases. The mobility values do
not differ significantly for low carrier concentrations be-
cause the II scattering mechanism is less significant at
this range and the primary contributions for lower doping
concentration at low temperatures come from the PZ and
the ADP scattering mechanisms, while at greater doping
concentrations, the II scattering mechanism is compara-
ble to the ADP and the PZ scattering mechanisms. The
mobility owing to the II scattering mechanism is a de-
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creasing function of ND, the mobility begins to decrease
as ND exceeds 1× 1016 cm−3.

In Fig. 9, we show the conductivity versus temperature
for the doping concentrations of ND = 1 × 1013 cm−3,
ND = 1 × 1016 cm−3 and ND = 9 × 1016 cm−3, re-
spectively, and to demonstrate the supremacy of our
approach, we compare the results obtained using both
the Rode’s and the RTA method. At higher tempera-
tures, the difference in the result of Rode’s method and
the RTA is due to the POP scattering mechanism, the
POP scattering is weaker at lower temperatures hence
both the RTA and the Rode exhibit the same conduc-
tivity. We demonstrate that the conductivity in a T2SL
increases with an increase in the carrier concentration
but decreases as we increase the temperature.

In Figs. 10 and 11, we show the mobility due to only
the IRS mechanism. The calculated mobilities are vi-
tal functions of the roughness parameters and the carrier
scattering. The existing mobility calculations reveal that,
up to temperatures where the POP scattering mechanism
takes over, the IRS is the dominating scattering mecha-
nism in T2SL. The screening is included in our calcu-
lation using Thomas-Fermi screening which lowers the
scattering rates and increases the mobility. As illustrated
in Fig. 10, the mobility is shown to be strongly reliant
on the roughness height ∆, and decreases monotonically
with increasing ∆, and is proportional to ∆−2.

Figures 10 and 11 show that at low temperatures, the
mobility rises since the value of ∂f

∂ε is an ascending func-
tion of temperature and the denominator of Eq. (26) is
virtually constant at lower temperatures. Also, the elec-
tron density increases at higher temperatures and hence
the mobility drop smoothly. Figure 11 shows that the
mobility is high for smaller values of correlation length
Λ, and drops rapidly as the correlation length of rough-
ness increases until it reaches a saturation point. The
mobility reaches its maximum value at roughly 50 K for
smaller values of Λ, and this maximum point moves to-
ward the higher temperatures for greater values of Λ.

The Hall mobility in InAs/GaSb T2SLs is depicted in
Fig. 12. At temperatures above 50 K, the mobility re-
duces as expected from a combination of the ADP and
the POP scattering mechanisms. In T2SL, the mobility
increases with decreasing temperature, preferable to the
T−3/2 dependency associated with the phonon scattering.
The greater temperature dependency of the electron mo-
bility in InAs/GaSb-based T2SL may indicate stronger
electron-phonon coupling than in the bulk material. The
increased mobility near 50 K could be attributed to a
longer scattering time or a lower electron-effective mass
at the CB edge.

When the Hall scattering factor r
H

, deviates signifi-
cantly from unity, it indicates that to derive the elec-
tron drift mobility from the experimentally calculated
Hall mobility data, the Hall scattering factor must be
precisely determined. Figure 13 shows the predicted val-
ues of the Hall scattering factor against the temperature
at B = 0.69 T for ND = 9 × 1017 cm−3, while Fig. 14

depicts the Hall scattering factor as a function of tem-
perature and the carrier concentration at B = 0.69 T .

To the best of our knowledge, calculations of the Hall
scattering factor in such SLs have not been performed
yet in earlier works. The contribution of various scat-
tering mechanisms decides the Hall scattering factor’s
value. Figures 13 and 14 indicate that the value of r

H
at

low temperatures deviates significantly from unity, while
many researchers use one as an ideal value for a variety
of calculations and studies, which is not accurate. The
carrier concentration and the drift mobility may both be
overestimated and underestimated when the Hall scatter-
ing factor is used as unity. The Hall scattering factor, in
our calculation, fluctuates between the values as low as
0.3 at low temperature and electron concentration, and
as high as 1.48 and even more at high temperature and
electron concentration as shown in Fig. 14. Therefore,
it is worth pointing out that, while evaluating the car-
rier concentration and the drift mobility in such SLs, one
must use caution.

In this work, we calculate the precise values of the
Hall scattering factor and show that for a doping value
of ND = 9 × 1017 cm−3, the computed values of rH are
0.914, 0.952 and 1.01 at temperatures of 77 K, 150 K
and 190 K, respectively, as also depicted in Fig. 13.
At higher temperatures, the value of the Hall scatter-
ing factor is more than unity, indicating that the drift
mobility is lower than the Hall mobility, implying that
the phonon-assisted scattering mechanisms are substan-
tial and diminish the drift mobility. As shown in Fig.
14, at temperatures of 30 K and 77 K, the Hall scat-
tering factor is equal to 0.335 & 0.638 for lower doping
concentrations of ND = 1 × 1012 cm−3 and it is equal
to 0.369 & 0.691 with slightly higher doping concentra-
tions of ND = 5×1015 cm−3 which signifies that the Hall
scattering factor increases as the temperature and elec-
tron concentrations rise, but as we increase the carrier
concentration beyond 3× 1017 cm−3, the Hall scattering
factor starts decreasing. The higher electron concentra-
tion causes a rapid variation in the Hall factor.

V. CONCLUSION

In this paper, we developed the Rode algorithm on the
BTE in conjunction with the k.p band structure and the
EFA for a detailed computation of the carrier mobility
and conductivity, in order to primarily unravel two cru-
cial insights. First, the significance of both elastic and in-
elastic scattering mechanisms, particularly the influence
of the IRS and POP scattering mechanisms in techno-
logically relevant SL structures. Second, the structure
specific Hall mobility and Hall scattering factor, which
reveals that temperature and carrier concentrations sig-
nificantly affect the Hall scattering factor, which devi-
ates significantly from unity, i.e., from 0.3 to about 1.48,
even for small magnetic fields. This reinforces the cau-
tion that should be exercised when employing the Hall
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scattering factor in experimental estimations of drift mo-
bilities and carrier concentrations. Our research offers a
comprehensive microscopic understanding of carrier dy-
namics in such technologically relevant SLs. Our model
also provides highly accurate and precise transport pa-
rameters beyond the RTA and hence paves the way to
develop physics based device modules for MWIR pho-

todetectors.
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