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In circuit quantum acoustodynamics (cQAD), superconducting circuits are combined with acous-
tic resonators to create and control non-classical states of mechanical motion. Simulating these
systems is challenging due to the extreme difference in scale between the microwave and mechanical
wavelengths. All existing techniques simulate the electromagnetic and mechanical subsystems sep-
arately. However, this approach may not be adequate for all cQAD devices. Here, we demonstrate
a single simulation of a superconducting qubit coupled to an acoustic and a microwave resonator
and introduce two methods for using this simulation to predict the frequencies, coupling rates, and
energy-participation ratios of the electromechanical modes of the hybrid system. We also discuss
how these methods can be used to investigate important dissipation channels and quantify the non-
trivial effects of mode hybridization in our device. Our methodology is flexible and can be extended
to other acoustic resonators and quantum degrees of freedom, providing a valuable new tool for

designing hybrid quantum systems.

I. INTRODUCTION

Circuit quantum acoustodynamics (cQAD) provides
the opportunity to combine the unique advantages
of superconducting (SC) circuits and mechanical res-
onators [T, 2]. A device that integrates the numerous
long-lived modes of compact mechanical resonators [3-
5] with the strong quantum nonlinearity of SC qubits is
potentially useful for quantum information processing [6-
8] and tests of fundamental physics [9]. SC qubits have
already been combined with a wide variety of mechani-
cal elements, including membranes [I0, [IT], bulk acous-
tic wave (BAW) resonators [12H14], surface acoustic wave
resonators [I5HI7], and phononic crystals [18].

Finite element (FE) simulations are a crucial de-
sign tool in both circuit quantum electrodynamics
(cQED) [19H24] and solid mechanics [25] for predicting
the behavior of complex solid-state structures. Both
fields have independently developed mature techniques
which rely on different strategies and software. For exam-
ple, quantum circuits are modeled using electromagnetic
simulation software like Ansys HFSS [26], Microwave
Office [27], or Sonnet [28] while COMSOL Multiphysics
(COMSOL) [29] is the preferred choice for performing
FE simulations of acoustic resonators.

Techniques from cQED and solid mechanics can be
combined in order to simulate cQAD devices. If an elec-
tromechanical system can be modeled as a lumped ele-
ment, it is possible to simulate the electromechanical re-
sponse in isolation from the Josephson circuit [30} [31].
This response is represented by an equivalent circuit
which can be quantized to determine the system’s Hamil-
tonian [32]. In certain cases, however, isolating an elec-
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trically small subsystem may not be possible meaning
that the system cannot be described by simple circuit.
The ABAR [33] B4], a cQAD device that features a 3-D
transmon qubit [35] piezoelectrically coupled to a high-
overtone BAW resonator (HBAR), falls into this cate-

gory.

In this paper, we demonstrate two simulation ap-
proaches that unify FE techniques from cQED and solid
mechanics using a single COMSOL model without the
need for an equivalent circuit. In the first approach,
which we call the “unhybridized eigenmode approach,”
we solve for the eigenmodes of the electric and displace-
ment fields separately (i.e. without any piezoelectric
coupling). This yields the mode structure of the un-
hybridized electrical and mechanical subsystems. One
can then evaluate the electromechanical coupling rate
between an electrical and a mechanical eigenmode us-
ing an overlap integral inside the piezoelectric material
(Eq. . In the second approach, which we call the “hy-
bridized eigenmode approach”, we simultaneously solve
for the coupled electric and displacement fields to find
the dressed eigenmodes of the entire system. We demon-
strate this approach by first presenting a Hamiltonian
formulation that extends the energy-participation ratio
(EPR) method [23] to mechanical degrees of freedom.
We then use it to extract important Hamiltonian param-
eters that arise from electromechanical coupling, such as
cross-Kerr nonlinearities, anharmonicities, and mechani-
cal EPRs in the dispersive regime. While simulating the
coupled fields is more computationally intensive, the re-
sults reflect that hybridization of the electromagnetic and
mechanical subsystems affects the frequency and shape
of the modes, which can in turn impact the predicted
coupling and loss rates.



II. HYBRID QUANTUM INTERACTIONS

We consider a general system consisting of a SC cir-
cuit with J transmons and N — J linear electromagnetic
modes interacting with a mechanical resonator support-
ing M modes. Even though the IV linear electromagnetic
modes and M mechanical modes are identically described
as modes of a bosonic resonator, we use different letters
to distinguish them for clarity in the rest of this sec-
tion. Each of the J transmons can be described using a
Hamiltonian that is a sum of a linear resonator term and
a nonlinear term [32]. When the interactions are written
under the rotating wave approximation, the Hamiltonian
is
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where we have introduced @,, and a,, (2, and ém) as the
frequencies and bosonic ladder operators of the nth (mth)
linear electromagnetic (mechanical) resonator mode, the
Josephson energy of the jth junction E; and its flux
9j = Ozpr,; (éj +é}) where Ozpr ; are the associated
zero-point fluctuations (ZPFs), and <ppn (Gnm) are the
electromagnetic (electromechanical) two-mode coupling
rates. The detuning between two modes are defined as
Apny = @Opr — @, and Apy = QO — @, The cou-
pling between two modes are said to be dispersive if
|Ann’| > |§nn’| or ‘Anm| > |gnm|-

Eq. [1] is a nonlinear Hamiltonian that cannot be di-
rectly modeled using standard FE simulation techniques.
Instead, we follow Ref. [I9] by rewriting the Hamiltonian
as a sum of linear and nonlinear terms. Then we can
use FE simulations to find the linear eigenmodes, from
which we extract the relevant parameters that describe
the nonlinear terms using the EPR method.

A. Unhybridized eigenmode approach

If we ignore the coupling between the electromagnetic
and mechanical degrees of freedom (third term in Eq. ,
we can simulate the two subsystems individually. The
results of electromagnetics-only simulations (i.e. simu-
lations with solid mechanics and piezoelectricity turned
off) are dressed eigenstates of the linear electromagnetic
part of the Hamiltonian (Terms 1 and 4 of Eq. . Thus
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the Hamiltonian can be partially diagonalized
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In this expression, & are the dressed electromagnetic lad-
der operators, ¢, are the cosine expansion coefficients,
and ¢,; are the ZPFs of the flux in the j-th junction
when only dressed mode 7 is excited and Ej; are the j-th
junction’s Josephson energies.

The solutions of the mechanical simulations are ex-
actly the modes described Term 2 of Eq. The elec-
tromechanical interaction is now written in terms of the
dressed electromagnetic eigenmodes. The exact expres-
sion of g¢,.,, depends on the nature of the interaction.
Here, we will consider the piezoelectric coupling which
we describe in detail in Appendix [A] From now on we
will refer to the dressed modes a,, lA)m of this picture as
“unhybridized” because the next approach will further
hybridize these.

B. Hybridized eigenmode approach

As there is no conceptual difference between an elec-
tromagnetic and a mechanical mode in Eq. [} we can
equivalently choose to express the Hamiltonian in terms
of N + M hybrid electromechanical modes with eigen-
values &, bosonic ladder operators ¢, and associated
junction flux ZPFs ¢y
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Under the dispersive and the perturbative assumptions,
detailed in Appendix [B] we can limit the expansion of
the second term to p = 4 and only keep only excitation
number—preserving interactions to obtain
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This expression highlights several experimentally rel-
evant quantities: Ay = % Zl Xk are the effective
Lamb shifts, «j are the anharmonicities, and xx =

DY j E;¢? j¢12j are the total cross-Kerr shifts induced
between modes k£ and [. Under these approximations all
the parameters depend on the zero-point fluctuations of
the junctions’ fluxes in each mode, ¢5;. We note that in
cQAD, the perturbative assumption is not always valid in
the dispersive regime. However, as shown in Appendix[B]
the correction to these quantities can still be expressed
using the same ZPFs.



In the two approaches described above, we have devel-
oped Hamiltonians with key unknowns that can be ob-
tained from simulations. In the unhybridized eigenmode
approach, they are the bare mode frequencies w, and
Q.n, the junction flux ZPFs in the bare electromagnetic
modes ¢,;, as well as the piezoelectric pairwise coupling
rates gnm. In the hybridized eigenmode approach, we
only need to solve for the hybridized mode frequencies £
and the junction flux ZPFs ¢y;.

III. SIMULATING HYBRID QUANTUM
DEVICES

A. Physics interfaces

We begin each simulation by choosing physics inter-
faces in COMSOL, each of which defines a vector field
along with its equations of motion to be solved. We used
the Electromagnetic Waves, Frequency Domain in-
terface (emw) in the RF Module for modeling SC circuits
and microwave cavities and used the Solid Mechanics
interface (solid) in the Structural Mechanics Module for
the acoustic resonator.

The second step is dynamically combining these inter-
faces together. In general, linking interfaces A and B is
simply done by calling the field defined in A in a domain
or boundary condition on B and vice versa. In many
cases, COMSOL has built-in multiphysics interfaces that
perform this step. However, no such interface exists be-
tween solid and emw. Therefore, the coupling must
be defined manually. In this work, electromagnetic and
mechanical objects are coupled by the piezoelectric ef-
fect [36). In a piezoelectric medium, the wave equations
for the electric and displacement fields are modified to
become Eqs. [A23] and [A24] as derived in Appendix [A]
These modifications are implemented in our simulation
using three additional domain conditions, represented as
nodes of the physics interfaces. Specifically, the effec-
tive medium and external current density nodes
are added to the emw interface and an external stress
node is added to the solid interface. A detailed descrip-
tion is provided in Appendix [C]

B. Model of the device

We use the method presented in this work to simu-
late an ABAR similar to those used in Refs. [33, B4].
This device is comprised of two chips: The first has one
single-junction transmon qubit with one pad extended to
form an antenna, and the second has a piezoelectric dome
which transduces the qubit’s electric field into mechan-
ical modes of the HBAR (Fig. [Th). The two substrates
are bonded together such that the antenna is aligned un-
derneath the dome [34]. Then the assembly is situated
in a 3-D microwave cavity (Fig. ) cQED elements
are simulated by applying a perfect electric conductor
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FIG. 1. Simulating the ABAR. a) A schematic of the i BAR
device. The bottom chip is a 3-D transmon qubit, modified
with an antenna (the extension at the right), on a dielectric
substrate. The top chip hosts a HBAR, formed by a piezo-
electric dome, positioned above the qubit antenna. The pur-
ple arrows represent the electric field of the qubit-like mode.
b) Full simulation space defined by half of a rectangular SC
microwave cavity with with cylindrical ends (lavender vol-
ume). The simulation is symmetric about the z-z plane clos-
est to the viewer. The cyan structure in the red rectangle is
the ABAR. c) Displacement field of a simulated fundamental
HBAR mode in a 2-D slice through the symmetry axis. This
image is not to scale and is cropped to show the bottom 20%
of the HBAR so that the curvature of the dome and displace-
ment profile of the mode are clearly visible. The diameter of
the HBAR and half wavelength of the acoustic mode are in-
dicated by scale bars. d) Electric field of the qubit-like mode
centered in a region around the 3-D transmon.

boundary condition to the superconductors (the surfaces
of the microwave cavity and the leads of the qubit) and
representing the Josephson junction as a lumped element
inductor [19]. In our simulation, the substrate of both the
qubit and HBAR chips is c-axis oriented sapphire and the
piezoelectric dome is made of c-axis oriented aluminum
nitride (AIN).

To perform a 3-D full-wave eigenmode simulation of
such a device, several simplifications have to be made.
The whole device is symmetric about the = — z plane at
y = 0, so we can use symmetry boundary conditions to
reduce the simulation space. We observe that the long-
lived modes of the HBAR are confined inside a cylindrical



volume with a small transverse area in the x — y plane
(Fig. k). We therefore only simulate the mechanical
fields inside a cylindrical volume with the radius of the
piezoelectric dome. Finally, we simulate an HBAR with
a substrate thickness of 40 pum, an order of magnitude
smaller than the 420 pum thick devices in Refs. [33, [34], in
order to speed up the simulations. A detailed description
of the device model can be found in Appendix [C]

C. Extracting Hamiltonian parameters

An eigenmode simulation returns a set of field distri-
butions which are labeled by their eigenfrequencies. In
the unhybridized approach, these are L, and u,,. We
use an overlap integral to extract the coupling rates be-
tween the unhybridized electromagnetic and mechanical
modes [37]

V,piezo

where €T is the transpose of the piezoelectric tensor, g

is the strain tensor derived from u,,, and the proportion-
ality constant A, comes from normalizing the fields to
that of a single photon and phonon. We justify this for-
mula by deriving the piezoelectric Hamiltonian in a mul-
timode Jaynes-Cummings form in Appendix [A] where
Eq. [AT7]is the full expression for g,m,.

For the hybridized eigenmode simulations, we obtain
the electric and displacement fields E, and wu,, respec-
tively, for each &;,. COMSOL also computes several de-
rived quantities; in this work, we make use of the elec-
tric displacement D, , strain & and stress S fields, the
current through the jth junction element Ij;, and the

time-averaged global electrical and strain energies Eglec,k
and Esgrain, k- In order to use the EPR method, one must
calculate the energy-participation ratio of the kth mode
in the energy of jth junction. In Appendix [D| we show
that the EPRs of the hybridized qubit-HBAR modes can
be written as

Wi
gelec,k + gstrain,k
where the average inductive energy Wj; = %Ljfgj

and the time-averaged electrical and mechanical energy
stored in the system for mode k Eciec,ks Estrain,k are de-
fined by Egs. [D and [D7] in terms of the fields £}, and
e, . These quantities are easily obtained from the sim-
ﬁ}fation solutions: L; is the lumped element inductance
that we define, while Ij;, the electric current through
the jth lumped element, is calculated from the solution
as I; = i clem J-tdS, where w is the junction width,
J, is the surface current, and ¢ a unit direction vector.
In Appendix [D] we show that the ZPF of the junction’s

flux can be written in terms of the extracted EPR
2
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which in turn defines the Hamiltonian of Eq. Fur-
thermore, the EPR can be used to calculate various loss
mechanisms that arise from or are modified by the hy-
bridization of the modes, as shown in Appendix [E]

D. Finite element considerations

In finite element method (FEM) simulations, space
is divided into polyhedra whose vertices define a mesh.
Building this mesh, or “meshing,” is done automatically
in modern FE software, but some user input is almost
always needed in the case of more involved geometries.
Finding a mesh that is coarse enough so that the simula-
tion runs in a reasonable time but fine enough to capture
all the important physical phenomena can be challenging.

A rule of thumb for meshing FE simulations is to use
at least five meshing elements per wavelength [38]. We
can immediately see the issue for hybridized eigenmode
simulations: the software has to simultaneously solve for
E and u, which have wavelengths that differ by five orders
of magnitude at the same frequency. In the case of u, for
which A ~ 1 pm in typical GHz frequency cQAD devices,
a fine mesh can quickly make the simulation intractable
if defined over a too big volume. However, we show that
even in the case a HBAR, which has a relatively large
volume compared to most mechanical resonators used in
cQAD systems, a meshing procedure can be found to
keep the simulation at a reasonable size while resolving
all of the relevant physics.

The mesh additionally needs to be optimized to re-
duce the number of so-called spurious modes. These un-
physical modes are a source of inaccuracy in many FEM
applications [39H41]. A handmade mesh was created in
order to minimize the number of elements and spurious
solutions (the meshing procedure and parameters are re-
ported in Appendix [C|). Our simulations were able to
solve for 150 eigenmodes in under 2 hours on a com-
puter with 64 GB of memory. Our meshing procedure
drastically reduced, but could not completely eradicate,
spurious modes.

IV. RESULTS
A. Unhybridized eigenmode approach

We choose to solve the unhybridized solid mechanics
eigenmode simulations near a frequency corresponding
to A &= 1800 nm in both sapphire and AIN. At this fre-
quency, the mode has half a wavelength in the piezo-
electric dome which is expected to maximize the over-
lap between the acoustic mode’s strain field with the
piezoelectrically-induced external stress resulting from
the qubit mode’s electric field. With our geometry, this
corresponds to modes with a longitudinal mode number
qg = 49. A cross-section of such a mode is shown in
Fig.[lk. Because the resonator is a 3-D object, it supports



many modes with this longitudinal number with differ-
ent patterns in the transverse plane, as well as different
polarizations. We observe both Laguerre-Gaussian (LG)
and Hermite-Gaussian (HG) modes in our results. The
2-D profiles of these modes are represented in Fig. 2h.
Note that we always show the 2-D profile correspond-
ing to w, irrespective of the mode’s polarization, see
also Appendix [C6 While we are mainly interested in
longitudinal-like polarized modes (as defined in Eq. [CI)),
the anisotropy of the material’s piezoelectric tensor may
give shear-like polarized modes nontrivial coupling to the
qubit, making them interesting to study as well. We also
perform an unhybridized EM simulation to compute the
coupling rates, as described in the next paragraph. An
example electric field distribution can be seen in Fig. [Id,
and an example mechanical displacement field distribu-
tion can be seen in Fig. [Ik in 2-D and Fig. [@p in 3-D.
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FIG. 2. Acoustic modes and electromechanical coupling rates.
a) 2-D longitudinal displacement (u.) profiles of acoustic
modes observed in our simulations. b) An acoustic spec-
trum with electromechanical coupling rates calculated using
the unhybridized eigenmode approach. ¢) An electro-acoustic
spectrum with electromechanical coupling rates calculated us-
ing the hybridized eigenmode approach. d) A mode-by-mode
comparison of the electromechanical coupling rates extracted
from unhybridized (green) and hybridized (red) simulations.
The coupling rates in b), c¢), and d) refer to a qubit mode at
w =27 X 6.424 GHz.

Using these results, overlap integrals are performed be-
tween the EM qubit mode (n = ¢ in Eq. |5)) and the me-
chanical modes in order to compute the two-mode cou-
pling rates gqm (hereafter referred to as g for simplicity)
and plot them in Fig. against the mechanical modes’
frequencies.

We find that the zeroth transverse order mode of a 40
pm HBAR has a qubit-phonon coupling rate g = 27 x 1
MHz. The higher-order transverse modes have lower cou-

pling rates due to their overlap mismatch with the qubit’s
electric field profile. We note that an antenna radius of
r = 20 pm was chosen, but it could be optimized in shape
to increase the coupling rate to any of the observed acous-
tic modes.

B. Hybridized eigenmode approach

Next, we turn on the piezoelectric coupling between
the solid and emw interfaces. To test our implemen-
tation and demonstrate the capabilities of this simula-
tion framework, we perform eigenfrequency simulations
while sweeping the qubit’s inductance L such that the fre-
quency of the qubit-like mode (defined as the mode with
highest EPR) intersects the set of high-overtone HBAR
modes mentioned in the previous section. Note that the
acoustic mode frequencies shift up by about 5 MHz com-
pared to the uncoupled modes because the piezoelectric
effect increases the stiffness of the AIN material [42].

The eigenfrequencies found in the simulations are
shown in Fig. Bp and are plotted against the frequency of
the unhybridized (UH) qubit mode. We observe avoided
crossings in good agreement with the values of g com-
puted in the previous section. This comparison between
the unhybridized and hybridized approaches provides a
sanity check for the physics modeling. The EPRs calcu-
lated from this frequency sweep, shown in Fig. [3p, are
another way to visualize the hybridization of the qubit
with the acoustic modes. When the qubit hybridizes with
a mechanical mode, a significant fraction of the qubit-like
mode EPR is allocated to the mechanical-like mode.

One challenge of analyzing these simulations is the
presence of a significant number of spurious modes in
the results, which are a source of inaccuracy in the de-
rived quantities. We find them when looking for GHz-
frequency eigenmodes of the displacement field in both
unhybridized and hybridized simulations. These modes
appear as several point-like defects on mesh edges and
nodes (see Appendix. We observed that simulations
with finer transverse meshing tended to have more spu-
rious modes.

To address this issue, we identify the so-called ”physi-
cal modes” in post-processing by finding the modes whose
displacement fields best match those of the LG and HG
modes. These, together with the qubit mode, are used
for further analysis, while the rest are discarded as spu-
rious modes (see Appendix |C)). This process is not ideal,
however, since the physical modes can be hybridized with
the spurious modes through their coupling to the qubit.
This causes an issue which we refer to as EPR dilution,
where part of the physical mode’s EPR is distributed
to spurious modes with nearby frequencies. The effect of
EPR dilution is evident for certain bare qubit frequencies
in Fig. 3b where the EPRs of all the modes sum to less
than one (eg. around 6.451 GHz). Evidently, however,
the effect of EPR dilution is on the 20% level.

We now focus on the case of a large detuning be-
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FIG. 3. Results of hybridized electromechanical simulations.
a) The mode spectrum near the acoustic fundamental longi-
tudinal mode at w = 27 x 6.445 GHz show several avoided
crossings. The size of each avoided crossing indicates the cou-
pling between the mechanical mode and the qubit. The leg-
end above this plot applies to both subfigures. b) Energy-
participation ratios of each mode shown in Fig. to the
junction. Both longitudinal-like and shear-like modes are la-
beled according to their u, profiles. The green line indicates
the sum of the EPRs of all of the modes in the figure.

Mode Qubit | LG(0,0) | HG(2,0)
f [GHz] 6.424 6.445 6.451
P 095 [1.4x107%|54x107°
Xk,i/2m [Hz]| Qubit (0,0) (1,0)
Qubit  [5.2x 10%] 4.4 x 10* | 2.3 x 10°
(0,0) - 1.1x10% | 1.7 x 10®
(1,0) - - 1.7 x 10°

TABLE I. Top: Frequencies and EPRs of the qubit-like mode
and the two most strongly coupled acoustic modes. Bottom:
Pair-wise (cross-) Kerr couplings xi,i/27 between the modes.

tween the qubit mode and the same family of LG acous-
tic modes as in Figs. 2b, Bh and Bp in order to demon-
strate the extraction of design quantities in the dispersive
regime. We choose a value for the junction inductance
such that the unhybridized qubit is A;J,](%,o) ~ 21 x 21
MHz below the LG(0, 0) mode. We compute the self- and

cross-Kerr couplings using the EPRs, from which we can
further compute the mode’s anharmonicity oy = %Xk,k
and its Lamb shift Ay = %Zl Xk,l-

The qubit’s anharmonicity can be compared with its
capacitive energy Ec = %, since og ~ % [43] for trans-
mons. We can infer the capacitance C of the qubit from
the slope of its inverse squared frequency using w, 2=LC
and obtain C' = 67 fF, finally giving an expected anhar-
monicity of % = 288 MHz. This is in reasonably good
agreement with the EPR result of o, = 261 MHz (see
Table , considering that £2 overestimates o, [44].

We further verify the results in Table[l] by using them
to compute the coupling rate g between the correspond-
ing unhybridized modes with the approximate relation-

ship [44]

UH
AqJ + oy

20

2 __ AUH
9q,1 7 Aq,l Xq,l

(8)

The mode numbers k,l either refer to unhybridized
modes (on g and AVH) or to their hybridized counter-
parts (on x and «). The results are shown in Fig. .
Figure shows good agreement between the g’s com-
puted using the two methods we described. The discrep-
ancies may be in part explained by EPR dilution and the
approximate nature of Eq.

V. OUTLOOK

We have demonstrated a technique for the simulation
of cQAD devices that unifies electromagnetic and me-
chanical degrees of freedom under the EPR method. Im-
portantly, we showed that quantum circuits, including
SC qubits, can be combined with solid mechanics within
the powerful multiphysics framework of COMSOL. By
combining the necessary physics interfaces, we can ex-
tract the hybridized eigenmodes of the entire system.
We showcased this technique by simulating an ABAR,
and showed that it gives results in good agreement with
other methods for estimating device parameters in the
dispersive regime.

The example shown in this work may be the most com-
putationally intensive out of the existing cQAD systems
due to the large size of the acoustic resonator. There-
fore, applying our methodology to other types of devices
should prove relatively straightforward. More generally,
our technique may be extended to other types of hybrid
quantum systems such as a SC qubit coupled to magnonic
resonators [2, [45] or devices where acoustic resonators
interact with other qubits such as color centers [46] or
quantum dots [47].

The simulation files used in this paper will be made
available in the supplementary material.
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Appendix A: Piezoelectric Hamiltonian

In this appendix, we derive the quantum Hamiltonian
for a piezoelectric solid from first principles.

1. Field quantization

We begin by quantizing the electric and displacement
fields. Following the procedure in [48)], we will explicitly
quantize the displacement field. Following Chapters 3
and 4 of [49], we define the displacement field wu(z,t),

L (Ve t) + (V) (1)) and

stress tensor S(z,t). In an anisotropic linear material
with stiffness tensor ¢ and density p, Newton’s second

strain tensor £(z,t) =

law implies the followi:ng wave equation (neglecting body
forces)

9%u
ot (A1)
0%y 9%u;

o _
ijtm 0x;0Tm, P52

where step 2 is written in index notation using Einstein’s
convention, and Hooke’s law is used since we assumed a
linear elastic material. We split time and space depen-
dencies of a displacement mode assuming a frequency €2,
keeping the convention for naming frequencies from the
main text (w for electromagnetics and € for solid me-
chanics)

u(z,t) = uoe_mtﬁ@) +c.c. (A2)

where ug is a constant and h(z) is a normalized function
that contains the mode shape and polarization of the
mode. With ug(t) = uge™**, we write the Hamiltonian
of the system

H=T+V

1 Ou; Ouf
:/dv2 ot ot

/dV C”lmauz oy

§ 0%,

§p§22|iu0(t) - zu?‘)(t)| /dV|@(§)|

1 ou 1 0%u
+ §/dSnjcijlmuiax—l — §/dvuicijlm !

1 24,
2+0—7/01VW‘97“‘

1 2| .k
= in |iuo (t) — iug(t)] 5 BT

= %pQQ (’z’uo(t) —dug(t) ’ + |U0 ) +ug(t )|2)
= 2pQ2|Uo(t)}2
(A3)

where the fourth step assumes no energy leaves the sys-
tem’s volume and uses the wave Eq. [AT] and the spatial
normalization of h. n; is the j-th element of a unit nor-
mal vector to the surface in the second term of step 3.

h,.(z) and is created (resp.
0x;0x,

We define the following conjugate variables

p = —iQp(ug(t) + c.c) q = (up(t) + c.c) (A4)
which gives the following familiar Hamiltonian
2
p I 29
H= 42,0 A
TR (A5)

that we quantize using mechanical ladder operators

ﬁi\/@(éiﬁ) = \/QPTQ(HN) (A6)

Identifying o(t) = %%B lets us express the quantum

displacement field as

=\/50 )+ H.c. (A7)
and the single mode quantum strain tensor as
)+ H.c. (A8)

QpQ

The multimode extension of this derivation is straight-
forward and also follows the recipe from [48§]

M
Z \ / x 13 )+ H.c.
m];l A
= m (@) () + H.
mz::l (u c.)
M
E(z,t) = Z )by (1) + H.c.
m];l
_ gmbm(t) + H.c.)
m=1

where mode m has frequency w,,, normalized shape
annihilated) by operator

b (t) (resp. b, (1)).
The same derivation for the electric field gives

N
E(z,t) = Z (— %iﬂ(g)dn(t) + H.c.>

with €9 the vacuum permittivity and normalized shape
functions [, eé(g)i:(g)im(g)dv = Opm where e:T(g) is
the relative permittivity in the medium.



2. Piezoelectricity

Before moving on to the piezoelectric Hamiltonian, we
first specify the classical piezoelectric relations we will
use. In a piezoelectric medium, we define the perme-
ability p, permittivity at constant strain e., density p,

stiffness tensor at constant electric field cj, its inverse
SE and the strain-charge form piezoelectric coupling ten-

sord—sE:e

We write the piezoelectric constitutive

relations in stress-charge from

0-(5)0

In this equation, the product is either a simple matrix
product or a double dot product and the sum is always
done on the last index(ices). For example,

(CEE> E(E ) § CE,ijkI€kL
— ij — ij

J

(A9)

o HHQ
|
o

Q)
m

(A10)

(A11)

3. Electromechanical Coupling

The stored electric and mechanical energies in a system
at any time can simply be written as

Eelec(t /E z,t) - D*(z,t)dV (A12)

/Sxt cef(z, t)dV

stram (AIS)
From these and the piezoelectric constitutive relations,
we have that the added energy due to piezoelectricity is
given by
gpiezo(t) =

Tigat)  (Al4)

(1lisy

—/HVE@¢%

which can finally be expanded in terms of the ladder op-
erators

f{piezo = _hzgnm (&n + &L> (I;m + I;jn)

where we have switched to Schrédinger’s picture (a(t) —

a, b(t) — b) to remain consistent with the main text and
the EPR method, and with
(@eisn (Vi)' (2)

=3\ i [ ()
(A16)

In terms quantities that can be easily extracted from
simulation results, the coupling rate between the n-th

(A15)

electromagnetic and the m-th mechanical mode can be
expressed as

* T .
gnfm o jp?o V, piezo =n 2) 6; : ém@)dv
2 47T\/fv E*T er dV\/fV SM m 'Mm(l)dv
(A17)

We compute Eq. [AT7] for all solutions of the pure SM
simulation using COMSOL’s feature Volume Integra-
tion in the piezoelectric medium, calling the E-field from
a chosen solution of the pure EM simulation using COM-
SOL’s operator withsol. For example, one term con-
tributing to the integrand in the numerator of Eq.
therefore looks like

sext11)) * solid.eXX
(A18)
where sol2 refers to the solution of the pure EM simu-
lation, sext11 is the 11 component of the external stress
= —¢T . E and solid.eXX is the 11 component of

conj(withsol(’sol2’,

—ext pr—
the strain tensor.

4. Electromagnetic-elastomechanical wave equation
in a piezoelectric medium

We can now derive the full wave equation by using the
piezoelectric relations [A9] along with Maxwell equations,
where J, H and B = pH are the electric current, mag-

netic and magnetic flux fields, respectively, and p. is the
electric charge density

V x E = —iwB (A19)
V x H=J+iwD (A20)
V.-B=0 (A21)
V-D = p., (A22)

We combine the two first Maxwell equations together
with[A9|to write a first equation of motion for the electric
field

Vxp 'VxE—w@eE=we:¢e (A23)
While combining [AT] with [A9] gives
V-(cE:s>+pw2u:V-<eT-E) (A24)

Appendix B: cQAD dispersive regime considerations

The form of the Hamiltonian in Eq. [ requires the dis-
persive regime assumption for all interacting pairs of two
electromagnetic modes (n,n'); |App/| > |spn| and for
all pairs of an electromagnetic and a mechanical mode
(n,m); |Apm| > |gnml|. It also requires the perturbative
assumption

p
AH s 23 <@> Yk I,jandV p> 4



expressed in the hybridized eigenmode approach (“H”) ,
with AZ =& — &

This condition is usually satisfied in cQED, but not
always in cQAD [34, B0, 5I]. For example, in the case
analyzed in the main text, with a single junction la-
beled j = 0, the second assumption is not respected,
as Ag(O,O) =21 MHz < %(;530 = 310 MHz where g refers
to the qubit mode. This intermediate regime requires
an additional transformation to go from the fourth order
expansion of Eq. ] to Eq. [d] namely a Schrieffer-Wolff
transformation that removes the term proportional to
PR égéqé;éq + H.c., which has a time dependence of
frequency Aﬁ and therefore cannot be neglected in the
rotating wave approximation. Using [43], in the simple
case of a single acoustic-like mode I with ¢;9 < ¢4, this
changes the expression for the cross-Kerr coupling rates
from %ﬁo‘ﬁo to %c{) 0¢lo 1+ . We can see this correc-

ql

tion has a significant effect for large ZH ratios, which is

the case in our results. In terms of the EPRS the qubit’s
anharmonicity does not change, but the cross-Kerr cou-
plings becomes

i fq&pqpl 1

A R T

(B1)

Appendix C: COMSOL simulation setup

In COMSOL, all the information needed for a simu-
lation is stored in a single file which, in the software,
presents itself as a tree with several levels of nodes. At
top level there is the file node, which consists in global
definitions, components, studies and results. In a com-
ponent node, we can define a model’s geometry, mesh-
ing options and most importantly the physics interfaces,
defining which fields will be solved in the model along
with their equations of motion. Each of these nodes
also feature subnodes which give additional details. In
physics interfaces, the subnodes can be domain condi-
tions, such as the main equation of motion or initial val-
ues, or boundary conditions like fixed or free.

1. Geometry in detail

The geometry consists of a 5 x 30.5 x 17.8 mm?® 3-D
microwave cavity with two sapphire substrates: a bottom
one (the qubit substrate, 5 x 2.6 x 0.420 mm?) on top of
which the transmon and its antenna sit and a top one (the
HBAR substrate, 5 x 2.6 x 0.04 mm?) which features the
piezoelectric dome, made of AIN, looking down above the
antenna. The two substrates are 3.0 ym apart in the z
direction and the piezoelectric dome has a 100 pym radius
and a 900 nm maximum height.

These are typical values for the devices used in [13, 33|
34]. To keep the simulations light, top substrates of only
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40 pm are used in the simulations used to produce the re-
sults of the main text. This approximation is necessary to
make the computations tractable, making some numer-
ical results incomparable to actual experiments. They
are still useful as proofs of concept and may actually be
experimentally relevant in the coming years as one path
being explored in the future experiments is the use of
thinner HBARS, like the one presented by Blésin et. al in
a recent proposal for microwave-optical transduction [52].

As a further simplification, since the whole geometry
is symmetric about the x — 2z plane at y = 0, the model is
cut in half there (axes definitions can be seen in Fig. (1))
and symmetry boundary conditions are used.

Since we observed that the elastic waves excited in the
HBAR by this configuration where well confined to a
small region in the x — y plane, we define a cylinder cut
of the HBAR substrate of the same radius as the piezo-
electric dome. We will only solve for the displacement
field inside of this cylinder instead of the whole HBAR
substrate to avoid extending the required fine mesh any
more than necessary. The boundaries of this cylinder cut
are modeled as low reflecting boundaries to avoid any
unphysical reflections.

2. Physics modeling

A 3-D microwave cavity is simply empty space sur-
rounded by a perfect electric conductor (PEC). In most
FE software, modeling the PEC is done using a bound-
ary condition of the same name, which avoids having to
model an actual layer of metal which would need to be
meshed and would make the simulation more complex.
Losses can be modeled using either scattering boundary
conditions or perfectly matched layers (PML) on certain
parts of the exterior boundary which correspond to phys-
ical objects such as input and output ports.

The transmon qubit is drawn as a 2-D object. The
superconducting aluminum can simply be modeled as a
PEC while the Josephson junction is modeled as a linear
inductance using a lumped element boundary condition.
This recipe without the lumped element can be used to
model coplanar waveguides or 2-D resonators.

All the nodes used in the Electromagnetic waves
physics interface are detailed here, where an item with
a M is a domain condition while an item with a [J is a
boundary condition:

B The Wave equation, electric node is applied to
all domains. It defines the EOM for the electromag-
netic part of the simulation; the Helmholtz equa-
tion in the frequency domain. Without any addi-
tional node, this equation reads
Vxu 'VxE—-w?E=0

B The effective medium 1 subnode defines a mod-
ified relative susceptibility & = €. aiv — € : d”/eg

and applies it to the domain correspondi;lg to the




piezoelectric dome. This is the first of three steps
for piezoelectric implementation.

B The External current density node adds a
source term of the form —iwJ,, to the right-hand-
side of the Helmholtz equation for the domain cor-
responding to the piezoelectric dome. We define

Jexy = iwe : €. This is the second step for piezo-

electric im})le;rlentation.

[0 The Perfect electric conductor 1 & 2 nodes
define perfectly reflecting boundaries for the elec-
tromagnetic fields. The first node is applied to the
exterior boundaries (sides of the cavity) while the
second one is applied to the transmon’s geometry
parts since it is implemented as a 2-D object. The
boundary equation is simply n x £ = 0, where n is
a normal vector to the boundary element.

[0 The Lumped element node acts like a linear cir-
cuit containing at most a resistor, a capacitor and
an inductor. It has to be connected to conduc-
tors (perfect electric conductors in our case) on two
sides. We use it to act like the linear part of our
Josephson junction, so we define it as an inductor.

[0 The Perfect magnetic conductor node is sim-
ply a symmetry boundary condition for the electric
field. This allows us to cut the whole system in half
along the x — z plane at y = 0 since the system is
the same on both sides.

And for the Solid Mechanics interface, which is only
solved for in the piezoelectric dome and a cylinder cut
of the HBAR above it, with the same height as the top
substrate and the same radius as the dome:

B The Linear elastic material node defines the
EOM for the solid mechanics part of the simula-
tion in all selected domains (piezoelectric dome and
HBAR cylinder cut). The equation is the standard
elastic wave equation: V - S + pwzy = 0. Without
additional nodes we have S = Cp i€

B The subnode External Stress adds the following
external stress §ext =—-¢T . FEto é in the domain

corresponding to the piez?electric slab. This is the
third and final step for piezoelectric implementa-
tion.

B The Prescribed displacement node can be used
to simplify the simulation to only include the z
component of the displacement field u., leaving wu,
and u, at 0 everywhere. This has been shown to
be a very good approximation while drastically re-
ducing the number of spurious modes in the results
of the simulation.

[0 The Free boundary condition is applied on the
sides and bottom of the piezoelectric dome and on
top of the HBAR.
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[0 The Low reflecting boundary node is used to
avoid reflection on the unphysical boundaries on
the side of the HBAR’s cylinder cut. Note that
a perfectly matched layer (PML) is usually pre-
ferred to this kind of boundary conditions, but un-
fortunately in our case it can’t be implemented (see
note).

[0 The Symmetry boundary condition node is
used on the the boundaries on the z — z plane at
y = 0 to cut the system in half as well.

3. Meshing procedure

To properly mesh the HBAR, we need to respect the
rule of thumb of 5 elements per wavelength in the longi-
tudinal direction while also resolving higher-transverse-
order modes since we expect non-negligible coupling to
them. In addition to increasing the simulation size, a
finer transverse mesh was also observed to increase the
number of spurious modes (see next section). Because
no simple metric characterizing the spurious modes is di-
rectly available in COMSOL’s results, a mesh refinement
study could not be used to limit their presence.

For our model, a handmade mesh was created for the
part of the geometry where solid mechanics are solved
using a mapped and a swept node, which allow us to
control the number of meshing points in all three cylin-
drical directions using distribution subnodes. For all
simulations whose results are reported in this work, the
cylindrical region is divided into a shell with inner radius
30 pm and a mapped mesh with 10 azimuthal and 6
radial elements and center region, which is a free quad
surface mesh with maximum element size 5 pm. The
rest of the simulation space can then be meshed with au-
tomatically generated tetrahedrons, where the only user
input are size specifications. We observed that the pa-
rameters with the most impact were the maximum el-
ement size and z-stretching ratio. A light convergence
analysis was performed to ensure the meshing was suf-
ficiently dense near the junction where the electric has
a strong gradient. Using this meshing procedure, a hy-
bridized eigenmode simulation finds 150 modes in 2 hours
on a computer with 64 GB of memory.

4. Spurious modes

FE eigenmode simulations can converge to modes that
are not physical, referred to as spurious modes [39-4T].
They appear in solid mechanics simulations at GHz fre-
quency and with fine mesh features, yielding field dis-
tributions made out of point defects that can be seen
in Fig. @ In our situation, these modes can appear in
greater numbers than physical modes. They cause several
problems. First, if one wants to find a certain number
of modes (higher order transverse modes of the HBAR



in our case), one typically has to ask the solver for many
more modes than this number. Thus, the presence of spu-
rious modes in the results artificially increases the solve
time.

Another detrimental effect of the spurious modes is
“EPR dilution,” where the EPR of a physical mode will
be shared among several spurious modes that are nearby
in frequency. The coupling of the qubit mode to a spuri-
ous mode is typically not higher than 5 x 10% kHz, but in
certain cases the frequency difference between a spurious
mode and a physical or qubit mode can be lower, creat-
ing a significant hybridization in the hybrid simulations.
This reduces the value of the physical or qubit mode’s
EPR and the quantities obtained through it, such as the
cross-Kerr coupling rate.

No method was found to entirely remove spurious
modes from the results of solid mechanics eigenmode
simulations of an HBAR. We also could not find any
one-number metric that distinguishes them from phys-
ical modes, and their estimated convergence error (using
COMSOL’s error estimates for example) is lower than
that of the physical modes, meaning stronger convergence
requirements make this issue worse. The only two things
one can do to mitigate this problem is optimize the mesh-
ing (previous section) and post-process the data.

a) - b)

FIG. 4. Ilustration of two modes with neighboring frequen-
cies in an unhybridized solid mechanics simulation, a) a spu-
rious mode and b) a physical LG(1, 1) mode.

5. Solver settings and convergence

All simulations used in this work are done using ”eigen-
mode” COMSOL studies that uses a direct MUMPS
solver, with most settings kept as default. However, in
the case of hybridized simulations, one change needs to
be done in order for the solver to converge to sensible re-
sults [63]. The COMSOL settings ”Scaling” and ”Resid-
ual Scaling” should be set to 10? for the electric field E
and to 10720 for the displacement field @. This is done
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in the nodes found under Study » Solver Configura-
tions » Solution » Dependant variables.

6. Acoustic Polarization and Post-Processing

After the results are computed by COMSOL, we apply
a post-processing procedure in order to extract quantities
of interest from the simulation. We expect the physical
eigenmodes of the HBAR to include Laguerre-Gaussian
or Hermite-Gaussian modes with longitudinal (compo-
nent 33 of €) or shear (components 13 or 23) polariza-
tion. These modes admit an analytical expression for
their longitudinal mode profile (u, at the top surface).
By computing the pointwise distance between the mode
profiles of each eigenmode in the results and these ana-
lytical mode profiles, we can find the best match in the
results, and simply assign all results that aren’t good fits
for any of the reference modes as spurious modes. Ad-
ditionally, the longitudinal or shear nature of a physical
eigenmode can be simply extracted using, for example,
the weight of a tensor component in the strain energy
of the mode. Formally, the polarization is attributed to
component ¢, with ¢ in {11, 12, 13, 21, 22, 23, 31, 32, 33
1, if ¢ respects

iRe Jv.sum Se(z) s ex(@)dV. N iRe [y gy Se() t ek (z)dV.

Estmin,k gstrain,k

(1)
for all other components ¢. To keep things simple, all
physical modes are recognized and labeled according to
their u, profiles. For other mechanical resonator geome-
tries, physical modes can usually also be visually dis-
tinguished from spurious ones, but a similar automated
method for distinguishing them from spurious modes may
need to be developed.

Appendix D: Hybrid EPR method

The goal of the EPR method, developed by Minev et.
al [23], is to compute the coefficients of the cQED Hamil-
tonian from the so-called energy-participation ratios. We
will mirror a simplified version of the derivation from this
paper but in the case of a hybrid Hamiltonian (Eq. .

The energy of classical mechanical resonator’s eigen-
mode oscillates in time between strain and kinetic energy.
Analogously, for a classical electronic circuit, it oscillates
between inductive and capacitive energy. In the unhy-
bridized eigenmode approach, for each mechanical (elec-
tromagnetic) oscillator in the system, the time-averaged
strain (linear inductive) energy is equal to the time aver-
aged kinetic (capacitive) energy. Equivalently, each form
of energy’s time average is equal to half the time-averaged



total linear [54] energy for this mode

1
glin. ind,n — gclcc,n = if—c:total7 EM,n

1

igtotal, mech,m -

(D1)

gstrain,m = gkin,m =

&lin. ind,n 18 the sum of the energy stored in the magnetic
field Emag,n as well as the energies of the lumped element
inductances ) 1L;I2.. The EPR is then defined as [23]

nj*

linear inductive energy in junction j in mode k
Dkj =

total linear inductive energy in mode k
(D2)
In the hybridized eigenmode approach, the definition
of the total linear inductive energy in mode k is extended
to include the strain energy:

Slin. ind,k + gstrain,k = gelech + gstrain,k
N+M

= 5(Em), =5 X a(da),
- (D3)

We have introduced ® as the time average and (o), as
the expectation value of an operator over a state with
excitations in a single mode. The numerator of Eq.
is unchanged since a junction’s inductive energy does not
include any mechanical part. It is defined as the the time-
averaged linear inductive ezcitation energy (as opposed
to absolute energy) at junction j when only mode k is

excited
1 - 1 -
(254), - (254),

Defining a general Fock state for this system as

(D4)

|,u1v"'7ﬂ'N+M>

we see that writing the EPR in terms of a single-mode
Fock state makes it independent of the excitation number
and links it to the ZPF of the junction’s flux

(k] 3E;0F k) — (0| 3E;0710)  E;¢3; (D)
kj — N+M N — 1
3300 MG (unl e ) 21k
In practice, we extract the denominator of Eq. [D2] by
performing finite-sum integrals over the volumes where

the fields E and u are defined

— 1
Tt = 1R [ Bylo) D@V (Do)
\%

- 1
T = 3R [ S,@ @V ©1)
V,

,SM: =

Appendix E: Modeling dissipation

Our simulation framework can also be used to study
dissipation in cQAD devices. In this Appendix, we in-
troduce the basics for this next step in the method. The
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relevant loss mechanisms in a ABAR-like device can be
separated into two different categories based on how they
can be estimated using simulations. In the first case,
which we call semi-analytical loss, a lossy element (sur-
face or volume) has an intrinsic quality factor that is
taken from the literature. Then, its participation in the
overall quality factor is weighted by the element’s energy-
participation ratio which is computed from the results of
the simulation. These ratios are referred to as “lossy”
EPRs to distinguish them from the junction EPRs dis-
cussed in the rest of the paper, even though the principle
is the same. In this section, we illustrate three examples
of such dissipation mechanisms: bulk dielectric and sur-
face inductive losses [23] 53] [56] as well as losses due to
surface roughness in the acoustic resonator. The second
category of losses includes mechanisms that can be fully
characterized numerically, so we call it numerical loss.
One such mechanism present in our system is so-called
phonon diffraction loss, where we consider all phonons
leaving the center region of the HBAR as lost and quan-
tify this using a numerical flux integration.

a. Semi-analytical loss calculations

For a given EPR-based loss mechanism L, its overall
contribution to a mode’s quality factor is a weighted in-
verse sum with contributions from all lossy elements

1 Pﬁz
— = —RL (E1)
QF 2 qf

Bulk dielectric losses of the electromagnetic field are
characterized by the loss tangent §; of a lossy solid I.
This loss tangent is the inverse of an intrinsic quality
factor inel, and the contribution to the overall quality
factor of a mode from one such solid is weighted by its
energy-participation ratio

diel, bulk 11 *
Diy =—-Re [ E,, €&, dV.
kil Erd v =

(E2)
We have defined the total energy of mode k as & =
2ge1ec,k’ + 25Stl'a.in,k‘ (See Eq. ~

Surface inductive losses are caused by surface currents
and result in Ohmic loss. These are characterized by an
intrinsic quality factor estimated at unity for metals such
as the copper of the microwave cavity, and higher than
10° for SC aluminum [23]. The contribution of a lossy
surface [ is computed using

in T 1A
p d, surf _ 1 l/leRe

= H; - -H, ds
ki 22k, 25
& 4 surf;

(E3)

where )\; is the skin depth of the surface’s material and
wy its permeability.

Acoustic losses due to surface roughness are estimated
using a method from Ref. [57]. Surface roughness limits



the quality factor to

2
rough __ h
k 2n,o?’

where ny, is the longitudinal mode number, 62 = (2?) is
the height variance of the surface assuming a Gaussian
distributed roughness, and & is the height of the HBAR
such that ‘gk’h = ngm, where q, is the mode’s wave

vector. This quality factor only applies to the HBAR, so
it has to be weighted by the fraction of energy stored in

. 2Com
the mechanics ‘57:’“

b. Numerical loss calculations

The plano-convex shape of the HBAR was chosen to
provide both longitudinal and transverse confinement to
the acoustic modes. However, to study the effect of im-
perfections in this geometry, such as the finite size of the
dome, we can use simulations to calculate the acoustic
energy leaving the Fabry-Pérot cavity (the region of the
sapphire substrate above the piezoelectric dome). This
can be treated as loss because, even if the substrate has
a finite size and reflecting boundaries, the timescale on
which the energy is reflected back into the mode region
is much longer than the typical timescale of operations
we're interested in [33] [34]. We compute a quality fac-
tor due to diffraction loss using a flux integral of the
mechanical Poynting vector P,

; &
diff k
=W E4
k WEk de Pa ] dg ( )

Here Sy is a cylindrical surface defines the bound-
ary of the acoustic cavity, and is parametrized by (z¢ +
Rcos, Rsinb, z), where zp = 1 mm is the position of
the center of the antenna, R = 90 pym, 6 € [—7/2,7/2]
and z € [—0.9,40] pm, which includes the entire height
of the substrate.

c. FEffects of hybridization on losses

An interesting new feature that arises from our simula-
tion framework is the ability to study mechanical losses in
hybrid qubit- or cavity-like modes, and electromagnetic
losses in mechanical-like modes. These new effects can
only be studied once one has access to the full dynam-
ics of the hybridized eigenmodes and are thus a unique
feature of the hybridized approach.

As an example, we show how the qubit mode, once hy-
bridized with the HBAR in the same dispersive regime
as in the main text, acquires a new loss channel through
phonon diffraction. Fig. [5] shows the LG(0, 0) mode of
the unhybridized and hybridized simulations as well as
the qubit-like mode in the hybridized simulation. The
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FIG. 5. Acoustic displacement along a line defined by the
interface between the piezoelectric dome and the sapphire and
the symmetry axis of the simulation (y = 0). The sharp
features on the qubit mode are the result of hybridization
with spurious modes.

displacement profile of the bare mechanical mode (black)
and the hybridized mechanical-like mode (green) are al-
most identical. However, we see that for the qubit-like
mode (blue), the piezoelectric coupling to the qubit elec-
tric field, which is asymmetric due to the thin lead of
the antenna, results in an asymmetric displacement field.
This asymmetry is not captured in the unhybridized ap-
proach. Such a modification of the acoustic mode shape
could lead to additional loss through imperfect mode con-
finement. Studying these effects using the techniques de-
scribed in the previous section will be the subject of fu-
ture work.
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