
Charged magnons on the surface of a topological Insulator

I. Martinez-Berumen,∗ W. A. Coish,† and T. Pereg-Barnea‡

Department of Physics, McGill University, Montréal, Québec, Canada H3A 2T8
(Dated: May 18, 2023)

We study a system of two-dimensional Dirac electrons (as is realized on the surface of a 3D
topological insulator) coupled to an array of localized spins. The spins are coupled ferromagnetically
to each other, forming an ordered ground state with low-energy spin-wave excitations (magnons).
The Dirac electrons couple to the spins through a spin-dependent effective Zeeman field. The out-
of-plane effective Zeeman field therefore serves as a Dirac mass that gaps the electronic spectrum.
Once a spin is flipped, it creates a surrounding domain in which the sign of the Dirac mass is opposite
to that of the rest of the sample. Therefore, an electronic bound state appears on the domain wall,
as predicted by Jackiw and Rebbi. However, in a quantum magnet, a localized spin flip does not
produce an eigenstate. Instead, the eigenstates correspond to delocalized spin waves (magnons). As
in the case of the single flipped spin, the delocalized magnon also binds an in-gap electronic state.
We name this excitation a ‘Jackiw-Rebbi-Magnon’ (JRM) and study its signature in the dynamic
spin susceptibility. When the sample is tunnel-coupled to an electronic reservoir, a magnon produced
in a system without any electrons hybridizes with a JRM (which binds a single electron), producing
magnon-JRM polaritons. For such a system, we identify a quantum phase transition when the
magnon-JRM polariton energy falls below that of the fully polarized ferromagnetic ground state.

I. INTRODUCTION

The spectrum of a strong 3D topological insulator
(3DTI) is gapped in the bulk and exhibits gapless sur-
face states described by a Dirac cone, protected by time-
reversal symmetry [1–3]. The addition of magnetic mo-
ments on the surface breaks time-reversal symmetry;
these magnetic moments produce a local effective Zee-
man field for the Dirac electrons rendering them massive
[4–6]. Such moments can be realized as magnetic impu-
rities/dopants in topological insulators, producing mag-
netic topological insulators [7–10]. Equivalently, these
magnetic moments can be introduced as a separate sys-
tem in proximity to the sample surface [11–13]. The sur-
face magnetic moments may interact with each other di-
rectly or through the Ruderman–Kittel–Kasuya–Yosida
(RKKY) interaction mediated by the Dirac electrons on
the surface. It has been shown that the associated RKKY
interaction is likely to be ferromagnetic [4, 14]. When the
moments are ordered ferromagnetically, the electrons ac-
quire a finite Dirac mass everywhere on the surface [4, 5],
resulting in a spectral gap. However, when the ferromag-
net exhibits disorder (e.g., domains or skyrmions), the
Dirac mass may change sign, resulting in the closure of
the spectral gap [4, 15, 16].

In the presence of magnetic domain walls where the
Dirac mass changes sign, in-gap chiral bound states
known as Jackiw-Rebbi modes appear [17]. These states
are exponentially localized to the domain wall as no ex-
tended states can exist at an energy within the surface
gap [1, 4]. While localized to domain walls, the Jackiw-
Rebbi states may carry currents along the domain walls
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[18]. Domain-wall chiral currents have been seen to con-
tribute to experimental measurements such as the hys-
teretic magnetoconductance in magnetic topological in-
sulator surfaces [18–22]. Theoretical models have also
been proposed to study the formation and dynamics of
domain walls in an applied magnetic field [16].

In this paper, we consider a 3D topological insulator
having surface electrons that are coupled to an array
of localized spins. This coupling may arise, e.g., from
exchange or from a local Zeeman interaction. Previous
studies of 3D topological insulators coupled to insulating
magnets have described the magnetic system classically
[16, 23, 24]. In contrast, in this work we consider a quan-
tum ferromagnet having low-energy spin-wave (magnon)
excitations. These excitations can be considered as delo-
calized domain walls or as a superposition of domains in
different configurations. The consequence, as we show,
is the formation of delocalized chiral bound states that
are attached to the magnon and we therefore name them
‘Jackiw-Rebbi Magnons’ (see Fig. 1).

The rest of this paper is organized as follows: In Sec. II
we introduce the model for the surface states, the mag-
netic impurities, and the coupling between them. In
Sec. III we present the form of the elementary excitations,
the Jackiw-Rebbi Magnons (JRMs) and, as an example,
we numerically solve a lattice model having an appro-
priate long-wavelength limit. In Sec. IV we propose and
calculate an experimental observable, the dynamic trans-
verse spin susceptibility, that can be used to probe JRM
excitations. Finally, in Sec. V we summarize our results
and discuss the limitations and scope of the model.

II. MODEL

We consider a model of ferromagnetically coupled mag-
netic impurities interacting with itinerant electrons on

ar
X

iv
:2

30
1.

07
75

4v
2 

 [
co

nd
-m

at
.m

es
-h

al
l]

  1
7 

M
ay

 2
02

3

mailto:pablo.martinez2@mail.mcgill.ca
mailto:coish@physics.mcgill.ca
mailto:tamipb@physics.mcgill.ca


2

(a)

(b)

(c)

FIG. 1. (a) Magnetic impurities in the ferromagnetic ground
state in a magnetic topological insulator do not allow for elec-
tronic bound states. (b) A local mass change produced by an
impurity spin flip allows for in-gap Jackiw-Rebbi modes. (c)
A spin wave produces a delocalized domain wall with attached
delocalized bound states.

the surface of a 3D topological insulator. The system
Hamiltonian is

HS = Hm +Hem, (1)

where Hm is the Hamiltonian for the magnetic system
and where Hem describes the electrons in contact with
the magnetic impurities.

The magnetic system is described by the (ferromag-
netic) Heisenberg Hamiltonian (setting h̄ = 1):

Hm = −J
∑
〈ij〉

Si · Sj − b
∑
i

Szi , (2)

where J > 0 is the exchange interaction between nearest
neighbors, Si is the spin operator for the impurity at site
i, and b is the effective Zeeman splitting. We assume
that the magnetic impurities form a Bravais lattice, not
necessarily commensurate with the underlying crystalline
lattice. In this equation, and in the rest of this paper,
we set h̄ = 1, but h̄ will be restored in several formulas
below for clarity.

In the absence of the electronic system, the Heisenberg
Hamiltonian Hm has a fully spin-polarized ferromagnetic
ground state. If, without loss of generality, we assume
b > 0, this ground state is

|FM〉 ≡ |S, S, . . . , S〉 , (3)

where |m1,m2, . . . ,mN 〉 is a simultaneous eigenstate of
all operators {Szi } (i = 1, 2, . . . , N) with eigenvalues
{mi} (S is the total impurity spin such that |mi| ≤ S).
The energy of the ferromagnetic ground state is

EFM = −J
2
NzS2 − bNS, (4)

where z is the coordination number. The low-energy ex-
citations are the spin waves (magnons) |q〉: Hm |q〉 =
Eq |q〉, with

|q〉 =
1√
2S
S−q |FM〉 , S±q ≡

1√
N

∑
j

eiq·RjS±j . (5)

The energy of the spin wave with wavevector q is

Eq = EFM + h̄ωq, (6)

h̄ωq = b+ 2JS
∑
δ

sin2

(
q · δ

2

)
. (7)

Here, we have introduced {δ}, the set of vectors locating
nearest neighbors and we have assumed a Bravais lattice
so that there is a nearest neighbor at −δ for every δ.

The surface electrons are modeled by massive Dirac
fermions, with a mass that depends on the state of the
impurity spins:

Hem =

∫
d2rψ†(r) [−ivFσ ·∇ +m(r)σz]ψ(r). (8)

Here, ψ(r) = A
−1/2
surf

∑
k e

ik·rck, where Asurf is the two-
dimensional surface area, ck = (ck↑, ck↓)

T , and where

c†ks creates an electron with wavevector k = (kx, ky)T

and spin s. The mass m(r) is an operator, which depends
on the impurity spins:

m(r) = m0 +
∑
i

J (r−Ri)S
z
i , (9)

where we have introduced a local finite-ranged exchange
coupling J (r−Ri) between each magnetic impurity i at
position Ri and the electron spin density at position r.
The constant background mass m0 breaks time-reversal
symmetry; it may arise either from a global magnetic
field or from some other background magnetization.

The system Hamiltonian [Eq. (1)] includes terms that
may arise from an out-of-plane magnetic field (∝ m0,∝
b) through a Zeeman coupling to the electrons, but we
neglect the diamagnetic shifts and other orbital effects
that would arise from a magnetic vector potential. This
is justified for small impurity clusters of size Asurf and
in a sufficiently weak magnetic field B: AsurfB � Φ0,
where Φ0 = h/e is the flux quantum. In addition, we
neglect terms like ∼ J‖Sνj ψ†(r)σνψ(r) [ν ∈ {x, y}] that
couple the in-plane components of the impurity spins to
the electron spins. These terms may be ignored in the
presence of a large exchange anisotropy, |J (r)| � |J‖|,
or for a large effective Zeeman term |b| �

√
2S|J‖|.

In the next section, we show that the elementary exci-
tations of HS [Eq. (1)] have the same form as the magnon
states given by Eq. (5). The key difference, as shown be-
low, is that these new excitations come with an electronic
state localized to the vicinity of the lowered spin (see
Fig. 1). To create these excitations, starting from the fer-
romagnetic ground state, in addition to a transverse mag-
netic field (which creates the spin excitation), we couple
our system to an electronic reservoir, which provides the
electron that occupies the localized electronic state. This
is shown in Sec. IV (see Fig. 3).
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III. JACKIW-REBBI MAGNONS

The total impurity spin in the z-direction, Sztot =∑
i S

z
i , commutes with HS . The Hamiltonian HS for

the combined electronic and magnetic system can there-
fore be diagonalized independently in sectors where Sztot

is fixed. For the ferromagnetic ground state we have
Sztot = NS, giving

〈FM|HS |FM〉 = EFM +HFM, (10)

where the effective Hamiltonian HFM = 〈FM|Hem|FM〉
is obtained from Eq. (8) with the replacement m(r) →
〈FM|m(r)|FM〉 = mFM(r). The mass profile mFM(r) is

mFM(r) = m0 + S
∑
i

J (r−Ri), (11)

and EFM is the ferromagnetic ground-state energy, as
given in Eq. (4).

Provided that J (r) > 0 ∀r (and if m0 > 0), the mass
mFM(r) is finite and positive everywhere, leading to a
gapped single-particle energy spectrum for HFM. The
eigenstates of HS , with Sztot = NS, are then given by
a tensor product of electronic and magnetic states; the
electronic states are eigenstates of HFM and the magnetic
system is described by the ferromagnetic ground state
|FM〉.

In the subspace of one spin lowered, Sztot = SN−1, the
magnetic state can be constructed from the basis {|Ri〉},
i = 1, . . . , N , where

|Ri〉 ≡
1√
2S
S−i |FM〉 . (12)

Similar to HFM, we define Hi, the effective Hamiltonian
for the electrons when the magnetic system is frozen in
the state |Ri〉:

Hi = 〈Ri|Hem|Ri〉 , (13)

which is given by Eq. (8) with the replacement m(r) →
mi(r) = 〈Ri|m(r)|Ri〉:

mi(r) = mFM(r)− J (r−Ri). (14)

This is the mass term produced by the impurities when
the magnetic system is in the state |Ri〉 [see Fig. 2(a)].

A. Single-particle Jackiw-Rebbi magnons

The Hamiltonian Hi has single-particle eigenstates
|α〉i:

Hi |α〉i = εα |α〉i , (15)

where the energies εα are independent of i due to the
discrete translational invariance of the original Hamilto-
nian.

(a) (b)

(c) (d)

FIG. 2. (a) Mass profile, mi(r), given by Eq. (14) when
Ri = (35, 35). Here, the exchange J (r) is given by Eq. (31).
The black line denotes the region where mi(r) = 0, resulting
in a sign change in the mass leading to a domain-wall bound
state. (b) Probability density (color scale) and local velocity
(red arrows) for the lowest positive-energy eigenstate, |0〉i, of

H latt
i [Eq. (30)]. (c) The spectrum of the Hamiltonian H latt

i

is symmetric about E = 0 as a consequence of particle-hole
symmetry. Isolated energies are found in the gap, correspond-
ing to bound states, localized to the domain wall. The values
for the parameters used are given in Sec. III C. (d) Velocity
profile for either |ψ,q〉 or |Ψ,q〉, given by Eq. (34). The black
dots give the positions of magnetic impurities.

We now introduce the composite state made of the αth

electronic eigenstate of Hi and the spin state |Ri〉,

|α,Ri〉 ≡ |α〉i ⊗ |Ri〉 . (16)

The matrix elements of HS in this basis are:

〈α,Ri|HS |β,Rj〉 = (EFM + b+ JSz + εα) δijδαβ

− γαβJS
∑
δ

δRi,Rj+δ.
(17)

Above, we have introduced

γαβ ≡ i〈α|β〉j , i, j ∈ 〈ij〉 , (18)

the electronic overlap between the states |α〉i and |β〉j .
The notation i, j ∈ 〈ij〉 indicates that the definition holds
for all nearest neighbors i, j. For simplicity, we assume
a high-symmetry impurity lattice, so that all nearest-
neighbor bonds are equivalent.

Jackiw-Rebbi bound states arise if the mass termmi(r)
[Eq. (14)] change sign in the vicinity of the flipped spin.
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In the rest of this paper, we focus our attention on the
lowest positive-energy single-particle bound state. Al-
though the analysis below also applies to any of the
bound states, we concentrate on the lowest positive-
energy bound state. This choice is motivated by the
many-body case where we begin at half filling and the
lowest-energy unoccupied state is then populated. We la-
bel this bound state by α = 0, such that Hi |0〉i = ε0 |0〉i
[see Fig. 2(c)]. The localized Jackiw-Rebbi state |0,Ri〉
is coupled to the states |α,Rj〉 with coupling strength
JSγ0α. If the separation in energy between this state
and other electronic states is large relative to the cou-
pling, i.e.

JSγ0α � |ε0 − εα|, (α 6= 0), (19)

then we can apply degenerate perturbation theory and
diagonalize the Hamiltonian in the subspace spanned by
the set of degenerate states {|0,R1〉 , . . . , |0,RN 〉}. In
this subspace, the effective Hamiltonian is equivalent to a
tight-binding model with nearest-neighbor hopping pro-
portional to the overlap γ ≡ γ00 [see Eqs. (17-18)]. The
eigenstates of this model are plane waves of the form

|ψ,q〉 =
1√
N

∑
j

eiq·Rj |0,Rj〉 , (20)

which we call Jackiw Rebbi Magnons (JRMs). These
states differ from conventional spin waves; in addition to
carrying a single quantum of angular momentum (spin),
they carry a single charge associated with a bound elec-
tron. Because these states are derived from a tight-
binding model, they inherit a simple tight-binding dis-
persion:

Ẽq = EFM + h̄ω̃q, (21)

with

h̄ω̃q = ε0+b+JSz(1−γ)+2JSγ
∑
δ

sin2

(
q · δ

2

)
. (22)

B. Many-body Jackiw-Rebbi magnons

The analysis above is not restricted to single-particle
states. For example, the half-filled (Ne-particle) state
resulting from filling the negative-energy single-particle
eigenstates of Hi is

|hf,Ri〉 ≡ |hf〉i ⊗ |Ri〉 ; |hf〉i =
∏

α (εα<0)

c†αi |vac〉e ,

(23)

where c†αi |vac〉e = |α〉i with |vac〉e the electronic vac-
uum. The minimum-energy Ne-conserving excitation out
of the half-filled state has a finite energy cost ∆ε = 2ε0

(the spectrum of Hi is symmetric around zero because

it is particle-hole symmetric [25]). A general Ne-particle
eigenstate can be written as

|αNe ,Rj〉 ≡ |αNe〉j ⊗ |Rj〉 ,

|αNe〉j =
(
c†α1j
· · · c†αNe j

)
|vac〉e .

(24)

If the minimum excitation energy, 2ε0, is large compared
to the matrix element that connects the states |hf,Ri〉
with |αNe ,Rj〉, that is

JS i〈hf|αNe〉j � 2ε0, i, j ∈ 〈ij〉 , (25)

then we can diagonalize the Hamiltonian in the degen-
erate subspace consisting of {|hf,R1〉 , . . . , |hf,RN 〉} to
obtain the states

|hf,q〉 ≡ 1√
N

∑
j

eiq·Rj |hf,Rj〉 . (26)

Using the same argument, HS has approximate (Ne+1)-
particle eigenstates (many-body JRMs) of the form

|Ψ,q〉 ≡ 1√
N

∑
j

eiq·Rjc†0j |hf,Rj〉 . (27)

We use the term many-body Jackiw-Rebbi magnons
specifically for these (Ne + 1)-particle states which, in
addition to carrying a quantum of angular momentum
(spin), also carry an additional electronic charge beyond
half filling. To differentiate this many-body state from
the single-particle state |ψ,q〉 we use the capital letter Ψ.
Note that the hopping between (Ne + 1)-particle states

with a single spin-flip, c†0j |hf,Rj〉, is now proportional
to the many-body overlap

γ → γΨ = 〈Ri,hf|c0ic†0j |hf,Rj〉 , (i, j) ∈ 〈ij〉, (28)

which may decrease rapidly as the number of particles
increases.

C. Numerical Example

As a concrete example, we consider a square-lattice
model that recovers Hi in the long-wavelength limit.
This allows us to find lattice versions of the eigenstates
|0〉i. The lattice model is obtained by first rewriting the
kinetic-energy term in Eq. (8) in k-space:

vF

∫
d2rψ†(r) [−iσ ·∇]ψ(r) = vF

∑
k

c†kk · σck, (29)

then substituting kν → a−1
0 sin kνa0, ν ∈ {x, y}. To

maintain a single Dirac cone (in the limit m0 →
0, J (r) → 0) at the Γ-point and to avoid extra Dirac
points at the Brillouin-zone corners, we furthermore
introduce an additional term −2Aσz(2 − cos kxa0 −
cos kya0). The equivalent term in a continuum model is
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−Aa2
0σzk

2 [26]. The resulting real-space lattice Hamilto-
nian is therefore

H latt
i =

∑
r

c†rmi(r)σzcr

+
i

2

h̄vF

a0

∑
r,ν

(
c†r+a0eνσνcr − h.c.

)
+A

∑
r,ν

(
c†r+a0eνσzcr + h.c.− 2c†rσzcr

)
,

(30)

where ν ∈ {x, y}.
For the simulations (Fig. 2) we consider a 5 × 5 im-

purity grid with impurity spacing a = 14a0 on top of a
crystalline lattice of size Nx = Ny = 70, where Nν is
the number of lattice sites in the ν-direction and con-
sider periodic boundary conditions. Although here we
consider a square lattice of impurity spins for this partic-
ular numerical example, note that the results obtained
in Sec. III apply for any choice of Bravais lattice. We
use A/(h̄vF/a0) = 1,m0/(h̄vF/a0) = −1/2, S = 1/2. For
J (r−Ri), we use the exponentially decaying function

J (r−Ri) = J0e
−|r−Ri|/λ, (31)

with J0/(h̄vF/a0) = 2, λ = a/2, and set vF = a0 = 1.
The parameters chosen here lead to a low-energy bound
state encircling the flipped impurity spin associated with
a circulating (chiral) current. The specific choice of pa-
rameters taken above is not necessary to obtain this
bound state. The only requirement is that there is a gap
closure in the vicinity of the flipped impurity spin. In the
continuum model, this requirement amounts to a change
in sign of mi(r), while in the lattice model this requires
a change in sign of mi(r)[mi(r) − 8A] in the vicinity of
the lowered impurity (see Eq. (3.91) in Ref. [26]). Even
when the eigenstates vary on a scale comparable to the
lattice constant (far from the long-wavelength limit), the
qualitative physics of electronic states bound to magnetic
domain walls will be preserved.

Figure 2(a) shows the spatially dependent Dirac mass
mi(r) [Eq. (14)] resulting from a flipped impurity spin.
Figure 2(b) shows the lowest-energy Jackiw-Rebbi-like
bound state in the vicinity of the flipped impurity spin.
In Fig 2(c) the electronic density of states of H latt

i is
shown, where bound states are clearly visible within the
gap. The number and energies of these in-gap bound
states vary with the size of the negative-mass domain
[15]. The local velocity for |0〉i and |ψ,q〉 are shown in
Figs. 2(b) and 2(d), respectively. The local velocity is
evaluated from the Heisenberg equation of motion,

v(t) ≡ ˙̂r(t) =
i

h̄
[H latt

i , r̂(t)], (32)

where r̂ =
∑

r rc
†
rσ0cr is the position operator. There-

fore, the local velocity operator in the ν-direction is

vν(r) =
(vF

2
c†r+eνσνcr − iA

a0

h̄
c†r+eνσzcr + h.c.

)
. (33)

The JRM [Eq. (20)] and the many-body JRM
[Eq. (27)] have the same velocity profile since

〈Ψ,q|v(r)|Ψ,q〉 =
1

N

∑
i

〈hf,Ri|c0iv(r)c†0i|hf,Ri〉

=
1

N

∑
i

i〈0|v(r)|0〉i.

(34)

The off-diagonal elements in the expression above,
〈hf,Ri|v(r)|hf,Rj 6=i〉, vanish because vν(r) only acts
on the electronic space. The average velocity is then
independent of the momentum q of the Jackiw-Rebbi
magnon. Moreover, the contribution from the negative-
energy states vanishes because the Hamiltonian Hi has
particle-hole symmetry and the velocity operator is odd
under the particle-hole transformation.

Including the orbital effect of a vector potential can
break the particle-hole symmetry and thus alter the cal-
culation above. However, a weak out-of-plane magnetic
field will preserve the existence of in-gap domain-wall
bound states [15], leading to a similar qualitative picture
to that presented here.

IV. SPIN SUSCEPTIBILITY

The dynamic transverse spin susceptibility can be used
to probe the existence of JRMs. In contrast with the case
of a Heisenberg Hamiltonian [Eq. (2)], for which a time-
varying transverse magnetic field directly excites purely
magnetic excitations (magnons), the transverse magnetic
field alone is not sufficient to excite JRMs, which also
carry a bound electronic charge. For this reason, in ad-
dition to a time-varying transverse magnetic field, here
we also incorporate an electronic reservoir (see Fig. 3).

The Hamiltonian of our system (the topological-
insulator surface electrons and magnetic impurities) sub-
jected to a transverse magnetic field and coupled to an
electronic reservoir is given by

H(t) = H0 + V (t), (35)

H0 = HS +HR +HT , (36)

where V (t) ∝
∑
j B⊥(Rj , t) · Sj contains the spatially

and temporally varying transverse magnetic field B⊥ =

(Bx, By, 0)
T

(we neglect the electron-field coupling as we
consider the case in which the impurity-field coupling
dominates), HS is defined in Eq. (1), HR describes the
electronic reservoir, and HT describes tunneling to the
reservoir:

HR =
∑
η

εηa
†
ηaη, (37)

HT =
∑
η,j

(
tηjc

†
0jaη + h.c.

)
|Rj〉 〈Rj | . (38)

The operator a†η creates an electron with energy εη in
the reservoir, where η is a general quantum number. We
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no resonant
levels

reservoir

FIG. 3. The electronic states available when the magnetic
system is in the ferromagnetic ground state |FM〉 are not res-
onant with the reservoir. The energy range of the reservoir
is such that the spin-wave state, with excitation energy ωq

[Eq. (7)], may only be resonant with the JRMs, with en-
ergy ω̃q − εη [Eq (22)] (here, εη is the energy of the reser-
voir electron that is removed to populate the Jackiw-Rebbi
state). The JRM excitations are only accessible after a spin
is flipped (magnon is created) through a transverse magnetic
field B⊥(t). The tunneling Hamiltonian HT couples the elec-
tronic reservoir with the surface states of the 3D topological
insulator [see Eq. (38)].

have included only those terms in HT that couple to the
relevant mid-gap bound states [Fig. 3(a)] under the as-
sumption that all other levels are far from resonance. In

general, the tunnel coupling tηj associated with c†0j will
depend on the impurity j, but for simplicity here we take
tηj = tη (independent of j), which can be realized when
the extended reservoir states couple equivalently to all
impurity sites. This choice guarantees that HT preserves
the wavevector q in converting a spin wave to a JRM:

e 〈vac| 〈q|HT |ψ,q′〉 ∝ δq,q′ .
The zero-temperature dynamic transverse susceptibil-

ity is

χ+−(q, ω) =

∫
dteiωt−0+|t|C(q, t). (39)

Here, the spin-spin correlation function is given by

C(q, t) = −iθ(t) 〈gs|[Ŝ+
q (t), S−−q]|gs〉 , (40)

where Ŝ+
q (t) = eiH0tS+

q e
−iH0t is the time-dependent rais-

ing operator in the interaction picture and |gs〉 is the
intially prepared ground state of H0.

We now consider a special initial condition that allows
for an exact solution. In particular, we consider the fully
spin-polarized ferromagnetic ground state, a filled band
of reservoir states, but no electrons occupying any of the
surface states of the topological insulator. Such an initial
condition is an eigenstate of the effective HamiltonianH0,
but in practice it would only be metastable, eventually
collapsing due to non-resonant tunneling terms that have
been neglected in HT . We discuss the more realistic case
of a filled surface-state valence band, below. Explicitly,
the assumed ground state is:

|gs〉 = |vac〉e ⊗ |FM〉 ⊗ |FB〉R , (41)

where |FB〉R represents the filled reservoir band. For an
initially filled reservoir, the tunneling Hamiltonian only
leads to transitions within a restricted subspace of states,
spanned by

|ψ(0)〉 =
1√
2S
S−−q |gs〉 , (42)

|η〉 = |ψ,−q〉 ⊗ aη |FB〉R . (43)

Since HT preserves the wavevector q, we have suppressed
the explicit q-dependence in {|ψ(0)〉 , |η〉}, above.

We can directly solve the time-dependent Schrödinger
equation for this problem,

i∂t |ψ(t)〉 = H0 |ψ(t)〉 , (44)

giving a solution (see Refs. 27 and 28 for equivalent so-
lutions):

|ψ(t)〉 = ψ0(t) |ψ(0)〉+
∑
η

ψη(t) |η〉 . (45)

This solution then gives the correlation function C(q, t)
(and hence, the susceptibility):

C(q, t) = −iθ(t)eiEgst2S 〈ψ(0)|ψ(t)〉 . (46)

Here, the ground state energy (defined by H0 |gs〉 =
Egs |gs〉) is

Egs ≡ EFM +
∑
η

εη. (47)

The exact susceptibility is then

χ+−(q, ω) =
2S

ω − ωq − Σq(ω)
, (48)

where the self-energy is

Σq(ω) =
∑
ν

|t2η|
ω − (ω̃q − εη) + i0+

. (49)

In the equations above, ωq and ω̃q − εη correspond to
the excitation energy for a spin wave and a JRM with
momentum q, respectively [cf. Eqs. (7) and (22)]. We
additionally introduce phenomenological decay rates for
the JRMs (ΓJRM) and for the magnons (Γm) with the
replacements

0+ → ΓJRM, (50)

Σq(ω)→ Σq(ω)− iΓm. (51)

Evidence of JRMs can be found by analyzing peaks of
the spectral function,

A(q, ω) = −2 Imχ+−(q, ω). (52)

Due to the tunneling term HT , neither the spin-wave
|ψ(0)〉 ∝ S−q |gs〉, nor the JRM with a reservoir hole
at energy εη, |η〉, is an eigenstate of H0. As a result,
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FIG. 4. Spectral function for a narrow-band reservoir (W →
0) as a function of the reservoir energy ε0. The two peaks
correspond to magnon-JRM polaritons. A quantum phase
transition (QPT) occurs when the excitation energy for the
lowest-energy magnon-JRM polariton becomes negative. In
this plot we have chosen the parameters Γ = 1, S = 1/2, b =
1/2, J = 1/2, ε0 = 5, γ = 1/10,Γm = ΓJRM = 1/10, where all
energies are given in units of Γ.

A(q, ω) shows multiple peaks associated with the excita-
tion energies for hybridized magnon-JRM polaritons (see
the example illustrated in Fig. 4). The characteristic
double-peaked structure and avoided crossing is distinct
from the case of an isolated Heisenberg ferromagnet, hav-
ing susceptibility

χ+−
0 (q, ω) =

2S

ω − ωq + i0+
. (53)

Here, the corresponding spectral function A0(q, ω) =
−2 Imχ+−

0 (q, ω) is given by a Dirac delta distribu-
tion centered at the spin-wave excitation energy ωq:
A0(q, ω) ∝ δ(ω − ωq).

As an illustrative example, we consider the reser-
voir band to form a quasi-continuum of energies εη ∈
[ε0, ε0 +W ], as shown in Fig. 3(a). We additionally as-
sume a constant density of states ρ and constant tunnel
coupling tη = t. In the narrow-band limit, W → 0, the
self-energy is then

Σq(q, ω) =
Γ/π

ω − (ω̃q − ε0) + i0+
, (54)

where Γ = πρ|t|2. In this simple limit, the susceptibility
has only two poles corresponding to two magnon-JRM
polaritons. The magnon-like resonance with frequency
∼ ωq couples to the JRM-like resonance having frequency
∼ ω̃q−ε0, with an avoided crossing of width ∼ Γ (Fig. 4).

A quantum phase transition (QPT) takes place if the
lowest-energy magnon-JRM polariton falls in energy be-
low the ferromagnetic ground state. In the case illus-
trated in Fig. 4, this corresponds to

ωq(ω̃q − ε0) < (Γ/π)
2
. (55)

Above a critical value of the reservoir energy ε0 > εcrit =
ω̃q − Γ2/(ωqπ

2), the fully spin-polarized ground state

becomes unstable to the formation of JRMs. The ob-
servation of such a transition due to a coupled reservoir
could be a robust indicator of the formation of JRMs.
This transition can also be seen in the spectral function
(Fig. 4), where the lower magnon-JRM polariton peak
moves to negative frequency at large ε0.

In Eq. (41) we considered an initial ground state with
empty bands for the topological-insulator surface, but
a filled band of reservoir states. Such an initial condi-
tion is only metastable if the reservoir electrons have a
finite amplitude for tunneling to the surface. A more re-
alistic (but computationally more complex) situation is
therefore realized when the topological insulator surface
is at half-filling, corresponding to a global chemical po-
tential positioned just above the top of the reservoir band
(µ = ε0 + W + 0+ in Fig. 3). In this case, the ground
state is given by

|hf,FM〉 ≡

 ∏
v (εv<0)

c†v

 |vac〉e ⊗ |FM〉 ⊗ |FB〉R . (56)

Here, c†v creates an electron in a single-particle eigenstate
of HFM. To calculate the susceptibility, we compute the
action of S−−q on this state:

S−−q |hf,FM〉 =

∑
j

e−iq·Rj

 ∏
v (εv<0)

c†v

 |vac〉e ⊗ |Rj〉 ⊗ |FB〉R .

(57)

Unlike the case of the initial state |gs〉, here the action of
S−−q does not simply generate a magnon excitation inde-
pendent of the state of the surface electrons. Instead, to
rewrite Eq. (57) in terms of HS eigenstates, the creation
operators c†v should be expanded, for each j, in terms of
electronic states that account for the position of the spin
flip:

c†v =
∑
α

Uv,αjc
†
αj , (58)

with some coefficients Uv,αj .
Since the single-particle electronic orbitals must adapt

to the magnetic configuration, the character of the half-
filled state will also change, depending on the site of the
spin flip. In addition to producing the half-filled state for
each j, the spin flip will generally scatter surface electrons
to many excited states, resulting in a complex dynam-
ics, different from the case described above for the initial
state |gs〉. However, the results obtained for the initial
state |gs〉 could still provide insight into the qualitative
behavior for the half-filled ground state considered above,
provided there is a mechanism for rapid equilibration of
the surface electrons. To illustrate this point, consider
the Ne-electron state

|hf〉FM ≡

 ∏
v(εv<0)

c†v

 |vac〉e . (59)
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Rewriting this in the eigenbasis of Hj :

|hf〉FM = j〈hf|hf〉FM |hf〉j +
∑
α

j〈αNe |hf〉FM |αNe〉j .

(60)
The lowest-energy Ne-particle eigenstate of Hj is |hf〉j
[see Eq. (23)]. If the surface electrons interact with a dis-
sipative environment (e.g. phonons) that quickly relaxes
the electronic state |hf〉FM to |hf〉j in Eq. (57), the state

S−−q |hf,FM〉 will relax into the state |hf,−q〉⊗|FB〉R [see
Eq. (26)]. This eigenstate of HS+HR couples only to the
continuum of many-body JRMs {|Ψ,−q〉 ⊗ aν |FB〉R},
similar to the empty-band case considered above. We can
then obtain the susceptibility, which will have the same
qualitative behavior as that given in Eq. (48). There
would, however, be corrections to the short-time dynam-
ics of the spin-spin correlation function due to relaxation
effects, modifying the spectral function at high frequency.
A precise microscopic accounting of this relaxation mech-
anism and the associated effect on the spectral function
is, however, beyond the scope of this work.

V. CONCLUSIONS

In this paper, we have introduced a model that can
describe Dirac electrons on the surface of a 3DTI cou-
pled to magnetic impurities, which themselves interact
via a ferromagnetic Heisenberg exchange. In contrast to
previous work, where the magnetic system was treated
classically [4–6, 15, 16, 23, 24, 29], here we have consid-
ered a quantum magnet, which together with the Dirac
electron give rise to new excitations - the Jackiw-Rebbi-
Magnons (JRMs). We have systematically derived the
form of these excitations in two situations: First, we have
solved a single-particle problem, in which the conduction
and valence bands of the 3DTI surface are initially empty,
and second, we have solved a many-body problem, start-
ing from a half-filled 3DTI surface. While the low-energy
theory is well captured by a continuum description of the
Dirac electrons, we have also constructed a lattice model
with the appropriate low energy limit. This lattice model
allowed us to numerically study the density of electronic
states, the creation of chiral domain-wall bound states,
and the associated current and magnetic textures for
JRMs (shown in Fig. 2). Finally, we studied the dynamic
transverse spin susceptibility. In order to probe the JRM
states, we coupled our system to an electronic reservoir,
allowing a charge to be transferred to the surface, thus
producing a JRM that can then contribute to the mag-

netic susceptibility. In contrast with the conventional
magnon response, which would be independent of the
reservoir energy, we find a response that disperses with
the reservoir energy due to the formation of magnon-
JRM polaritons (Fig. 4). In fact, this model shows a
quantum phase transition at a critical value of the reser-
voir energy, where the fully spin-polarized ground state
will collapse in favor of the production of magnon-JRM
polaritons.

This paper is limited to the study of single JRMs that
carry a single unit of spin angular momentum and a sin-
gle unit of charge. An interesting direction for future
work would be to consider an alternative class of JRMs
involving multiple spin flips, but still binding a single
charge. Alternatively, it would be interesting to consider
multiply charged JRMs. In each case, new interaction ef-
fects should be taken into account and these effects may
lead to a rich family of excitations. In addition to the
conventional magnon-magnon interactions present in a
Heisenberg ferromagnet, JRMs produced from multiple
spin flips would be influenced by the molecular binding
energy of a delocalized bound electron, similar to the sit-
uation that may arise for classical magnetic skyrmions on
the surface of a 3DTI [29]. For multi-electron JRMs (or
for multiple JRMs, each with a single electronic charge),
it will be important to account for the Coulomb in-
teraction, in addition to magnetic interactions and the
molecular binding energy. Furthermore, we only con-
sider a specific type of magnetic system: a Heisenberg
ferromagnet in a Bravais lattice with nearest-neighbor
interactions. There is, however, a rich family of mag-
netic systems where electronic Jackiw-Rebbi states could
bind to magnons, including ferromagnetic materials with
next-nearest-neighbor interactions, systems with multi-
ple single-magnon bands coming from sublattice degrees
of freedom (on, e.g., a honeycomb lattice), and antifer-
romagnetic materials. Extending the present analysis to
this broader range of magnetic systems would be another
interesting direction for future investigation.
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