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Three-dimensional, crystalline Hopf insulators are generic members of unitary Wigner-Dyson class, which
can break all global discrete symmetries and point group symmetries. In the absence of first Chern number for
any two-dimensional plane of Brillouin zone, the Hopf invariant NH ∈ Z. But in the presence of Chern number
NH ∈ Z2q , where q is the greatest common divisor of Chern numbers for xy, yz, and xz planes of Brillouin
zone. How does NH affect topological quantization of isotropic, magneto-electric coefficient? We answer this
question with calculations of Witten effect for a test, magnetic monopole. Furthermore, we construct N -band
tight-binding models of Hopf insulators and demonstrate their topological stability against spectral flattening.

Introduction: Beginning with the seminal work of Qi
et al. [1], many authors [2–14] have argued for Z2-
classification of isotropic magneto-electric (ME) coef-
ficient 1

3Tr[θij ] = 2πCSGS of three-dimensional (3D)
topological insulators (TIs), both in the presence and
absence of time-reversal symmetry (T ). Here, θij is
the ME tensor and CSGS is the Chern-Simons coef-
ficient (CSC) of Berry connection of occupied bands.
Arguments are based on the ambiguity of CSC under
large non-Abelian gauge transformations of Bloch wave
functions. Even TIs supporting Z-classification of bulk
invariant [6, 11] have been proposed to exhibit Z2-
classification of 1

3Tr[θij ].
Can a 3D topological insulator (TI) support gauge-

invariant CSC? In 2008, Moore et al. [15] showed that
the CSC of T -breaking, two-band Hopf insulators (HIs)
was gauge-invariant, and CSGS = NH

2 . Here, NH ∈ Z
is the Hopf invariant in the absence of Chern numbers
for any two-dimensional (2D) plane of Brillouin zone
(BZ) [16]. This raises three important questions:

1. Do HIs support Z2 or Z classification of 1
3Tr[θij ] ?

2. Does Z2q-classified [16] Hopf invariant of Hopf-
Chern insulators (HCIs) [17] cause topological
quantization of 1

3Tr[θij ]?

3. Are N -band HIs and HCIs stable against spectral
flattening?

These questions have remained unanswered, even
though many authors have studied surface-states spec-
trum [17–19], bulk-boundary correspondence [20, 21],
localization of Wannier charge centers over multiple unit
cells [22–24], and possibilities of realizing HIs in engi-
neered systems [25–30]. The primary goal of this Let-
ter is to answer these questions with non-perturbative
calculations of ME response in the presence of a test,
magnetic monopole and explicit construction of N -band
tight-binding models. We will critically address the sta-
bility of classifying space and gauge group of Berry con-
nection against spectral flattening.

2-band HIs and HCIs: Two-band HIs, lacking n-fold
rotational symmetries are described by a 2 × 2 Bloch
Hamiltonian matrix H(k) = t[n0(k)σ0 + n(k) · σ],
where the parameter t has the dimension of energy, and

n1(k) = −2u0(k)u2(k) + 2u1(k)u3(k),

n2(k) = 2u0(k)u1(k) + 2u2(k)u3(k),

n3(k) = u20(k) + u23(k)− u21(k)− u22(k),

u0(k) = (−∆ +

3∑
i=1

cos ki), uj(k) = sin kj +Mj ,

(1)

with j = 1, 2, 3. Here, ∆ and Mj’s are dimensionless
tuning parameters, and |Mj | < 1. The lattice constant a
has been set to unity, and

U(k) =
(u0(k)σ0 + i

∑3
j=1 uj(k)σj)√

u20(k) +
∑3
j=1 u

2
j (k)

(2)

is a suitable diagonalizing matrix of H(k) that leads to
non-singular Berry connection.

With n0(k) 6= 0, the model describes insulators, vi-
olating T , charge-conjugation (C), space-inversion (P),
PT , CP , CT , and CPT symmetries. When n0(k) = 0,
the particle-hole symmetry of conduction and valence
bands corresponds to the CP symmetry: σ2H∗(k)σ2 =
−H(k). By setting M1 = M2 = 0, one restores C4z-
symmetry:

ei
π
4 σ3H(k1, k2, k3)e−i

π
4 σ3 = H(−k2, k1, k3), (3)

and the special choice Mj = 0 and ∆ = 3
2 leads to the

model of Ref. 15.
Since U(k) ∈ SU(2)

U(1) = S2 and n̂(k) = n(k)/|n(k)|
does not support 2D winding number for any plane of BZ
(trivial second homotopy class), the third homotopy class
of n̂(k) is determined by the Z-valued Hopf invariant

NH =
εµνλ
24π2

∫
T 3

d3k Tr[U†∂µUU†∂νUU†∂λU ]

= 2CSGS =
1

4π2

∫
T 3

d3k A(k) ·B(k), (4)
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FIG. 1. (a) Phase diagram of 2-band model of Eq. 1 that sup-
ports Z-classification of Hopf invariant under periodic bound-
ary conditions, for M1 = M2 = M3 = 0.8. (b) Phase diagram
of 2-band Hopf-Chern insulator model of Eq. 7 for ∆0 = −1
and the bulk invariants for phases 1, 2, 3, 4, and 5 are shown in
Eq. 9.

where A(k) = i
2Tr[σ3U†(k)∇U(k)], B(k) = ∇ ×

A(k) are U(1) Berry connection and curvatures of oc-
cupied valence band, respectively. The model of Eq. 1
supports two distinct HIs withNH = +1 andNH = −2,
as shown in Fig. 1. When Mj = 0, the phase diagram of
C4z-symmetric model is described by

NH = −2Θ(1− |∆|) + Θ(3− |∆|)Θ(|∆| − 1), (5)

where Θ(x) is the Heaviside step function. By allow-
ing longer range hopping terms in u0(k) we can obtain
NH = ±1,±2,±3,±4 [31].

In the presence of 2D winding number (first Chern
number)

Cµν =
1

4π

∫
dkµdkν n̂.(∂µn̂× ∂νn̂), (6)

Z2q-classification ofNH , where q = gcd(C12,C23,C31),
and its rigorous proof can be found in Refs. 16, 32, and
33. Simple models of HCIs can be constructed by con-
sidering twistedO(3) skyrmion textures [17, 34–36]. We

will work with(
n1(k)
n2(k)

)
=

(
cos(pk1) − sin(pk1)
sin(pk1) cos(pk1)

)(
sin k2
sin k3

)
,

n3(k) = −∆0 + ∆1(cos k2 + cos k3)

+∆2 cos k2 cos k3, (7)

possessing bulk invariants

(NH = p× C23 mod 2q;C12 = 0,C23,C31 = 0), (8)

with q = |C23|. A representative phase diagram is shown
in Fig. 1(b), for p = ±1, and various phases are distin-
guished by the following assignment of bulk invariants

Phase 1:(0; 0, 0, 0); Phase 2:(2 mod 4; 0,+2, 0);

Phase 3:(1 mod 2; 0,+1, 0); Phase 4:(1 mod 2; 0,−1, 0);

Phase 5:(2 mod 4; 0,−2,−0). (9)

For p = 0, the phases correspond to trivially stacked
Chern insulators, with NH = 0.

Witten effect: When a test, Dirac monopole [37] with
magnetic charge g = ~m

2e , and m ∈ Z is embedded in
an infinite ME medium, the monopole exhibits Witten ef-
fect [38] and binds electric charge

δQ =
−em
2π

Tr[θ]
3

. (10)

To probe ME response of finite HIs and HCIs under open
boundary conditions, we place a Dirac monopole at the
center of the system r = (0, 0, 0), and use the singular
vector potential

a(ri) =
~m
2e

−ziŷ + yiẑ

ri(ri + xi)
, (11)

that exhibits Dirac string singularity along the negative
x axis. The lattice sites are labeled by ri = a

2 (2nxi +
1, 2nyi +1, 2nzi+1), with nai ∈ Z. After obtaining a tight-
binding model in real space by Fourier transformation of
H(k), the hopping parameters between different lattice
sites ri and rj are multiplied by Peierls phase factors
eiνij , with νij = −(e/~)

∫ rj
ri

a · dl. The spectrum and
eigenfunctions are solved in the presence and absence of
monopole and we calculate the difference

δQ(R̃)

−e
=
∑
α∈occ

∑
|ri|<R

(|ψα(ri,m)|2−|ψα(ri,m = 0)|2),

(12)
where R̃ = R/a, and R is the radius of a Gaussian
sphere, centered at the monopole [39, 40]. The sum over
α is performed for (La )3 occupied states to maintain half-
filled condition. The results for 2-band HIs and HCIs
are shown in Fig. 2. For HIs without Chern numbers
(see Fig. 2(a) ), Witten effect detects Z-classification of
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FIG. 2. Witten effect in the presence of a unit magnetic monopole. (a) For Hopf insulators without Chern numbers, the maximum
induced electric charge on monopole (in units of −e), for a system size (L

a
)3 = 203 saturates to NH

2
up to a numerical accuracy

10−4. The calculations for NH = 1 and NH = −2 phases are performed for (∆ = 2;Mj = 0) and (∆ = 0,Mj = 0),
respectively. (b)-(c) For Hopf-Chern insulators, the maximum induced electric charge on monopole detects signed invariant ÑH =
|p|Cxy , for p = ±1. Trivially stacked Chern insulators with p = 0 do not support Witten effect.

1
3Tr[θij ] = πNH . In contrast to this, Witten effect iden-
tifies 1

3Tr[θij ] = πÑH , with ÑH = |p|C23 for HCIs (see
Figs. 2(b) and 2(c) ). As 1

3Tr[θij ] does not depend on the
sign of p, Pontryagin’s theorem for Z2q classification is
satisfied. But the isotropic ME coefficient does not fol-
low Z2-classification.

Classifying space of N -band models: A generic N ×
N Bloch Hamiltonian H(k;N) =

∑N
j=1Ej(k)Pj(k)

of class A insulators can be diagonalized by a unitary
transformation

U †(k)H(k;N)U (k) = diag[EN (k), ..., E1(k)],
(13)

where Ej(k) is the energy eigenvalue and Pj(k) is
the projector of j-th band. We assume that the non-
degenerate, energy eigenvalues can be organized in an
ascending order, i.e., Ej+1(k) > Ej(k) over the en-
tire BZ. As H(k;N) remains invariant under admissible
[U(1)]N gauge transformation

U (k)→ U (k)(e−iϑN (k) ⊕ ...⊕ e−iϑ1(k)) (14)

of band eigenfunctions,

U (k) ∈ UFM(N) =
U(N)

[U(1)]N
=

SU(N)

[U(1)]N−1
. (15)

This coset space is distinct from the complex Grassma-
nian manifold

Gr(N,M) =
U(N)

U(N −M)× U(M)
, (16)

used for K-theory analysis of class A insulators, after
spectral flattening of M occupied and (N −M) unoccu-
pied bands. Only for the special case of 2-band models,
with N = 2, M = 1, UFM(2) = Gr(2, 1) = S2.

Employing the projectors and canonical kets (orbital
basis), we can define a general form of diagonalizing ma-

trix

U (k) = (|ψN (k)〉, ..., |ψ1(k)〉) ,

=

(
PN (k)|N〉e−iϑN (k)√
〈N |PN (k)|N〉

, ...,
P1(k)|1〉e−iϑ1(k)√
〈1|P1(k)|1〉

)
,

(17)

The intra- and inter- band components of flat, U(N)
Berry connection matrix Aµ = −iU †(k)∂µU (k) are
given by

Aµ,jj(k) = −i〈ψj(k)|∂µ|ψj(k)〉

= −i 〈j|[Pj(k), ∂µPj(k)]|j〉
2〈j|Pj(k)|j〉

− ∂µϑj(k), (18)

Aµ,jl(k) = −i〈ψj(k)|∂µ|ψl(k)〉

= −iei(ϑj(k)−ϑl(k)) 〈j|Pj(k)∂µPl(k)|l〉√
〈j|Pj(k)|j〉〈l|Pl(k)|l〉

.

(19)

which respectively transform inhomogeneously and co-
variantly under admissible [U(1)]N gauge transforma-
tion.

While the Berry connection matrix of a ground state
with M occupied bands is defined by the U(M) form

Aµ,GS(k) = −i


Aµ,MM (k) · · · Aµ,M1(k)

· ·
· ·
· ·

Aµ,1M (k) · · · Aµ,11(k)

 ,

(20)
it must be accompanied by the projected Bloch Hamil-
tonian HGS(k) =

∑M
j=1Ej(k)Pj(k) as a gauge-fixing

operator. In any calculation for a model Hamiltonian,
distinct energy eigenvalues remain fixed, as they are ob-
servables, and the gauge group of Aµ,GS(k) is fixed by
HGS(k) to U(M)

[U(1)M ]
.
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The second and third homotopy groups of unitary flag
manifold UFM(N) are given by

π2(UFM(N)) = ZN−1, π3(UFM(N)) = Z, (21)

which are important for constructing SU(N) monopoles
and skyrmion textures, respectively [41–43]. There-
fore, UFM(N) allows N -band Hopf and Hopf-Chern
insulators, which has been discussed in recent work by
Lapierre et al. [24]. But the homotopy groups of com-
plex Grassmanian manifold are given by

π2(Gr(N,M)) = Z, π3(Gr(N,M)) = δN,2δM,1Z.
(22)

Therefore, N -band HIs and HCIs identified from Eq. 21
appear to be unstable against spectral flattening.

To resolve this issue we carefully address subtleties of
spectral flattening argument, which are generally over-
looked by practitioners of K-theory. Let us define an
adiabatic tuning parameter t ∈ [0, 1] and the spectral de-
formation [1] as

Ej(k, t) = Ej(k)(1− t)− t, 1 ≤ j ≤M,

Ej(k, t) = Ej(k)(1− t) + t, M + 1 ≤ j ≤ N,
Pj(k, t) = Pj(k, t = 0) = Pj(k),

H(k;N ; t) =

N∑
j=1

Ej(k, t)Pj(k). (23)

Notice that N mutually commuting projection operators
are held fixed for any t ∈ [0, 1], which define a repre-
sentation of Cartan sub-algebra for su(N). When t < 1,
the band ordering remains unchanged and the simultane-
ous diagonalization of Pj(k)’s leads to U (k, t < 1) ∈
UFM(N).

At t = 1, the flattened Hamiltonian

H(k) = H(k;N ; t = 1) =

N∑
j=M+1

Pj(k)−
M∑
j=1

Pj(k),

(24)
displays M -fold and (N −M)-fold degeneracies of oc-
cupied and unoccupied bands, respectively. This appar-
ently allows non-Abelian U(M) × U(N − M) gauge
transformations of Bloch wave functions and the classi-
fying space seems to change abruptly from UFM(N) to
Gr(N −M,M), causing an abrupt change of homotopy
groups.

But U(N − M) × U(M) gauge transformations vi-
olate the assumption in Eq. 23 that N mutually com-
muting projection operators remain fixed for all t ∈
[0, 1]. Hence, U(N −M) × U(M) gauge transforma-
tions are inadmissible. The non-Abelian redundancy of
basis is always removed by simultaneous diagonalization
of N commuting projectors, guaranteeing the stability of
classifying space UFM(N) and its homotopy groups.

Therefore, N -band HIs and HCIs describe stable topo-
logical phases of matter.

Representative N -band models: To write N -band
models of HIs, we have to embed a non-trivial SU(2)
matrix inside a SU(N) matrix, such that U (k) describes
SU(N) skyrmion textures in momentum space, and

W [U ] = 2

N∑
j=1

CSj =

N∑
j=1

1

4π2

∫
T 3

d3k Aj(k)·Bj(k).

(25)
Here, Aj(k), Bj(k) = ∇ × Aj(k), and CSj respec-
tively denote U(1) Berry connection, curvatures, and the
Chern-Simons coefficient of j-th band. By using gauge-
fixed connection of Eq. 20 one can verify that

CSGS =
1

8π2

∫
d3k εµνλ Tr[Aµ,GS∂νAλ,GS

+
2i

3
Aµ,GSAν,GSAλ,GS ] =

M∑
j=1

CSj . (26)

Since non-Abelian gauge transformations are disallowed
by Bloch Hamiltonian, CSj and the Chern-Simons coef-
ficient of ground state CSGS are gauge-invariant.

The embedded SU(2) matrix can be written in spin-
s representation, with s = 1

2 , 1, ..,
N−1
2 . For spin s-

representation, only (2s+ 1) orbitals participate in Hopf
map, and the Bloch Hamiltonian for this subspace as-
sumes the form

Hs(k) =

2s∑
i=1

ci[n(k) · S]i. (27)

where n(k) is given by Eq. 1, ci’s are constants that dic-
tate band ordering, and (S1, S2, S3) are three generators
of su(2) algebra in spin-s representation. The SU(N)
skyrmion number and NH are related by [41]

W [U , s] =
2

3
s(s+ 1)(2s+ 1)NH . (28)

Only for the minimal s = 1
2 embedding (essentially a

decoupled two-band model), Wmin = W [U , s] = NH .
The maximum skyrmion number Wmax = 1

6N(N2 −
1)NH is realized for maximum spin s = N−1

2 embed-
ding, for which all bands participate in Hopf map. While
bands participating in Hopf map support CSj ∝ NH , one
cannot predict actual value of CSj and CSGS without the
knowledge of spin-representation s, and ci’s. For exam-
ple, consider s = 3

2 embedding for 4-band model

H

(
k;N = 4; s =

3

2

)
= c1n(k) · S + c2(n(k) · S)2

(29)
with c3 = 0. While W [U , s = 3

2 ] = 10NH is inde-
pendent of the ratio c2/c1, by tuning c2/c1 one can drive
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topological phase transition between two ground states
with CS = 5NH and CS = NH . Similar N -band mod-
els of HCIs can be constructed by usingn(k) from Eq. 7.
Calculations of Witten effect for N -band HIs and HCIs
will be reported in a future publication.

Conclusion: By studying Witten effect for test mag-
netic monopole, we have identified the precise relation-
ship between isotropic magneto-electric coefficient and
Hopf invariant for 2-band Hopf and Hopf-Chern insula-
tors. We also demonstrated the stability of N -band Hopf
insulators against adiabatic flattening of band dispersions
and provided concrete examples of tight-binding models.

For realistic, time-reversal symmetry breaking mate-
rials, multiple SU(2) subgroups of SU(N) can carry
three-dimensional winding numbers of opposite sign.
Hence, the diagonalizing matrix of Hamiltonian does
not carry a net winding number. But the constituent
bands and the ground state can support quantized Chern-
Simons coefficient. Such examples can be found in
Ref. [40].

Compared to Hopf insulators, the Hopf-Chern insu-
lators do not require the absence of Chern numbers.
The models are simpler to construct by twisting stacked
Chern insulators. Thus, insulating helical magnets can
serve as potential material candidates for Hopf-Chern in-
sulators.
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