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We perform a numerical study of Floquet topological insulators with temporal disorder to investi-
gate the existence of quantized charge transport without Anderson localization. We first argue that
in setups with temporal imperfections Anderson localization can not be expected but bulk transport
is diffusive in the long-time limit. In a second step we compute the corrections to the cumulative
averaged pumped charge due to the temporal disorder and show that transport is characterized
by two regimes: the transient regime, represented by a plateau for uncorrelated disorder, and the
long-time behavior with a common scaling law for both uncorrelated and correlated disorder. Most
notably, our numerical results indicate that the dynamic corrections vanish in the long-time limit
such that quantized charge transport and diffusive bulk motion can coexist in temporally disordered
Floquet topological insulators.

I. INTRODUCTION

The relevance of topological properties for charge
transport became initially clear with the quantum Hall
effect [1]. In the quantum Hall effect, topologically pro-
tected chiral edge states give rise to lossless charge trans-
port which is quantized and linked to a topological in-
dex [2, 3]. Novel topological states of matter result from
symmetries, non-Hermiticiy, or periodic driving [4–24].
In particular, so-called Floquet engineering gives active
control over the topological properties of matter [25–28]
as confirmed by recent experiments for photonic [29–33],
acoustic [34, 35] and electronic systems [36, 37], and can
induce topological phases without a static counterpart.
In Floquet insulators, the inherent non-adiabatic effects
of the periodic driving generally cause deviations from
quantized charge transport [38–40].

The so-called anomalous Floquet-Anderson insulator
(AFAI), however, can exhibit quantized topological pro-
tected edge transport as well as quantized magnetization
density [41–44]. The key point is that disorder leads to
Anderson localization, such that in a topological phase
localized bulk states coexist with delocalized edge states
at the same quasi-energies.

In experimental Floquet setups, temporal fluctuations
are equally likely as static disorder. Because of temporal
fluctuations, bulk states exhibit diffusive behavior rather
than strict Anderson localization [45–56]. For such a sit-
uation, the only available study known to us reveals the
existence of plateaus for the pumped charge [44]. How-
ever, the plateau values reported in this reference are not
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quantized because a simpler “one-dimensional” disorder,
which still preserves translational symmetry along the
edge of the system, is considered. This leaves open the
question whether quantized plateaus occur for full “two-
dimensional” disorder, which breaks translational sym-
metry in all directions.

Note that “two-dimensional” disorder is required for
Anderson localization, that is for quantization of the
pumped charge without temporal fluctuations. There-
fore, the question whether quantization survives tempo-
ral fluctuations or is lost together with Anderson local-
ization, makes sense only if one studies a fully disordered
system. In the present work, we perform this study.

Our investigation is based on the numerical analysis of
transport in a disordered Floquet topological insulator
(DFTI) with uncorrelated or correlated temporal disor-
der. We first reexamine the effects of temporal disor-
der to establish that transport is indeed diffusive in the
DFTIs under consideration [52–55]. Then, we compute
the transported charge per period for a sequence of arbi-
trary propagators, adapting the approach from Ref. [41].
In agreement with the results from the literature [44]
we observe non-quantized plateaus, where the pumped
charge deviates from one. But for the “two-dimensional”
disorder used here these plateaus have only finite lifetime;
moving beyond the transient regime we observe a transi-
tion to a characteristic long-time behavior described by
a common scaling law indicative of quantization. The
scaling law holds on time scales restricted only by the
finite size of the systems studied numerically. Extrapola-
tion of the scaling law to infinite systems gives a strong
argument for the emergence of strictly quantized charge
transport in the long-time limit. For uncorrelated tem-
poral disorder, we can even provide a phenomenological
ansatz to describe the deviations from quantized trans-
port in the transition regime.
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II. MODEL

From now on, we consider a DFTI with (uncorrelated
or correlated) temporal disorder on a bipartite square
lattice Γ with Lx × Ly sites. The time-periodic driving
is encoded by a 4-step protocol, see Fig. 1. In each step
of the protocol, only pairwise coupling of lattice sites
(between the A and B sublattice) is allowed. The di-
rections of the coupling are defined as (γ1,γ2,γ3,γ4) =
(e1,−e2,−e1, e2), where e1,2 are the standard basis vec-
tors ofR2 [7]. Temporal disorder is introduced by varying
the coupling constants J = J (n) in each period.

The Hamiltonian of the n−th period reads

H(n)(t) = H
(n)
k + δ(t− nT )Hstat−dis (1)

for (k − 1) ≤ 4[t/T − (n − 1)] < k (k ∈ {1, 2, 3, 4}) on
four segments of duration T/4, with

H
(n)
k = J (n)

∑
r∈Γ

(c†r+γk
cr + c†rcr+γk) . (2)

Here, c†r (cr) is the fermionic creation (annihilation) op-
erator on lattice site r. At the end of each period, a
δ-kick with

Hstat−dis =
∑
r∈Γ

φrc
†
rcr (3)

acts as static disorder. We choose (φr)r∈Γ as uniformly
distributed random variables in the interval [−π, π].
Without temporal disorder, this so-called phase disorder
is suitable to achieve Anderson localization [42, 43, 49,
57]. Note that other types of static disorder, such as ran-
dom on-site potentials, can also be used [41, 44]. Impor-
tantly, the disorder considered here breaks translational
symmetry in all directions (“two-dimensional” disorder in
the classification of Ref. [44]). Without temporal fluctu-
ations, the disorder leads to Anderson localization. With
temporal fluctuations, Anderson localization is lost, as
will be discussed later in more detail.

To study the dynamics generated by the sequence of
Hamiltonians (H(n)(t)), we consider the corresponding
sequence of propagators

U (n)(T ) = T exp

{
−i

∫ nT

(n−1)T

H(n)(t)dt

}
= SφU

(n)
4 U

(n)
3 U

(n)
2 U

(n)
1 , (4)

for each period. Here, U
(n)
k = e−iTH

(n)
k /4, Sφ =

e−iHstat−dis , and T is the time-ordering operator. The
propagator over N periods is U(NT ) =

∏N
n=1 U

(n)(T ),
where NT is the stroboscopic time for a given number
of periods. In our numerical computations we set T = 4
and simplify the notation by dropping the factor T in the
argument, thus measuring time in units of T .

The temporal variation of the coupling constant is sup-
posed to model frequency fluctuations, e.g., of the driving

FIG. 1. Two-dimensional tight-binding model of a DFTI
with additional temporal disorder. In each period (each gray
layer), the Hamiltonian is piecewise constant on a segment
with duration T/4. The nearest-neighbor hopping in each seg-
ment is represented by the corresponding direction γi (colored
bonds) and the coupling constant J (n). The latter changes
from period to period according to Eq. (5). At the end of
each period, a δ-kick partially randomizes the phase.

laser in a hypothetical experiment. Within each period
J (n) is obtained from a normal distribution

P (J (n) = J ) =
1√

2πη2
e
− (J−J0)2

2η2 (for n > 1) , (5)

where η parametrizes the disorder strength. Only for
n = 1 we use a fixed value J (1) = J0.

Without temporal disorder, the present model of a
(D)FTI exhibits a phase transition in the thermodynamic
limit at J = π/4. For values J < π/4, the transported
charge is equal to zero, and for J > π/4, it is equal
to one. To investigate the possibility of quantization in
the presence of temporal disorder it is advantageous that
each individual propagator U (n) leads to quantized trans-
port if used for propagation over multiple periods. To
simplify further, we will set J0 = π/2, which corresponds
to perfect coupling. In this specific case, U (1) acts as
identity operator on bulk states and as shift operator on
edge states. This choice is arbitrary but representative.

To show that the following numerical results are not
restricted to the specific type of temporal disorder chosen
here, we present additional results for a different model
in Appendix A.
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III. NUMERICAL APPROACH, RESULTS AND
DISCUSSION

A. Absence of Anderson localization in the
long-time limit

In this subsection, we study the behavior of bulk trans-
port under the influence of temporal disorder. For quan-
tum walks [47–50], quantum kicked rotors [45, 46, 51, 56]
and also (D)FTIs [52–55] it is known that temporal dis-
order leads to diffusive transport in the bulk, i.e., to a
breakdown of Anderson localization inspite of disorder.
In the following, we present results for a DFTI with tem-
poral disorder to show that a characteristic scaling of the
pumped charge appears together with the diffusive bulk
transport and extends into the long-time limit.

For a wave packet with variance σ2(N), written as a
function of stroboscopic time N , the asymptotic dynam-
ics for N →∞ is described by the relation for anomalous
diffusion [58]

σ2(N) = KNβ , (6)

where K is the (generalized) diffusion constant. The
anomalous diffusion exponent β defines different trans-
port regimes: β = 0 (localized), β = 1 (diffusive) and
β = 2 (ballistic).

To determine the bulk transport regime, we compute
the variance σ2(N) from the transmission probability

Gji(N) = |〈j|U(N)|i〉|2 (7)

from an initial lattice site (|i〉 = |(x0, y0)〉) to another
lattice site j. The variance σ2

i (N) is the second moment

σ2
i (N) =

∑
j=(x,y)∈Γ

[(x− x0)2 + (y − y0)2]Gji(N) . (8)

Instead of the variance, we can equally consider the
spread σi(N).

To remove the dependence of σi(N) on the initial lat-
tice site i, we average over initial sites, e.g., σ(N) =
(LxLy)−1

∑
i∈Γ σi(N) for an average over the entire lat-

tice. Without temporal disorder, σ(N) ' const. for all
N due to Anderson localization. In general, σ(N) can
fluctuate around a constant mean value. When adding
temporal disorder, a transition emerges where the expo-
nent β in Eq. (6) gradually changes from β = 0 to β = 1
around a certain time Nc. Note that the transition time
Nc is an approximate quantity, rather than the specific
time of a sharp transition, and depends on the disorder
strength.

The spread σ(N) can be used to monitor the topolog-
ical breakdown appearing in the pumped charge. In the
Anderson localized regime, finite-size effects are of the
form e−Lx,y/ξ, where ξ denotes the (typical) localization
length. In our case, with a transition towards diffusive
transport, we can not define an appropriate localization
length, but still use the quantity e−Lx,y/σ(N) to estimate
the finite-size effects.

In the numerical simulations, we take the four most
central lattice sites as initial sites to minimize finite size
effects. Adding more sites does not change the results.
The lattice used consists of 80 × 80 sites. The sequence
(J (n)) of random couplings is generated from the proba-
bility distribution in Eq. (5). We use two different values
J0 ∈ {π/2, 0.9 × π/2}, to avoid restricting our discus-
sion to the particular perfect-coupling value J0 = π/2.
Finally, we average the spread σ(N) over 103 disorder
realizations.

For J0 = π/2, σ(N) shows diffusive scaling σ ∼ N1/2

for all times even if σ(N) � 1, see Fig. 2 (a). For
σ(N) � 1 the state is “quasi-localized” at the initial
lattice site and has almost no spread. We can safely
interpret this situation in the way that diffusive behav-
ior sets in as soon as the spread becomes comparable
to the lattice constant, i.e., σ(N) & 1. In contrast, for
J0 = 0.9×π/2 (and similarly for any J0 6= π/2), diffusive
scaling is observed indeed only after the “quasi-localized”
regime, see Fig. 2 (b). This allows us to identify the
typical time Nc of the transition from “quasi-localized”
to diffusive transport. In any case, the transition to dif-
fusive scaling σ ∼ N1/2 after the transient regime is a
direct consequence of temporal disorder.

In order to obtain a concrete value for the typical time
Nc, and afterwards of the dependence of Nc on the dis-
order strength η shown in the inset of Fig. 2, we read
off the point where σ(Nc) = 3. Of course, the qualita-
tive dependence Nc(η) does not depend on this particular
choice.

The curves in the inset of Fig. 2 show that the transi-
tion from quasi-localized to diffusive behavior occurs for
any non-vanishing η. The corresponding functional scal-
ing is found to be Nc ∼ η−2, and is the same for both
values of J0. The curve for J0 = 0.9×π/2 is only slightly
shifted towards smaller values of Nc, i.e., to earlier times
for the transition to diffusive transport.

B. Quantization of transported charge

We now prepare the system as depicted in Fig. 3 (cf.
Ref. [41]). We use a lattice geometry Γ̄ with periodic
boundary conditions along the x-direction and consider
a flux Φ threaded through the cylinder. The flux is im-
plemented by a phase factor eiΦ attached to the hopping
matrix elements across the line x = x0. In other words,
we use twisted boundary conditions (TBC) [59]. With
the phase factor, the current operator across the line x0

can be written as j(n)(t) = ∂ΦH
(n)
Φ (t) [41], where H(n)

Φ
denotes the Hamiltonian with TBC for the n-th period.
The associated propagator is U (n)

Φ .
The charge transported during the n-th period is given

as expectation value of j(n)(t) averaged over the respec-
tive period,

Q(n) =

∫ n

(n−1)

Tr{ρ(n)(t)j(n)(t)}dt , (9)
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FIG. 2. Spread σ(N) as a function of stroboscopic time
N at various disorder strengths η. Results are given for two
different mean values of the normal distribution (5): (a) J0 =
π/2 and (b) J0 = 0.9 × π/2. The black and gray lines mark
σ(N) = 3 in (a) and (b), respectively, which are used to
determine Nc. Inset: Scaling of Nc (defined by σ(Nc) = 3)
as a function of η [black and gray lines refer to panel (a) and
(b), respectively.]

where ρ(n)(t) is the corresponding density matrix.
The initial density matrix is

ρ(1)(t) =
∑
αα′

cαα′ |ψα(t)〉〈ψα′(t)| (10)

with

cαα′ =
∑

r∈Γ̄init

〈ψα(0)|r〉〈r|ψα′(0)〉 , (11)

where |ψα(t)〉 is a Floquet state of U (1)
Φ (1) and Γ̄init =

Γ̄|y≥Ly/2 represents the lattice sites in the upper half of
the cylinder [c.f., Fig. 3 (a)]. The subsequent density
matrices are obtained recursively,

ρ(n)(t) = U
(n)
Φ (t)ρ(n−1)(1)U

(n)
Φ (t) . (12)

Evaluation of the integral (9) gives the charge

Q(n) = iTr{ρ(n)(1)(U
(n)
Φ (1))†∂ΦU

(n)
Φ (1)} (13)

transported during the n-th period. Here, the trace
is taken over all states |ψ(n)

α 〉 = U
(n)
Φ |ψ

(n−1)
α 〉 with

|ψ(1)
α 〉 = |ψα(0)〉. Equation (13) contains two parts:

(U
(n)
Φ (1))†∂ΦU

(n)
Φ (1), a function of Φ, is linked to the

FIG. 3. Left: Schematic representation of the geometry Γ̄
with threaded flux Φ and initial occupied lattice region Γ̄init

(shaded red), which defines implicitly the initially occupied
Floquet states (shaded blue). Right: Schematic representa-
tion of the time evolution of the initial states without tempo-
ral disorder (top) and with temporal disorder (bottom). Note
that the flux was omitted for greater clarity on the right.

winding number of the quasi-energy spectrum [41, 60].
The other part ρ(n)(t) represents the combined effect of
all propagators U (m<n)

Φ .
The transported charge Q(n) can be separated into two

contributions: Q(n),diag, which is diagonal in the respec-
tive Floquet states, and the off-diagonal Q(n),off−diag.
Persistent oscillations in the off-diagonal contribution
prevent quantization of the transported charge Q(n) over
a single period. From Ref. [41] we know that, without
temporal disorder, one should consider the cumulative
averaged pumped charge for which 1

N

∑N
n=1Q

diag(N) =
const. while the off-diagonal contribution vanishes as
1
N

∑N
n=1Q

off−diag(N) ∼ N−µ with µ ≤ 1 for large N .
For an AFAI the constant cumulative averaged diagonal
contribution to the transported charge is indeed quan-
tized.

For the present study, with temporal disorder, we also
consider the cumulative charge average 1

N

∑N
n=1Q

(n).
Still, the oscillations of the off-diagonal part do not con-
tribute in the long-time limit, as we have verified with
numerical simulations not shown here. Note that only
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∼ N−1
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η
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Q
p

∼ η2

FIG. 4. Deviation of the cumulative averaged pumped charge
from unity, |1 − 〈Q〉N |, as a function of stroboscopic time
N at various disorder strengths η. Parameter sets used are:
(Lx, η) = (10, 0.05) (red, dashed), (Lx, η) = (20, 0.05) (vio-
let, solid), (Lx, η) = (10, 0.01) (green, dotted) and (Lx, η) =
(20, 0.01) (blue, dot-dashed). The gray line indicates a scal-
ing behavior |1 − 〈Q〉N | ∼ N−1. Inset: Plateau value Qp as
a function of disorder strength η. Here, additional η values
were included compared to the main plot.

the cumulative time-averaged charge can be expected to
show strict quantization, while the individual contribu-
tions Q(n) from each period may fluctuate around the
quantized value [41].

To analyze the quantity

〈Q〉N =
1

N

N∑
n=1

Q(n),diag , (14)

for the DFTI we again take a sequence (J (n)) from the
distribution (5). As we have already seen that the value
of J0 is not relevant for the transition to diffusive trans-
port, we now fix J0 = π/2. The lattice geometry is
chosen such that Ly = 2Lx, and we will vary the system
size to check the finite-size effects. Here, the Q(n) are
averaged over 103 disorder realizations as well as over
all lines x = x0 (effectively corresponding to 103 × Lx
disorder realizations).

We now investigate the deviation |1 − 〈Q〉N | of the
transported charge from the quantized value 〈Q〉N = 1.
By analyzing the long-time behavior of |1 − 〈Q〉N | in
terms of scaling laws we can argue for the quantization
of 〈Q〉N in the limit Lx, N →∞.

As seen in Fig. 4, the charge 〈Q〉N , equivalently the
deviation |1 − 〈Q〉N |, has a plateau over many periods
N (note the logarithmic axes in the figure). The plateau
value Qp given in the inset of Fig. 4 can be obtained
as an average over the almost constant plateau. We ob-
serve that the plateau value, although being very close
to 〈Q〉N = 1, is not strictly quantized.

Non-quantized plateaus for the pumped charge have
been observed in Ref. [44] for a certain type of “one-
dimensional” disorder. Since the “one-dimensional” dis-
order of Ref. [44] preserves translation symmetry in one

direction, and thus does not lead to Anderson localiza-
tion even without temporal fluctuations, it cannot be ex-
pected to result in any quantization.

In this situation, the question arises whether the
plateaus observed here, for a fully “two-dimensional” dis-
order, result in strict quantization in the long-time limit.
Note that, since only the cumulative charge 〈Q〉N may be
quantized but not the pumped charge per period [41], a
deviation from quantization in the transient regime does
not contradict quantization in the long-time limit.

The numerical analysis of this question is complicated
by finite-size effects which prevent direct access to the
long-time limit. Instead, we can observe in our numer-
ical data a characteristic scaling that emerges for times
N � Np, where Np gives the plateau length and thus
corresponds to the transition time between the transient
regime and the long-time behavior. The scaling gives the
deviations from quantization as |1− 〈Q〉N | ∼ N−1. As a
guide to the eye, this scaling is included as the gray line
in Fig. 4. Note how the curves follow this line over sev-
eral orders of magnitude. The scaling ∼ N−1 is observed
also in numerical data for parameters different from those
used in Fig. 4, which are not included here. It appears
that the scaling occurs as long as the disorder is not so
strong as to destroy the topological phase.

The limitation to finite system sizes eventually results
in the breakdown of quantization, and thus of the scaling
|1− 〈Q〉N | ∼ N−1. In Fig. 4, the breakdown is visible as
the apparent singularities that occur in our logarithmic
plot when 1 − 〈Q〉N passes through zero. Data beyond
this point have been omitted because they are entirely
attributed to finite size effects and therefore have no rel-
evance for quantization prior to this point.

The breakdown of quantization occurs as soon as the
spread σ(N) of bulk states becomes comparable to the
height of the cylinder (recall that Ly = 2Lx, cf. Fig. 2),
i.e., as soon as the corrections ∼ e−Lx/σ(N) are no longer
negligible. From the estimate σ(N) ' Lx and the scaling
of the spread ∼

√
N we find N ∼ L2

x, i.e., a doubling of
the system size increases the accessible time scales by a
factor of four. This is seen by comparison of the curves
for Lx = 10, 20 in Fig. 4. Note that for the curve with
(Lx, η) = (20, 0.01) the apparent singularity is already
pushed towards the right end of the plot. Could we per-
form our numerical computations for substantially larger
system sizes, the singularities would no longer be visible
in the plot. That shows that they are strictly finite-size
effects.

Although we can neglect the finite-size effects only in
the limit Lx → ∞, the given data indicate that with
increasing Lx the scaling |1 − 〈Q〉N | ∼ N−1 continues
for to ever longer, ultimately infinite, times. We can fur-
ther observe that the long-time behavior of |1−〈Q〉N | for
N � Np is not only characterized by a common scaling
∼ N−1, but that also the prefactor for different disorder
strengths is the same. Therefore, if the disorder is not too
strong, we can expect that all deviations |1−〈Q〉N | from
quantization of 〈Q〉N vanish as cN−1, with a unique con-
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stant c, in an infinite system (Lx →∞). If this is true it
means that, apart from finite-size effects, the transported
charge per period is exactly quantized in the long-time
limit N →∞.

We can support this argument with a phenomenolog-
ical relation between the deviations from quantization,
the plateau value Qp and the transition time Np to dif-
fusive transport, which reads

|1− 〈Q〉N | =
Qp

[1 + (N/Np)ν ]1/ν
. (15)

This functional relation describes a crossover from the
constant plateau value Qp for N � Np to a value that
scales as N−1 for N � Np. The parameter ν controls the
behavior in the crossover region. Equation (15) gives the
constant c of the previous scaling relation as c = QpNp,
which is consistent with the inverse scaling of Qp versus
Np observed in the numerical data.

The inset of Fig. 4 shows that Qp ∼ η2, hence Np =
c/Qp ∼ η−2. In other words, the plateau length (i.e.,
the transition time) Np for the charge transport scales
exactly like the transition time Nc for reaching diffusive
bulk transport. Note that the behavior Qp → 0 and
Np → ∞ for η → 0, in the limit of vanishing temporal
disorder, describes the persistent quantization known for
the AFAI [41].

To conclude this section: In DFTIs with (for the mo-
ment: uncorrelated) temporal disorder numerical evi-
dence for the scaling of the deviations from quantization
strongly indicates that quantization of charge transport
emerges in the long-time limit even in the absence of An-
derson localization, i.e., for diffusive bulk transport.

IV. CORRELATED TEMPORAL DISORDER

In this section, we discuss the effect of temporally
correlated disorder. We use disorder described by the
Ornstein-Uhlenbeck correlation function [61]

Corr[J (i),J (j)] = e−|i−j|/τc . (16)

The correlation Corr[X,Y ] = E[(X − µX)(Y −
µY )]/σXσY is defined as usual for two random variables
X and Y with expectation value µ and standard devia-
tion σ. The parameter τc denotes the correlation time.

For τc → ∞, with perfect correlation over infinite
times, we have J (i) = J0 for all i. This corresponds to
vanishing temporal disorder. For τc → 0, we recover the
uncorrelated case. Through variation of the correlation
time τc we can interpolate between uncorrelated tempo-
ral disorder, correlated disorder and a system without
temporal disorder.

Figure 5 compares the deviation of the cumulative av-
eraged pumped charge from the quantized value 〈Q〉N =
1 for correlated and uncorrelated temporal disorder. In
contrast to the uncorrelated disorder, with correlations a
plateau can hardly be identified. Nevertheless, for short

10−7

10−5

10−3

|1
−
〈Q
〉 N
|

(a)

101 102 103 104 105

N

10−7

10−5

10−3

|1
−
〈Q
〉 N
|

(b)

∼ N−1

τc = 0

τc = 10

τc = 1000

FIG. 5. Deviation of the cumulative averaged pumped charge
from unity, |1 − 〈Q〉N |, as a function of stroboscopic time N
for different correlation lengths τc. The disorder strength is
η = 0.05 and η = 0.005 in (a) and (b), respectively. In both
cases Lx = 10. The gray line indicates a scaling |1− 〈Q〉N | ∼
N−1.

correlation times (τc = 10), the scaling |1−〈Q〉N | ∼ N−1

emerges around the same as for the uncorrelated tempo-
ral disorder. For very large correlation times (τc = 1000)
the transient regime is no longer comparable to the un-
correlated case τc = 0 in the transient regime, but still
the scaling |1 − 〈Q〉| ∼ N−1 seems to be obtained for
very large times N ' 104 . . . 105. With these data, we
can safely assume that, as a consequence of this scaling,
the quantization of charge transport persists even for cor-
related temporal disorder in the long-time limit.

Figure 5 (b) shows that almost the same qualitative
differences can be observed for weak disorder [η = 0.005
compared to η = 0.05 used in Fig. 5 (a)]. Here, the
plateau is much broader and the crossover to the scaling
|1 − 〈Q〉N | ∼ N−1 takes place later. For very large cor-
relation times (τc = 1000), the scaling might emerge for
even larger times N > 105 which lie beyond the times
accessible by our numerics. Much larger system sizes
would be required to deal with the finite-size effects for
such extreme times.

V. CONCLUSIONS

To summarize, we have performed numerical simula-
tions that give a clear indication that quantization of
charge transport in disordered Floquet topological insu-
lators does not require Anderson localization. We ar-
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rive at this conclusion via an analysis of the deviation of
the cumulative averaged pumped charge from unity, for
which we find the scaling behavior |1 − 〈Q〉N | ∼ N−1

with the number of periods. The observation of such
a specific scaling (even with the same prefactor in dif-
ferent situations) allows us to extrapolate beyond times
directly accessible in the numerics, which is necessarily
restricted by finite-size effects. In this way, the scal-
ing implies that, for a system in the thermodynamic
limit Lx → ∞, deviations from quantization vanish in
the long-time limit N → ∞, i.e., the pumped charge is
quantized. For uncorrelated temporal disorder we can
even suggest a phenomenological relation describing the
crossover of |1− 〈Q〉N | from a plateau value to the scal-
ing ∼ N−1 in a semi-quantitative fashion. For corre-
lated temporal disorder the behavior for short correla-
tion times is qualitatively similar to that for uncorrelated
disorder, but becomes less distinct for large correlation
times. Here, further investigation is required. However,
in all situations the scaling |1 − 〈Q〉N | ∼ N−1 emerges
whenever we first observe a non-quantized plateau. In
other words, a non-quantized plateau value of 〈Q〉N is
associated with the transient regime, not the long-time
limit.

The best scenario for the long-time limit compatible
with the present numerical data is strict quantization of
the cumulative averaged charge transport. Apparently,
this is possible even without Anderson localization, which
is destroyed by the temporal fluctuations of the disor-
der. That quantization can survive the destruction of
Anderson localization, which should be counterintuitive
at first, is not entirely implausible: Through the tempo-
ral fluctuations the bulk becomes diffusive, with a scaling
σ ∼ N1/2 for the spread of the bulk wave functions. This
has to be compared with the spread ∼ N of topological
edge states (recall the factor N−1 in Eq. (14) for the
pumped charge). Only if the bulk became ballistic, with
σ ∼ N , quantization would be destroyed.

In light of the present results further theoretical or ex-
perimental investigation of the disordered Floquet topo-
logical insulator, which allows for temporal disorder,
in contrast to the Anderson Floquet topological insula-
tor, which does not allow for temporal disorder, seems
worthwhile. This could be of particular interest in
the rapidly evolving field of quantum information appli-
cations, where symmetry-protected Floquet topological
states [62, 63] play a major role. While extended nu-
merical computations for increasingly larger system sizes
might clarify the behavior for long correlation times that
we can not resolve with the present numerics, it seems
that an effective theoretical derivation of the scaling be-
havior instead of the simple phenomenological relation
that we provided here is equally important.

Appendix A: Missed-kicks disorder

We now use a different kind of temporal disorder to
demonstrate the wider validity of the results presented
in the main text. We consider the so-called missed-kicks
disorder [52, 55], where some of the δ-phase-kicks are
randomly omitted. The main mechanism for the loss of
Anderson localization for the missed-kicks disorder is dif-
ferent from the mechanism for the frequency fluctuations
used in the main text, see Ref. [55].

For the missed-kicks disorder, the single-particle
Hamiltonian of the n−th period reads H(n)(t) = Hk +
δ(t − nT )g(n)Hstat−dis for (k − 1) ≤ 4[t/T − (n − 1)] <

k (k ∈ {1, 2, 3, 4}), where Hk = J ∑
r∈Γ(c†r+γk

cr +

c†rcr+γk) and Hstat−dis =
∑

r∈Γ φrc
†
rcr. The binary ran-

dom variable g(n) determines if a kick occurs or not. It
is defined by specifying the waiting times between two
kicks: Given a sequence of waiting times (κ(n)), if the
l-th kick occurs in the m-th period (g(m) = 1, l ≤ m)
the next kick occurs in the m + κl-th period. In other
words, g(n) = 1 holds if n ∈ (κ(1), κ(1) + κ(2), . . .) and
g(n) = 0 else. An appropriate choice for the distribution
of waiting times is the Poisson distribution

P (κ(n) = κ) =
e−λλκ−1

(κ− 1)!
. (A1)

If the disorder parameter λ < 1, missed kicks are rare.
To monitor the dynamics of the system, we consider

again the propagators U (n)(T ) = S
(n)
φ U4 . . . U1, where

S
(n)
φ equals Sφ = e−iHstat−dis if a kick occurs and 1 else.
The methods and system geometries used to analyze

the transport are the same as in Secs. III and IV. We
now use fixed coupling constants J = 0.95 × π/2. Note
that for perfect coupling J = π/2 phase disorder has no
effect.

We start with a brief discussion of bulk transport in a
Lx × Ly = 80 × 80 geometry. Figure 6 shows the same

101 102 103 104 105

N

10−1

100

101

σ
(N

)

∼ N1/2

10−3 10−2 10−1

λ

103

105

N
c ∼ λ−1

λ = 0.1
λ = 0.05

λ = 0.01
λ = 0.001

FIG. 6. Spread σ(N) as a function of the stroboscopic time
N at various parameters λ of the missed-kicks disorder. The
horizontal black line marks σ(Nc) = 3 (arbitrary value) to
estimate a critical time Nc for the transition to diffusive bulk
transport.
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101 102 103 104 105

N

10−8

10−6

10−4

10−2

100

|1
−
〈Q
〉|

∼ N−1

10−110−3

λ

10−5

10−3

Q
p

∼ λ

FIG. 7. Deviation |1 − 〈Q〉N | of the cumulative averaged
pumped charge from 〈Q〉N = 1 for the missed-kicks disor-
der, as a function of stroboscopic time N for various sys-
tem sizes Lx and disorder parameters λ. The parameters
are: (Lx, λ) = (10, 0.1) (red, dashed), (Lx, λ) = (20, 0.1)
(violet, solid), (Lx, λ) = (10, 0.001) (green, dotted) and
(Lx, λ) = (20, 0.001) (blue, dot-dashed). The gray line in-
dicates the scaling behavior ∼ N−1. Inset: Plateau value Qp

of 〈Q〉N as a function of disorder strength λ. Here, additional
λ values are used compared to the main plot.

qualitative behavior of the spread σ(N) as Fig. 2 (b): For
finite temporal disorder, the bulk transport undergoes a
transition from quasi-localized to diffusive transport at
a certain time Nc. To analyze the dependence of Nc on
the disorder parameter λ, we read off Nc at an arbitrary

value σ(Nc) = 3 where all curves show approximate dif-
fusive behavior. The dependence of Nc on λ is given by
the scaling Nc ∼ λ−1, see Fig. 6. Interestingly, diffusive
bulk transport sets in early if the probability for missed
kicks is large. Large systems are needed to deal with this
situation.

The deviation |1 − 〈Q〉N | of the pumped charge from
the quantized value 〈Q〉N = 1 is determined for a Lx×Ly
geometry with Ly = 2Lx and TBC. In Fig. 7 we observe
the same signatures as for the uncorrelated frequency
fluctuations (see Fig. 4): A plateau up to a time Np
where a transition to the scaling |1−〈Q〉N | ∼ N−1 takes
place. As argued in the main text, the breakdown of
the scaling vanishes in the limit Lx → ∞. The devia-
tions of the pumped charge |1 − 〈Q〉N | agree with our
phenomenological result Eq. (15) in the thermodynamic
limit. The constant of the common scaling law in the
long-time limit is again given by c = QpNp. The inset
of Fig. 7 shows that Qp ∼ λ, hence Np = c/Qp ∼ λ−1 is
equal to the scaling observed for reaching diffusive bulk
transport (see inset of Fig. 6).

The |1− 〈Q〉N | ∼ N−1 scaling implies that the trans-
ported charge becomes quantized in the long-time limit
N → ∞. Just as for the uncorrelated temporal disor-
der studied in the main text we again observe quantized
charge transport without Anderson localization, now for
correlated temporal disorder. It is reasonable to assume
that this observation remains valid for other types of (un-
)correlated temporal disorder.
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