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Over the past fifteen years, tremendous efforts have been devoted to realizing topological superconductivity
in realistic materials and systems, predominately propelled by their promising application potentials in fault-
tolerant quantum information processing. In this article, we attempt to give an overview on some of the main
developments in this field, focusing in particular on two-dimensional crystalline superconductors that possess
either intrinsic p-wave pairing or nontrivial band topology. We first classify the three different conceptual
schemes to achieve topological superconductor (TSC), enabled by real-space superconducting proximity effect,
reciprocal-space superconducting proximity effect, and intrinsic TSC. Whereas the first scheme has so far been
most extensively explored, the subtle difference between the other two remains to be fully substantiated. We
then move on to candidate intrinsic or p-wave superconductors, including Sr2RuO4, UTe2, Pb3Bi, and graphene-
based systems. For TSC systems that rely on proximity effects, the emphases are mainly on the coexistence
of superconductivity and nontrivial band topology, as exemplified by transition metal dichalcogenides, cobalt
pnictides, and stanene, all in monolayer or few-layer regime. The review completes with discussions on the three
dominant tuning schemes of strain, gating, and ferroelectricity in acquiring one or both essential ingredients of
the TSC, and optimizations of such tuning capabilities may prove to be decisive in our drive towards braiding
of Majorana zero modes and demonstration of topological qubits.

I. INTRODUCTION

The last two decades have witnessed the great success of
the concept of topology applied to condensed matter physics,
which not only enriches our knowledge of quantum phases
of matter but also provides topological material-based unique
technical applications. In mathematics, topology is used
to classify geometric shapes, for example, two shapes are
topologically inequivalent if they cannot be continuously de-
formed into each other. Similarly, if the wave function of
a quantum many-body system cannot be adiabatically con-
nected to its trivial atomic limit, the system is classified as
topologically nontrivial and characterized by the emergence
of robust boundary states [1, 2]. The integer quantum Hall in-
sulator is a paradigm example of topologically nontrivial sys-
tems [3], where the precisely quantized Hall conductance has
a topological origin characterized by the Thouless-Kohmoto-
Nightingale-de Nijs number or Chern number [4]. In 2005,
Kane and Mele found that the spin-orbit coupling can covert
graphene from a semimetal into a quantum spin Hall insulator
[6], a spinful version of Haldane’s model [5]. This discovery
triggered the widespread explorations on topological insula-
tors in condensed matter systems. To date, the topological
concept has been generalized to various electronic systems,
such as insulators [1, 2, 7], metals/semimetals [8–10], and
superconductors [2, 11, 12], where the presence of a quasi-
particle band gap, direct, indirect, or curved, is indispensable
for defining the topology. The establishment of the database
for topological materials [13–16] has further completed the
band theory of solids. Beyond the electronic systems, topo-
logical states have been unveiled in photonic crystals [17, 18],
phononic systems [19, 20], and non-Hermitian systems [21–
23]. Moreover, the concept of topology has been recently ex-
tended to higher orders [24–27], keeping this field attractive.

In analogy to insulators, if the wave function of a supercon-
ductor cannot be adiabatically connected to the trivial Bose-
Einstein condensate of Cooper pairs, the superconductor is
classified as topologically nontrivial [2]. The corresponding
boundary state of a topological superconductor (TSC) is a
superposition of particle and hole states, and therefore can
be utilized to realize Majorana fermion [2, 11]. Majorana
fermion is its own antiparticle named after Ettore Majorana
who deduced the real solutions of the Dirac equation [28]. In
2000, Read and Green demonstrated that a two-dimensional
(2D) spinless chiral p-wave superconductor can harbor Ma-
jorana zero mode (MZM) around a quantized magnetic vor-
tex and chiral Majorana edge modes at the boundaries [29].
The 1D counterpart of a p-wave superconductor or the Kitaev
chain was shown to support unpaired Majorana fermions at
the two ends of the chain [30]. The operator for exchanging
two MZMs bounded by magnetic vortices possesses a nec-
essary form of irreducible unitary matrix [29, 31], implying
MZMs are subject to non-Abelian statistics [32]. Because an
ordinary fermion can be formally decomposed into two Majo-
rana fermions, a pair of well separated Majorana fermions can
be utilized to characterize a quantum state. Such a non-local
way of information storage has an exceptional advantage of
being immune to local noises, making Majorana fermion an
ideal building block for realizing fault-tolerant quantum com-
puting [32, 33].

Motivated by the promising technique application of Ma-
jorana fermion, tremendous efforts have been devoted to re-
alizing TSC in realistic material systems [2, 11, 12, 34–39].
Topological property of a superconductor is characterized by
the phase winding of order parameter around its Fermi sur-
face [2, 11], which suggests odd-parity spin-triplet supercon-
ductor is a promising ground for realizing TSC [31]. To
date, there are rare materials showing signatures of spin-triplet
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pairing, and various artificial schemes have been proposed to
realize TSC. Depending on the way of introducing nontriv-
ial phase winding into the superconducting order parameter,
recipes for realizing TSC can be classified into three distinct
categories: (i) real-space superconducting proximity effect-
induced TSC; (ii) reciprocal-space superconducting proximity
effect-induced TSC; (iii) intrinsic TSC.

The scheme of realizing TSC via real-space proximity ef-
fect is first proposed by Fu and Kane in 2008 [40]. In their pro-
posal, a heterostructure consisting of a 3D topological insula-
tor and a conventional s-wave superconductor is shown to be
an effective chiral p-wave superconductor. This idea has been
experimentally explored in the Bi2Te3/NbSe2 heterostructure
[41–43], where signature of Majorana fermion was revealed
in the spin-polarized scanning tunneling spectroscopy mea-
sured around a magnetic vortex [43]. This real-space proxim-
ity scheme has been generalized to heterostructure comprised
of a 2D or 1D semiconductor with spin-orbit coupling prox-
imity coupled to spin-singlet superconductors [44–50]. For
reciprocal-space proximity or band proximity effect-induced
TSC, typical examples are doped 3D topological insulators
[51–54] and iron-based superconductors [55–64], where su-
perconductivity arising from the bulk bands is proximity cou-
pled to the topological surface states, mimicking effective 2D
chiral p-wave superconductors. Intrinsic TSC means that su-
perconductivity and nontrivial topology arise from the same
electronic states of the same material [12, 37, 39]. There
are increasing numbers of materials showing signatures of in-
trinsic topological superconductivity, such as Sr2RuO4 [65],
UTe2 [66], Pb3Bi [67]. In addition to the three primary
schemes, second-order TSCs are also proposed in 3D and 2D
systems [68–72], which are characterized by Majorana hinge
and corner modes, respectively.

Since TSC is uniquely characterized by Majorana boundary
states, the following measurements are frequently involved in
experimental demonstration of TSC. (i) Detection of zero bias
conductance peaks (ZBCPs). The MZM is expected to emerge
around a magnetic vortex core in a TSC, giving rise to a con-
ductance peak in the scanning tunneling spectroscopy at zero
bias voltage [42, 43, 73, 74]. Nevertheless, the emergence
of ZBCP only serves as a preliminary screening in pursuing
TSC because other effects, such as in-gap Caroli-de Gennes-
Matricon states induced by material imperfection [75], can
also result in a conductance peak in the scanning tunneling
spectroscopy. Although the MZM-induced ZBCP has been
theoretically shown to exhibit a quantized value of 2e2/h, the
experimental detection of this quantum effect remains highly
controversial with discouraging or encouraging reports [76–
78]. (ii) Measurements of thermal conductivity and spin cur-
rent. Due to its superconducting nature, Majorana bound-
ary states are hard to be directly detected via conventional
electric transport measurements. However, the thermally in-
sulating bulk state of a TSC makes it possible to evidence
Majorana boundary states via thermal transport [79–81]. In
particular, the thermal Hall conductance of a TSC has been
shown to exhibit a quantized value, manifesting as quantized
thermal Hall effect [82]. Moreover, a spin current associated
with heat current can be detected if the boundary states pos-

sess spin polarization [12]. (iii) Measurements of anomalous
Josephson effect. The current-phase relationship in a Joseph-
son junction that involves TSC has been proposed to exhibit
anomalous behaviors [12, 35]. For example, a junction be-
tween two 1D TSCs that contain a pair of Majorana fermions
leads to the "fractional" Josephson effect [45, 83, 84], charac-
terized by 4π-periodicity in the supercurrent phase difference
[30, 85]. Such an exotic behavior has been recognized as an
important signature of topological superconductivity [86–89].
(iv) Angle-resolved photoemission spectroscopy (ARPES).
For the real-space/reciprocal-space proximity effect-induced
TSC, the Dirac-cone-type surface/edge states are expected to
be fully gapped, which can be directly observed via high reso-
lution ARPES [58, 90]. (v) Measurements of spin texture. The
surface/edge current of an intrinsic spin-triplet TSC is one of
its key characteristics [91].

In this review, we summarize recent progresses in pur-
suing intrinsic TSCs, focusing on 2D candidates and their
normal-state band topology. Intrinsic TSC is commonly as-
sociated with unconventional pairing that is sensitive to the
quality of the hosting material. Recent advances in fabri-
cation techniques make it possible to realize highly crys-
talline 2D superconductors, providing necessary conditions
for realizing and studying intrinsic topological superconduc-
tivity. In addition to topological properties, 2D supercon-
ductors exhibit many other intriguing properties, such as os-
cillation of critical temperature due to quantum size effect
[67, 92, 93], Berezinskii–Kosterlitz–Thouless transition [94–
96], tunable superconductor-metal-insulator quantum phase
transition [97–99], and in-plane critical magnetic field far be-
yond Pauli limit [100–102]. These properties have been ad-
equately reviewed in ref. [103]. This review in together with
ref. [103] complete the properties of 2D superconductors. The
rest of this review is organized as follows. Sec. II briefly in-
troduces the basic ideas and some representative examples of
realizing TSC via real- and reciprocal-space superconducting
proximity effects. Sec. III reviews candidate materials that
harbor intrinsic topological superconductivity. Sec. IV sum-
marizes the recently discovered 2D materials where supercon-
ductivity and band topology coexist. Sec. V discusses three
dominant tuning schemes, including strain, gating, and ferro-
electricity, in acquiring tunable TSC. Sec. VI gives a conclu-
sion and perspective on the application of TSC and Majorana
fermion in quantum computation.

II. TSC INDUCED BY PROXIMITY EFFECT

The topological property of a superconductor is character-
ized by the phase winding of superconducting order parameter
around the Fermi surface [2, 11]. Within mean-field theory,
the superconducting order parameter is defined as

∆(k) =−∑
k′

V (k,k′)〈c−k′ck′〉, (1)

where V (k,k′) denotes the interaction matrix, ck (c†
k) is the

electron annihilation (creation) operator, spin and other de-
grees of freedom are implied. It is obvious from Eq. (1) that
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both of the interaction matrix V (k,k′) and the single-particle
wave function give contributions to the phase of ∆(k). For
a proximity effect-induced TSC, the pairing glue and phase
winding of ∆(k) originate from different while proximity cou-
pled electronic states. In this section, we briefly review some
representative examples of proximity effect-induced TSC by
further distinguishing the proximity effects into real-space and
reciprocal-space ones.

A. Real-space proximity effect-induced TSC

3D topological insulator 

s-wave superconductor 
kx
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FIG. 1. (Color online) (a) Schematic of a 3D topological insulator/s-
wave superconductor heterostructure. (b) Proximity effect-induced
superconducting gap on the Dirac-type topological surface state. (c)
A single magnetic vortex measured by zero-bias STS on the surface
of Bi2Te3/NbSe2 heterostructure. (d) Line cut along the direction
marked in (c), where the zero-bias peak at the vortex center is a sig-
nature of a MZM. (c) and (d) are reprinted from ref. [42] with per-
mission from American Physical Society.

In 2008, Fu and Kane showed that an effective chiral p-
wave superconductor can be realized at the interface of a 3D
topological insulator and an s-wave superconductor [40], as
schematically depicted in Fig. 1(a). Superconductivity is in-
duced in the topological surface states via proximity effect,
where the 2π phase winding of the order parameter around
the Fermi surface arises from the inherent wave function ef-
fect of the Dirac-like bands shown in Fig. 1(b). The authors
further demonstrated that a quantum magnetic vortex can har-
bor a MZM [40]. Motivated by this idea, Bi2Se3 thin films
have been successfully grown on a conventional s-wave super-
conductor NbSe2, and the coexistence of topological surface
states and superconductivity has been observed on the surface
of this heterostructure [90]. Figs. 1(c)-(d) show scanning tun-
neling microscopy/spectroscopy (STM/STS) of a single mag-
netic vortex on the surface of Bi2Te3/NbSe2 [41, 42], where
the symmetric zero-bias peak around the vortex center is a
signature of a MZM [42]. Spin-selective Andreev reflections
are detected in the zero-bias peaks using spin-polarized STM

[43], consistent with the theoretical prediction of the tunneling
spectrum around a MZM [104].

Similar ideas have been extended to the heterostructure
comprised of a semiconductor with spin-orbit coupling and a
conventional superconductor [44–46]. Here the Zeeman field
is essential in order to break time-reversal symmetry, leav-
ing a single Fermi surface within the energy window of pair-
ing potential [11, 12]. The Zeeman field can be introduced
into the heterostructure via magnetic proximity effect [44],
magnetic dopants [105–108], or an external magnetic field
[45, 109, 110]. The last approach invokes a large Landé g fac-
tor of the semiconductor [109]. Because 2D superconductiv-
ity is easily destroyed by the orbit effect caused by perpendic-
ular magnetic fields, 1D semiconductor/superconductor het-
erostructure that mimics the Kitaev chain attracts more atten-
tions than its 2D counterpart [47, 49, 50]. Signatures of TSC
and Majorana fermion have been unveiled in heterostructures
consisting of conventional superconductors proximity cou-
pled to 1D spin-orbit coupled semiconductor nanowires [49,
86, 111–115], magnetic atomic chains or islands [116–120].
However, experimental demonstration of Majorana fermion is
far beyond definitive in view of the recent controversies sur-
rounding the existence of MZMs in nanowire/superconductor
heterostructures [76], and chiral Majorana edge modes in
quantum anomalous Hall insulator-superconductor devices
[121, 122].

B. Reciprocal-space proximity effect-induced TSC

By integrating the essential ingredients of a topological in-
sulator/superconductor heterostructure, including Dirac-type
surface sates and superconductivity in a single material, this
constitutes the scheme of reciprocal-space or band proximity
effect-induced TSC. Such an idea has been widely explored
in doping carriers into topological insulators [51–54]. For
example, as shown in Figs. 2(a)-(b), CuxBi2Se3 exhibits su-
perconductivity below Tc ∼ 3.8 K for 0.12 ≤ x ≤ 0.15 [51].
In this mild doping regime, ARPES measurements show that
the topological surface states survive up to the Fermi level
[123]. By invoking the proximity effect between supercon-
ducting bulk states and topological surface states, this mate-
rial serves as a promising platform for exploiting topological
superconductivity and Majorana fermion [52, 53, 124–127].
Although the origin of the ZBCP observed in point-contact
measurements is still under active debates [52, 53, 128], the
nuclear magnetic resonance (NMR) measurements of Knight
shift [129] and specific heat measurements [130] show that the
spin-rotational symmetry is spontaneously broken below Tc in
CuxBi2Se3, suggesting spin-triplet pairing and topological su-
perconductivity.

Similar band proximity effect has been studied in iron-
based superconductors [55–63]. A typical example is
FeTe1−xSex, whose crystal structure is shown in Fig. 2(c).
This material possesses topologically nontrivial band struc-
tures that are characterized by Dirac-type surface states for
x ∼ 0.5 [55, 131, 132]. Spin-resolved ARPES measurements
in FeTe0.55Se0.45 reveal an isotropic superconducting gap with
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a size of ∆∼ 1.8 meV in the spin-momentum-locking surface
states caused by band proximity effect [58], as schematically
depicted in Fig. 2(d), strongly indicating topological super-
conductivity. Moreover, a robust ZBCP is detected inside a
surface magnetic vortex core in the STS [133, 134], and the
magnitude of the tunneling conductance is close to the con-
ductance quantum of 2e2/h [78]. A more adequate review on
realizing TSC and Majorana fermion in iron-based supercon-
ductors can be found in a separate review within this volume
[295]. In view of its relative high critical temperature, iron-
based superconductor serves as a superior condensed-matter
platform for realizing and manipulating Majorana fermions.
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Bi2Se3 is one of a handful of known topological insulators. Here we show that copper intercalation in

the van der Waals gaps between the Bi2Se3 layers, yielding an electron concentration of!2" 1020 cm#3,

results in superconductivity at 3.8 K in CuxBi2Se3 for 0:12 $ x $ 0:15. This demonstrates that Cooper

pairing is possible in Bi2Se3 at accessible temperatures, with implications for studying the physics of

topological insulators and potential devices.
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Topological insulators display conducting surface states
that are a distinct electronic phase of matter, with photon-
like energy dispersions, stabilized even at high tempera-
tures due to the topology of the system [see, e.g., [1–3]].
Theoretical interest in topological surface states is high,
stimulated by their observation in HgTe-based quantum
wells [4,5] and the prediction [6,7] and then observation
[8] that they are present on the surface of bulk Bi-Sb alloy
crystals. Topological surface states have recently been
observed in a second bulk materials class, Bi2Se3 and
Bi2Te3 [9,10]. Several schemes have been proposed to
search for novel electronic excitations of the surface states,
particularly Majorana fermions [11], which are potentially
useful for topological quantum computing [e.g., [12–18]].
All the proposed schemes rely on the opening of an energy
gap in the surface state spectrum by inducing supercon-
ductivity through the proximity effect. However, Cooper
pairing of electrons at accessible temperatures in a topo-
logical insulator has never been reported. Here we show
that the topological insulator Bi2Se3 can be made into a
superconductor by Cu intercalation. This implies that
Cooper pairing can occur in Bi2Se3 up to about 4 K.
Because of their intrinsic chemical and structural compati-
bility, electronic junctions between Bi2Se3 and CuxBi2Se3
are feasible. Such junctions are promising for investigating
novel concepts in physics as well as for new types of
electronic devices.

Bi2Se3 [19] is made from double layers of BiSe6 octa-
hedra [Fig. 1(a)]. The resulting Se-Bi-Se-Bi-Se five layer
sandwich is only weakly van der Waals bonded to the next
sandwich, through the outer Se layers, yielding a material
with excellent basal plane cleavage and excellent quality
layered crystals both in the bulk and in thin films [19–21].
This layered nature results in the fact that both substitu-
tional and intercalative chemical manipulations are pos-
sible. The dopant employed here, Cu, may either
intercalate between the Se layers, as it does in CuxTiSe2
[22], or randomly substitute for Bi within the host struc-

ture, as has been reported for the NaCl structure compound
CuBiSe2 [23]. This dual nature was recognized early on in
Cu doping studies of Bi2Se3 [24,25], where substantial
differences in the electrical properties of Cu-substituted
Bi2#xCuxSe3 and Cu-intercalatedCuxBi2Se3 were reported
and it was concluded that Cu acts as an ambipolar dopant.

FIG. 1 (color online). (a) The crystal structure of Cu interca-
lated Bi2Se3. (b) X-ray diffraction scan showing the 00L reflec-
tions from the basal plane of a cleaved Cu0:12Bi2Se3 single
crystal with Si powder diffraction as a calibration. (c) The
h110i zone axis electron diffraction pattern for Cu0:12Bi2Se3.
(d) High resolution electron microscope image of a representa-
tive area of Cu0:12Bi2Se3, showing the regular array of layers
(labeled by atom type) and the absence of stacking defects on the
nanoscale.
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than found in the undoped material (inset Fig. 3), consis-
tent with the much larger number of n-type carriers ob-
served in the Hall effect measurements. The
superconducting transition (lower left inset Fig. 3), occurs
at 3.8 K. The resistivity does not drop to zero below Tc

however, indicating the absence of a continuous super-
conducting path. This is contrary to what is generally
seen in superconducting materials, where a continuous
zero resistance path is often present even when the super-
conducting volume fraction is small. We attribute this to
the sensitivity of the superconducting phase to processing
and stoichiometry, which yields weak links and low critical
currents in the crystals. The origin of this sensitivity is
likely the chemical stability of both superconducting
CuxBi2Se3 and nonsuperconducting Bi2!xCuxSe3, which
are electrically quite different (e.g., lower right inset
Fig. 3); the distinction between these two materials is
difficult to control in the synthesis. Resistivity data show-
ing the suppression of superconductivity in an applied field
(upper inset Fig. 3) were employed to determine theHc2ðTÞ
behavior presented in Fig. 2.

The structural and electronic character of the Cu inter-
calant in Bi2Se3 is of particular interest. To investigate this

at the nanometer scale, we studied the (001) surface of a
cleaved Cu0:15Bi2Se3 single crystal using an STM at 4.2 K.
Several distinct features can be identified in the STM
topographic images. Figure 4 shows topographies of filled
and unoccupied states over an area of size 250 Å by 250 Å.
One feature (type 1), with an apparent height of $ 2 to 3 Å,
occurs in different shapes and sizes, and appears as red or
orange regions in Fig. 4. From the height of these features
and their shapes, we conclude that they are located on the
cleaved surface and are clusters of intercalated Cu atoms
that have formed on the surface of the cleaved crystal by
surface diffusion. A second feature (type 2) appears as a
bright triangular area, yellow in Fig. 4, of lateral dimension

$ 20 !A. We associate these features with intercalated Cu in
subsurface van der Waals gap layers. They have a
symmetry-defined shape. Hence there is no evidence of
Cu cluster formation below the exposed surface, and the
copper is seen to have a random distribution in the super-
conducting phase, consistent with the TEM characteriza-
tion. Neither of these features is present in native or Ca-
doped Bi2Se3 [28] and thus they are clearly associated with
the Cu intercalation. Because these topographic features
have similar appearance in both filled and unoccupied state
topographies in the STM images, Cu is not uniquely a
donor or acceptor in this system consistent with conclu-
sions drawn from transport studies [24,25]. Our Hall effect
and Seebeck coefficient data indicate that n-type carriers

FIG. 3 (color online). The resistivity of a Cu0:12Bi2Se3 crystal
with applied current in the ab plane. The lower inset shows that
the superconducting transition occurs at $ 3:8 K. The upper inset
shows the magnetoresistance plot at T ¼ 1:8 K for the field
applied parallel to the c axis. An upper critical field of !oHC $
1 T is observed. The third inset shows the comparison of the
Seebeck coefficients of CuxBi2Se3 and Bi2!xCuxSe3.

FIG. 2 (color online). The temperature dependent magnetiza-
tion of a single crystal of Cu0:12Bi2Se3 shows a superconducting
transition Tc $ 3:8 K in zero field cooled (ZFC) and field cooled
(FC) measurements. Upper inset: superconductivity occurs only
in a narrow window of x in CuxBi2Se3. Superconductivity is not
found for x < 0:1 and x > 0:3, or in Bi2!xCuxSe3, Cu2Se,
CuBi3Se5, BiCuSe2, and BiCu3Se3 (data labeled in inset as
‘‘Bi1:9Cu0:1Se3 and others’’). Lower inset: temperature depen-
dence of the superconducting upper critical field, Hc2ðTÞ of
Cu0:12Bi2Se3 for the magnetic field applied parallel to the c
axis and parallel to the ab plane.
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superconductivity on the surface
of an iron-based superconductor
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Topological superconductors are predicted to host exotic Majorana states that obey
non-Abelian statistics and can be used to implement a topological quantum computer.
Most of the proposed topological superconductors are realized in difficult-to-fabricate
heterostructures at very low temperatures. By using high-resolution spin-resolved and
angle-resolved photoelectron spectroscopy, we find that the iron-based superconductor
FeTe1–xSex (x = 0.45; superconducting transition temperature Tc = 14.5 kelvin) hosts
Dirac-cone–type spin-helical surface states at the Fermi level; the surface states exhibit
an s-wave superconducting gap below Tc. Our study shows that the surface states of
FeTe0.55Se0.45 are topologically superconducting, providing a simple and possibly
high-temperature platform for realizing Majorana states.

I
n a topological superconductor, the opening
of the superconducting gap is associated with
the emergence of zero-energy excitations that
are their own antiparticles (1, 2). These zero-
energy states, generally called Majorana zero

modes or Majorana bound states (MBSs), have
potential applications in quantum computing.
One route to topological superconductivity is to
realize a p-wave superconductor, which is an in-

trinsic topological superconductor; prominent
candidates are Sr2RuO4 and CuxBi2Se3. How-
ever, p-wave superconductivity is very sensitive
to disorder, the experimental confirmation of
the topological edge states is still elusive, and any
application is highly challenging (3–5). Another
way is to realize s-wave superconductivity on spin-
helical states (6), such as in a topological insulator
or a semiconductor with Rashba spin-split states

in proximity to a Bardeen-Cooper-Schrieffer (BCS)
superconductor; some of the designs in this cat-
egory have yielded strong experimental evidence
of MBSs (7–11). However, this approach gener-
ally requires a long superconducting coherence
length,which inprinciple prohibits the use of high-
temperature superconductors. Additionally, the
complicated heterostructures make further ex-
ploration and applications challenging. In this
work, we show that the Fe-based superconductor
FeTe0.55Se0.45, which can have a relatively high
superconducting transition temperatureTc under
certain conditions, hosts topological supercon-
ducting states on its surface, in accordance with
theoretical predictions (12–14). This intrinsic topo-
logical superconductor, which takes advantage of
the natural surface and interband superconduct-
ingcoherence in themomentumspace, canovercome
the disadvantages of other implementations, paving
a distinct route for realizing topological super-
conductivity and MBSs at higher temperatures.

First-principles calculations

Fe(Te,Se) has the simplest crystal structure among
Fe-based superconductors (Fig. 1A), making it
easy to obtain high-quality single crystals and
thin films. Its Tc can reach ~30 K under pressure
(15) and exceeds 40K inmonolayer thin films (16).
Its in-plane electronic structure is similar to
that of most of the iron-based superconductors:
There are two hole-like Fermi surfaces (FSs) at the
Brillouin zone (BZ) center (G) and two electron-
like FSs at the BZ corner (M) (Fig. 1B). For a cut
along GM, there are three hole-like bands (two of
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Fig. 1. Band structure
and topological
superconductivity
of FeTe0.5Se0.5.
(A) Crystal structure
of Fe(Te,Se), together
with the three-
dimensional Brillouin
zone (BZ) and
projected-surface BZ.
(B) Sketch of the
in-plane BZ at kz = 0
(k is the wave vector
in reciprocal space).
There are two hole-
like FSs at G and two
electron-like FSs at
M. The dashed circle
at G indicates a hole-
like band just below
EF. (C) First-principles
calculations of band
structure along the
GM direction (20),
indicated by the light blue line in (B). In the calculations, the energy scale
t = 100 meV, whereas experiments yield t ~ 12 to 25 meV, depending on the
bands (20). In this study, we focused on the small area around G shaded
in light blue, where mainly the dxz band is present. (D) First-principles
calculations of band structure along GM and GZ.The dashed box shows the
SOC gap of the inverted bands. (E) Band structure projected onto the
(001) surface.The topological surface states (TSSs) between the bulk valence
band (BVB) and bulk conduction band (BCB) are evident. H, high intensity;

L, low intensity. (F) Superconducting (SC) states in the bulk and on the
surface.The blue and red arrows illustrate the spin directions. The bulk states
are spin-degenerated (black curves), whereas the TSSs are spin-polarized
(blue and red curves). Below Tc, the bulk states open s-wave superconducting
gaps, which are topologically trivial because of their spin degeneracy.
Induced by the bulk-to-surface proximity, the TSSs open an s-wave gap
and are topologically superconducting (TSC) as a consequence of the spin
polarization (6). (The side surface is shown for convenience.)
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FIG. 2. (Color online) (a) Crystal structure of CuxBi2Se3 realized
by intercalating Cu atoms between quintuple layers of Bi2Se3. (b)
Resistivity measured for x = 0.12, where superconducting transition
occurs at Tc = 3.8 K. An upper critical field of µoHc2 ∼ 1 T is ob-
served. (c) Crystal structure and Brillouin zone (BZ) of Fe(Te, Se).
(d) Schematic of the proximity effect between superconducting bulk
states and topological surface states. (a) and (b) are reprinted from
ref. [51] with permission from American Physical Society. (c) and
(d) are reprinted from ref. [58] with permission from AAAS.

III. CANDIDATE SYSTEMS FOR INTRINSIC
TOPOLOGICAL SUPERCONDUCTIVITY

Superconductivity and nontrivial topology of an intrinsic
TSC emerge from the same electronic states. Intrinsic TSC
is usually associated with unconventional pairing arising from
strong electronic correlations. As illustrated in Eq. (1), if the
many-electron correlation-dressed interaction matrix V (k,k′)
has an odd-parity structure with respect to k or k′, the re-
sulting superconducting state prefers spin-triplet pairing and
∆(k) possesses 2π phase winding around the Fermi surface.
Because there are limited candidates of the intrinsic TSC, in
this section, we review several representative examples rang-
ing from 3D to 2D materials.

A. Sr2RuO4

Superconductivity was discovered in Sr2RuO4 in 1994
by Maeno et al [65]. Although this material shares simi-
lar tetragonal crystal structure with high transition tempera-
ture (high-Tc) Cu-based superconductors, Sr2RuO4 exhibits
a much lower critical temperature of Tc ∼ 1.5 K [135, 136].
The normal state of Sr2RuO4 does not show long-range mag-
netic orders. Nevertheless, strong ferromagnetic fluctuations
are observed in low temperatures, likely preferring spin-triplet
superconductivity [137, 138]. Signatures of odd-parity spin-
triplet pairing in Sr2RuO4 are revealed in various types of ex-
perimental measurements including: (i) The NMR measure-
ments show that the Knight shift remains constant [139] or
increase slightly [140] (similar to the A phase of 3He [141])
across Tc, suggesting that the spin susceptibility survives in
the superconducting state, consistent with spin-triplet pair-
ing; (ii) Spin relaxation is detected in muon spin rotation
(µSR) measurements below Tc [142], indicating the existence
of internal magnetic field, which breaks time-reversal symme-
try of the superconducting state; (iii) Nonzero magneto-optic
Kerr rotation in the superconducting state of Sr2RuO4 is an-
other evidence of time-reversal symmetry breaking [143]; (iv)
Phase-sensitive measurements reveal that the zero-field criti-
cal current of a 90-degree corner Josephson junction lies be-
tween the maximum and minimum critical currents achieved
at finite magnetic fields [144], consistent with p-wave pair-
ing; (v) Signatures of half-quantized vortices are observed in
Sr2RuO4 in the presence of an oblique magnetic field [145].
These experimental observations single out the spin-triplet
chiral p-wave pairing as the most likely pairing symmetry
in Sr2RuO4 superconductor. Particularly, the recent quasi-
particle tunneling spectroscopy measurements found signa-
tures of edge states in Sr2RuO4 below Tc [146], which are fur-
ther shown to be consistent with chiral p-wave superconduc-
tivity [146]. Although these earlier experimental observations
suggested that Sr2RuO4 is a chiral p-wave spin-triplet super-
conductor, the recently observed deduction of Knight shift in
the superconducting states of strained and untrained Sr2RuO4
[147] casts serious doubt on the previously believed odd-
parity spin-triplet pairing. In fact, the precise pairing sym-
metry of Sr2RuO4 is still highly debated. Recent thermody-
namic [148], ultrasound [149], and muon spin relaxation [150]
measurements showed signatures of two-component order pa-
rameter in Sr2RuO4. Based on these experimentally revealed
constraints, various theoretical proposals of even-parity spin-
singlet pairing [151–155] have also been proposed to under-
stand the exotic superconducting properties of this material.

B. Heavy-fermion material UTe2

Because spin-triplet pairing is commonly mediated by fer-
romagnetic fluctuation, heavy-fermion systems that contain
f electrons and possess both strong electronic correlations
and magnetism are promising candidates for odd-parity spin-
triplet superconductors. A typical heavy-fermion family that
exhibits superconductivity is uranium-based compounds, such
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as UPt3 [156], UGe2 [157], URhGe [158] and UCoGe [159].
There are various experimental signatures showing the co-
existence of superconductivity and ferromagnetic fluctuation
in these materials [160]. Recently, superconducting transi-
tion temperature of Tc ∼ 1.6 K has been observed in UTe2
[161], a new family member of uranium-based heavy-fermion
compounds. In the phase diagram of uranium-based heavy-
fermion superconductors, higher Tc observed in UTe2 than
other family members is likely related to the fact that UTe2
locates more closer to the critical ferromagnetic fluctuation
point [161].

Several types of experimental measurements show signa-
tures of intrinsic topological superconductivity in UTe2: (i)
Temperature-independent NMR Knight shift across Tc [161];
(ii) Extremely large anisotropic upper critical magnetic fields
that are well in excess of the Pauli limit [162]; (iii) The low-
temperature magnetic behaviors manifest as a quantum criti-
cal ferromagnet with strong magnetic fluctuations [161]; (iv)
A re-entrant superconducting phase at magnetic fields beyond
65 T [163]; (v) STS signatures of chiral in-gap states at step
edges, resembling the Majorana boundary states in a TSC
[66]. All these experimental observations in together suggest
UTe2 is a promising intrinsic spin-triplet chiral p-wave TSC.

C. Monolayer Pb3Bi alloys

As discussed in the beginning of Sec. II, nontrivial phase
winding of superconducting order parameter can arise from
either geometric phase of the single-particle wave function
effect or many-electron correlation effect. For systems con-
taining both effects, it is therefore essential to explore the in-
terplay between them, and how they mutually influence each
other in realizing intrinsic TSC. In 2019, Qin et al proposed
that the monolayer of Pb3Bi grown on Ge(111) can harbor
unconventional chiral p-wave superconductivity by taking ad-
vantage of the interplay between electron correlation and ge-
ometric phase [164]. Before the theoretical proposal, super-
conductivity has been observed in ultra thin Pb film consist-
ing of two atomic layers [67], and later in one atomic Pb layer
[165]. Comparing to 3D bulk material, electronic screening in
these 2D layers is dramatically reduced due to dimensional re-
duction, leading to an enhancement of electronic correlation.
Moreover, the strong spin-orbit coupling of monolayer Pb3Bi
and substrate-induced inversion symmetry breaking result in
non-vanishing geometric phase of the normal electronic states
[164].

The band structure of Pb3Bi/Ge(111) is shown in Fig. 3(a),
where an extremely large Rashba-type spin-orbit coupling
splitting and a saddle-like band structure emerges around the
Fermi level. The density of states exhibits a type-II van Hove
singularity (VHS) [166] emerging from the Rashba-split band
characterized by non-vanishing geometric phase, which fur-
ther contributes phase term to the electron-electron interaction
[167]. Within saddle-point patch approximation, an effective
interacting model is developed. As depicted in Fig. 3(b), γ4
is dressed by a phase factor of φ4 originating from geometric
phase of the wavefunction. A couple of complex renormaliza-

tion group (RG) flow equations are derived as [164]

dγ1

dy
= 2(η− y)γ2

1 −8γ2γ3−4y|γ4|2,

dγ2

dy
= (η ′1−η1−2)γ2

2 −4γ1γ3−2γ
2
3 +η

′
1|γ4|2,

dγ3

dy
=−4(γ1γ2 + γ2γ3)+(η ′1−η1)γ

2
3 +η

′
1|γ4|2,

dγ4

dy
=−4yγ1γ4 +2y(γ∗4 )

2 +2η
′
1(γ2 + γ3)γ4,

(2)

where the relevant coefficients can be found in ref. [164]. By
solving these differential equations, pairing instability occurs
at a critical temperature Tc ∼ 4Λe−yc , where Λ is the ultravio-
let energy cutoff and yc is the critical RG flow time.

As shown in Figs. 3(c)-(d), the renormalized geometric
phase flows to three stable fixed points at±2π/3 and 0, prefer-
ring (px± ipy)-wave and f -wave pairings, respectively. Given
the robustness of the stable points, two thirds of the phase di-
agram shown in Fig. 3(d) are able to harbor chiral p-wave su-
perconductivity. The pairing mechanism can arise either from
electron-phonon interaction or from electron-electron repul-
sive interaction. Moreover, the critical RG flow time yc shown
in Fig. 3(c) exhibits minima at stable fixed points, suggest-
ing enhanced superconducting critical temperature. Overall,
monolayer Pb3Bi serves as a promising material for realizing
2D intrinsic chiral p-wave TSC.
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FIG. 3. (Color online) (a) Band structure and density of states of
Pb3Bi/Ge(111). Saddle point of the Rashba-split band is marked
by red arrow and a type-II VHS emerges at ∼ 0.1 eV below the
Fermi level. (b) Four distinct electron-electron scattering channels.
A single monopole is schematically depicted at the BZ center, giving
phase φ4 to γ4. (c) RG flow of φ4 with stable fixed points high-
lighted by red dots. (d) Superconducting phase diagram spanned by
γ4. Red lines hight three stable fixed points that favor chiral px± ipy
and f -wave pairing states. (a)-(d) are reprinted from ref. [164] with
permission from Springer Nature.
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D. Graphene-based systems

Graphene is a monolayer isolated graphite consisting of
carbon atoms arranged on a honeycomb lattice. The low-
energy band structure of graphene possesses a linear disper-
sion associated with Dirac-like electronic excitations [168].
By doping graphene to the VHS, it was proposed that chiral d-
wave superconductivity can emerge from repulsive electron-
electron interaction [169]. In experiments, it is hard to reach
the VHS of graphene through conventional electric gating.
Superconductivity is observed in heavily doped monolayer
graphene with alkali adatoms, where both of the conventional
electron-phonon interaction and pure electron-electron inter-
action are invoked to explain the observed superconductivity
[170–172].

By stacking two sheets of graphene with a relative ∼1.1◦

twisting angle (magic angle), Bistritzer and MacDonald
found the corresponding moiré mini bands are flat near
Fermi level [173], leading to VHS in the density of states.
The quenched kinetic energy in magic-angle twisted bilayer
graphene (MATBG) strongly enhances the electronic corre-
lation. In 2018, Cao et al discovered correlated insulating
state at half filling in MATBG [174] and superconductivity
upon slightly doping away from half filling [175]. The phase
diagram of MATBG resembles that of Cu-based high-Tc su-
perconductor, where superconductivity emerges upon dop-
ing away from Mott insulator [176]. In contrast to cuprates,
MATBG has an exceptional property of low carrier density
that is tunable via external electrostatic gating, making it an
ideal platform for systematically studying strong correlation
effects [177–189]. To date, the underlying mechanism of
superconductivity in MATBG remains under active debates;
both the conventional electron-phonon interaction mediated s-
wave pairing [190–194] and strong electron-electron interac-
tion drived unconventional pairing [195–213] have been the-
oretically proposed. In particular, there are theoretical studies
showing that superconductivity in MATBG is topologically
nontrivial [214–216].

Mirror symmetric magic-angle twisted trilayer graphene
(MATTG) consists of three layers of graphene stacked in a
mirror symmetric configuration with twisted top and bottom
layers [217]. MATTG possesses nearly identical flat bands to
MATBG at a magic angle that differs from 1.1◦ by a factor
of
√

2 [219–223]. The two systems share similar phase dia-
grams upon varying carrier density, including the patterns of
broken flavor symmetries and the emergence of superconduc-
tivity away from the correlated insulating states [217, 224].
A remarkable difference between MATBG and MATTG su-
perconductors is their responses to in-plane magnetic fields.
The critical in-plane magnetic field of MATBG is compatible
with Pauli paramagnetic limit [225], whereas superconductiv-
ity in MATTG survives to in-plane magnetic fields that are
well in excess of this limit [218]. Such distinct in-plane crit-
ical magnetic fields in MATBG and MATTG can be well ex-
plained by invoking spin-triplet pairing in both systems [226],
where the orbit effect that breaks Cooper pairing in MATBG
is quenched by the inherent mirror symmetry in MATTG
[226, 227]. These studies suggest twisted graphene multilay-

ers are promising candidates for harboring spin-triplet super-
conductivity.

Superconductivity was recently observed in electric-gated
untwisted rhombohedral trilayer graphene (RTG) [228] and
Bernal-stacking bilayer graphene [229]. RTG exhibits two
superconducting domes upon varying carrier density. The
higher Tc dome emerges from a paramagnetic normal state
with annular Fermi sea [228, 230], which is demonstrated
to be able to harbor unconventional chiral-p or d-wave su-
perconductivity [231–234]. The other superconducting dome
emerges from the spin-polarized, valley-unpolarized half-
metallic state, and survives to in-plane magnetic fields far be-
yond the Pauli limit, indicating spin-triplet pairing [228]. For
Bernal bilayer graphene, superconducting phase transition oc-
curs only at finite in-plane magnetic fields [229], an essen-
tial character of spin-triplet superconductivity. Overall, the
(near) flat bands in twisted and untwisted graphene multilay-
ers strongly enhance their electronic correlations, providing
the ground for developing unconventional superconductivity,
serving as candidate systems for realizing 2D intrinsic TSC.

IV. COEXISTENCE OF SUPERCONDUCTIVITY AND
TOPOLOGICAL BANDS

In this section, we review several recently proposed and/or
discovered 2D materials showing coexistence of supercon-
ductivity and topological bands. Based on the principle of
reciprocal-space proximity effect discussed in Sec. II B, these
materials are candidates for hosting 2D or 1D topological su-
perconducting states.

A. Monolayer Pb3Bi

In Sec. III C, monolayer Pb3Bi grown on Ge(111) is shown
to be an intrinsic 2D TSC at VHS band filling. By tun-
ing the Fermi level to the Dirac point at the BZ corner, this
material was also proposed to realize TSC via band proxim-
ity effect, where superconductivity and topology arise from
different electronic bands [235]. An effective tight-binding
model was developed to describe the electronic structure of
Pb3Bi/Ge(111) [235]. By comparing Fig. 3(a) and Fig. 4(a),
the Rashba bands obtained from density functional theory cal-
culation are well reproduced by the model calculation, in-
cluding the giant Rashba-type splitting, type-II VHS, and the
Dirac-like bands around the BZ corner. By invoking the con-
ventional electron-phonon interaction-mediated spin-singlet
pairing, as illustrated in Fig. 4(b), a phase transition from
topologically trivial superconducting state with Chern num-
ber C = 0 to topological superconducting state with C = −2
occurs when the Bogoliubov–de Gennes (BdG) quasiparticle
band gap is closed. It was further shown that the C = −2
state is protected by mirror symmetry [235]. The lower panel
of Fig. 4(c) shows the BdG quasiparticle bands of the ribbon
structure depicted in the upper panel of Fig. 4(c). There are
two chiral Majorana edge modes propagating along the same
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direction at each edge, consistent with the Chern number cal-
culation.

CHIRAL TOPOLOGICAL SUPERCONDUCTING STATE WITH … PHYSICAL REVIEW B 103, 235149 (2021)

FIG. 1. (a) Top (left) and side (right) views of the lattice structure of Pb3Bi/Ge(111), where the dashed rhombus denotes the unit cell.
(b) Band structure (left) and DOS (right) of Pb3Bi/Ge(111) obtained from DFT calculations. In the left panel, the bold red and black curves
around the Fermi level highlight the upper and lower Rashba bands, respectively, where the saddle point along the !-M direction is marked by
a blue arrow, and the gapless Dirac cone at the K point is marked by a purple arrow. The gray bands are mainly contributed by the Ge(111)
substrate. (c) Band structure obtained from the tight-binding model, in which we only plot the Rashba bands around the Fermi level, and the
parameters used in the calculation are listed in Table I. Enlarged energy spectrum around the K point is depicted in the lower panel, and a
gapless Dirac cone can be found. (d) Energy contour map of the upper Rashba band, where the dotted hexagon denotes the first BZ.

Rashba splitting and type-II VHS characters, which further
support the validity of this tight-binding model for the specific
monolayered Pb3Bi. Meanwhile, it should also be emphasized
that, in the present study, we focus on explorations of the
topological superconducting properties of the system mainly
stemming from the Rashba SOC effect under an external mag-
netic field but without explicitly invoking the type-II VHS.

For the Rashba bands depicted in Figs. 1(b) and 1(c),
gapless Dirac cones can be found at three high-symmetry
points in the BZ. At ! and M, the Dirac points are protected

by time-reversal symmetry, accompanied by conventional
Rashba splittings away from those high-symmetry points. For
the present system, K is not a time-reversal invariant point, but
its gapless Dirac cone feature is protected by the C3v lattice
symmetry [48]. When enlarging the Rashba bands around the
K point, a low-energy Dirac cone structure is clearly revealed,
as depicted in the lower panel of Fig. 1(c). Signatures of the
Dirac cone were also found around the K point in our recent
DFT calculations [47]. In the remaining part of this work, we
focus on the physics around the Dirac cone protected by the

TABLE I. Physical parameters for the tight-binding model that gives the band structure shown in Fig. 1(c). All the parameters are in units
of eV.

t1 0.340 t ′
1 0.208

NN hopping NNN hopping
t2 0.280 t ′

2 0.120

λ1 0.060 µ1 0.088
Rashba coefficient Onsite potential

λ2 0.160 µ2 − 0.912

235149-3

CHIRAL TOPOLOGICAL SUPERCONDUCTING STATE WITH … PHYSICAL REVIEW B 103, 235149 (2021)

FIG. 2. (a) Quasiparticle band gap (red) and Chern number (blue) as functions of Vz with ! = 0.3 meV. The chemical potential µ = 0 meV
is set to the Dirac point at K . (b) Berry curvature around the K point before (upper) and after (lower) the topological phase transition.
(c) Quasiparticle band gap as a function of Vz and µ, where ! = 0.3 meV, and the gap is normalized by 2!. (d) Quasiparticle band gap as a
function of µ and ! with Vz = 0.5 meV, where the gap is also normalized as in (c). The phase boundary in both (c) and (d) are highlighted by
dashed white curves.

function of the n th band |n (k)⟩ at each plaquette as

Uµ(ki, j ) =
⟨n (ki, j )|n (ki+δµ,1, j+δµ,2 )⟩
|⟨n (ki, j )|n (ki+δµ,1, j+δµ,2 )⟩|

, (7)

in which µ = 1 and 2, representing the two directions in the
2D momentum space. Starting from this variable, a gauge-
invariant lattice field can be further written as

Fi j = ln U1(ki, j )U2(ki+1, j )U1(ki, j+1)− 1U2(ki, j )− 1 (8)

and is connected to the Chern number of the n th band by
summarizing the lattice field across the whole mesh through
the following relation

cn = 1
2π i

∑

i, j

Fi j . (9)

Using this scheme, we are able to acquire a convergent Chern
number with a relatively small N . Combining the Chern num-
ber with the quasiparticle band gap derived from the BdG
Hamiltonian H(k), we can readily investigate the topological
phase transition in the Pb3Bi/Ge(111) system.

As shown in Fig. 2(a), the quasiparticle band gap decreases
linearly with increasing Vz, closes at Vz ∼ !, and reopens
when Vz > !. The corresponding Chern number changes
from C = 0 to C = − 2, suggesting a topological phase transi-

tion at the gap closing point. This topological phase transition
is different from that proposed to happen around the $ point
in the earlier studies, where C = ± 1 [15– 17]. The reason for
such a high Chern number topological superconducting state
in our system is rooted in the particular lattice symmetry. The
gapless Dirac cone at the K point can be viewed as a magnetic
monopole, and a band inversion will reverse its sign, leading
to an abrupt change of the Chern number δC = ± 1. For the
present system, the Berry curvature around K and K ′ is the
same due to the mirror symmetry. Therefore, upon a band
inversion, the Berry curvature around these two points will
reverse its sign, as demonstrated in Fig. 2(b). Meanwhile, the
total Chern number C will transform into ± 2, with the sign
depending on the direction of the applied magnetic field.

In Figs. 2(c) and 2(d), we plot the quasiparticle band gap
upon varying the chemical potential µ, Zeeman energy Vz,
and superconducting gap !. The topological phase space of
C = − 2 is quite large when the Fermi level is tuned to be
around the Dirac point, providing a broad parameter window
for realizing TSC with a minimally required Zeeman energy
Vz ∼ !. Moreover, the topological phase boundary is well de-
scribed by Vz =

√
!2 + µ2, a criterion derived around the $

point [15,67]. This is because the topological properties of the
low-energy Dirac cones around the K and $ points are very
similar. In addition, the present system is also an appealing
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(a)

(b)
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FIG. 3. (a),(b) Energy spectra for the corresponding ribbon structures, as shown in the upper panels. For numerical calculations, we choose
2000 unit cells, equaling to 1200 nm long in the y direction, and apply periodic boundary conditions in the x direction. To be specific, we
use a superconducting gap ! = 0.3 meV and a Zeeman energy Vz = 5! = 1.5 meV. The red and blue colored chiral Majorana edge modes
originate from the two edges, propagating along opposite directions. (c) Real-space distributions of the zero-energy chiral Majorana edge
modes corresponding to the energy crossing point at kx = 0.288 Å in (b), where their respective Zeeman energies chosen are given at the upper
right corners. (d) Schematic diagram of the zero-energy chiral Majorana edge modes in Pb3Bi/Ge(111).

platform for realizing TSC around the " point, since the Fermi
level is at the corresponding Dirac point even without doping.

B. Chiral Majorana edge modes

Bulk-boundary correspondence plays a crucial role in ex-
amining the topologically nontrivial properties of realistic
materials [68]. For the class-D TSCs, this correspondence
predicts that the number of chiral edge modes is equal to
the first Chern number of its bulk state. To connect our the-
oretical predictions to potential experimental realization, we
investigate the chiral Majorana edge modes in Pb3Bi/Ge(111)
hereafter.

Employing a cylindrical geometry with periodic boundary
conditions in the x direction and open boundary conditions
in the y direction, we can construct the Hamiltonian of the
Pb3Bi/Ge(111) nanoribbon and explore the edge state prop-
erties under different boundary configurations. Two typical
ribbon structures shown in the upper panels of Figs. 3(a) and
3(b) are considered, where the latter one possesses in-plane
inversion symmetry. Their corresponding quasiparticle energy
spectra are depicted in the lower panels of Figs. 3(a) and 3(b),
where both of them exhibit two chiral Majorana edge modes

propagating along the same direction at one edge, consistent
with C = −2. The difference between Figs. 3(a) and 3(b) is
that the chiral Majorana edge modes from the two edges inter-
sect at a finite energy in (a) while at zero energy in (b). This
phenomenon can be understood by the following symmetry
arguments. On one hand, the inherent particle-hole symmetry
of the BdG Hamiltonian is expressed as PHBdG(kx )P−1 =
−HBdG(−kx ), indicating E (kx ) = −E (−kx ). This feature is
evident in both of the quasiparticle energy spectra, as shown
in Figs. 3(a) and 3(b). On the other hand, the in-plane inver-
sion symmetry implies that E (kx ) = E (−kx ). Therefore, the
zero-energy intersections of the chiral Majorana edge modes
in Fig. 3(b) are protected by the combination of particle-hole
symmetry and in-plane inversion symmetry.

In our present calculations, the chiral Majorana edge
modes possess noticeable oscillations that can be attributed
to strong finite size effects [69,70]. In Fig. 3(c), we plot the
real-space distributions of these edge states at the zero-energy
intersection point kx = 0.288 Å in Fig. 3(b). As expected,
the states from the two edges are symmetric due to in-plane
inversion symmetry and decrease exponentially into the bulk.
Moreover, the penetration length ξ of these chiral edge states
defined by real-space distribution φ = e−x/ξ decreases with
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(c)

FIG. 4. (Color online) (a) Rashba bands calculated from the tight-
binding model. (b) BdG quasiparticle band gap (color scale) ver-
sus Zeeman field Vz and chemical potential µ with pairing potential
∆= 0.3 meV. (c) Quasiparticle bands of the ribbon structure depicted
in the upper panel, where ∆ = 0.3 meV and Vz = 1.5 meV. Oscilla-
tion of chiral Majorana edge modes is caused by finite size effects
[236, 237]. (a)-(c) are reprinted from ref. [235] with permission from
American Physical Society.

Experimental realization of TSC and chiral Majorana
fermions in monolayer Pb3Bi is highly promising due to the
following reasons: (i) Both the VHS and K-point Dirac cone
are close to Fermi level and accessible via chemical doping or
ionic liquid gating [238]; (ii) Pairing potential with a magni-
tude ∆ = 0.3 meV is easily obtained because the experimen-
tally observed superconducting gaps for Pb thin films and re-
lated systems range from 0.3 meV to 1 meV [67, 165, 239–
241]; (iii) The large Landé g-factor makes it possible to con-
vert the system into a TSC by applying a small external mag-
netic field that does not completely suppress superconductiv-
ity. For example, by taking g ∼ 100 [242], the topological
phase transition occurs at Vz ∼ ∆, amounting to B⊥ = 0.1 T.
This value is smaller than the critical magnetic field Bc⊥ of
Pb thin films, ranging from 0.15 T to 1 T [165, 240]. Overall,
monolayer Pb3Bi alloy is an appealing platform for realizing
2D TSC.

In addition to the superconducting state, the structural,
electronic, and topological properties of Pb3Bi/Ge(111) have
been systematically studied using first-principles calculations
[243]. Three different structural phases labeled respectively
by T1, H3 and T4 were shown to be energetically nearly de-
generate. Moreover, the electronic structures of H3 and T4
phases are topologically nontrivial and can harbor quantum
spin Hall effect [243].

B. 2D CoX (X = As, Sb, Bi)

Discoveries of high-Tc superconductivity in Cu- and Fe-
based superconductors have generated tremendous interests
over the last decades [245–247]. Among the Fe-based su-
perconductors, bulk FeSe possesses relatively simple crystal
structure and exhibits a critical temperature Tc ∼ 8 K at ambi-
ent pressure [248], which can be enhanced to 37 K under high

pressure [249]. Importantly, it provides an elemental building
block, namely, the FeSe monolayer, which can be placed on
proper substrates [250–252] or stacked into superlattice struc-
tures [253, 254] and then results in substantially enhanced Tc’s
up to tens of Kelvin. Extensive studies have been carried out
to search for potential high-Tc superconductors beyond Cu-
and Fe-based families. A comprehensive project screened
over 1000 candidate materials, but no high-Tc superconduct-
ing material was indentified beyond Cu- and Fe-based families
[255]. In those earlier searches, only systems with intrinsi-
cally layered structures were considered. More recent studies
have revealed that 2D materials with no layered bulk phase
can also be stabilized in the monolayer or few-layer regime
[256, 257], effectively broadening the space of 2D materials
as candidate high-Tc superconductors.

(a)

(c)

(b)

(d)

(e) (f)

FIG. 5. (Color online) (a) and (b) Schematic atomic structures of
NiAs-type bulk CoSb and PbO-type monolayered CoSb. (c) and (d)
Electronic structures (left panel) and density of states (right panel)
of freestanding CoSb and FeSe monolayers. (e) Most stable struc-
ture of CoSb monolayer on the SrTiO3(001) substrate, where the
Sb atoms sit right above the Ti atoms. (f) Four commonly consid-
ered magnetic configurations of CoSb/STO or FeSe/STO (top panel).
Magnetic moment M (red) and relative energy ∆E (blue) of the four
magnetic configurations versus the on-site Hubbard U for the two
systems. This figure is reprint from ref. [244] with permission from
American Physical Society.

In 2020, Ding et al [244] identified the monolayered CoSb
to be an attractive candidate for harboring high-Tc supercon-
ductivity. Their prediction is initially guided by the isovalency
rule, namely, keeping the same number of valence electrons
as FeSe but tuning other physical factors. Although the bulk
structure of CoSb is hexagonal and non-layered, as shown in
Fig. 5(a), its freestanding monolayer can be stabilized to the
tetragonal structure depicted in Fig. 5(b). Particularly, mono-
layer CoSb and FeSe share an identical crystal structure and
similar electronic bands, as illustrated in Figs. 5(c) and (d).
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For monolayer FeSe-based superconductors, the dominant
pairing mechanism is still under active debate, with antiferro-
magnetic spin fluctuations [258, 259], electron-phonon cou-
pling (EPC) [260–262], and the cooperative effect of the two
to be frequently invoked [260, 263]. By employing the EPC
strength as an indicator for superconductivity, Ding et al [244]
found that the freestanding CoSb monolayer (Tc = 0.9 K)
possesses higher critical temperature than freestanding FeSe
monolayer (Tc = 0.5 K). In analogy to FeSe, monolayer CoSb
can be supported on SrTiO3(001) [CoSb/STO, Fig. 5(e)], of-
fering promising alternative platforms for realizing high-Tc
superconductivity under the regulation of substrates includ-
ing significant charge transfer [264, 265] and the longitudinal
optical phonons of the STO penetrating into the overlayers
[266]. In contrast to FeSe/STO, CoSb/STO shows a much
weaker tendency toward developing magnetization, and ex-
hibits completely different magnetic properties, as shown in
Fig. 5(f). In addition, other cobalt pnictides, such as CoAs and
CoBi monolayers, have also been demonstrated as candidate
2D high-Tc superconductors, even though their bulk phases
have no resemblance to layering either [267]. These findings
offer new attractive candidate systems beyond the well-known
highly crystalline 2D superconductors [103].

Motivated by the theoretical prediction [244], several ex-
perimental groups have made efforts to study this system,
with preliminary confirmative findings. Specifically, Xue and
collaborators fabricated CoSb films in orthogonal structure
on STO and observed symmetric gap around the Fermi level
with coherence peaks at 7 meV as well a diamagnetic transi-
tion at 14 K, indicative of superconductivity [268]. CoSb1−x
nanoribbons with quasi-one-dimensional stripes on STO were
also fabricated, showing signatures of Tomonaga-Luttinger
liquid state [269].

Beyond superconductivity, the normal-state band topology
of CoX monolayers has been systematically studied [267].
First-principles calculations of the band structures of free-
standing CoX monolayers are shown in Figs. 6(a)-(c). In the
absence of SOC, the local gaps around Γ point between the
conduction band minimum (CBM) and valence band maxi-
mum (VBM) are 20, 108, and 517 meV for CoAs, CoSb, and
CoBi, respectively. In the presence of SOC, band inversion
occurs at Γ point for CoAs [Fig. 6(a)] and CoBi [Fig. 6(b)],
indicating both systems are topologically nontrivial, as also
confirmed by the calculated topological invariant Z2 = 1. In
contrast, the SOC in CoSb [Fig. 6(c)] is not strong enough
to close and reopen the band gap. Nevertheless, a moder-
ate tensile biaxial strain of 0.7% can reduce the band gap to
59 meV, which can then be closed and reopened by the SOC
[Fig. 6(d)], driving the system into a topologically nontrivial
phase. The topological properties of CoX/STO have also been
investigated. It turns out that each CoX monolayer possesses
nontrivial band topology under the lattice constant of STO
substrate and the influence of the STO bands on the topology
of CoX is negligible. These results suggest that CoX/STO
systems are topologically nontrivial, as characterized by the
odd Z2 invariants and robust edge states shown in Fig. 6(e).

Since CoX/STO systems are able to harbor both high-Tc
superconductivity and nontrivial band topology, by further in-

voking the reciprocal-space proximity effect between 2D bulk
superconducting sates and topological edge states, these sys-
tems are new promising candidates for realizing 1D topologi-
cal superconductivity.

FIG. 6. (Color online) (a)-(d) The left panels are band structures
of freestanding CoAs, CoBi, CoSb monolayers and CoSb mono-
layer with tensile biaxial strain of 0.7%, respectively. These results
are calculated with SOC. The right panels show the enlarged and
orbital-resolved band structures within the regimes marked by solid
red boxes in the left panels. The top and bottom panels plot the re-
sults calculated without and with SOC, respectively. The radii of the
red, blue, and green dots indicate the spectral weights of different d
orbitals of Co atoms. The orange dashed lines in (a)-(d) correspond
to the curved chemical potentials. (e) Topological edge states (TESs)
of CoX/STO along the [100] edge. The warmer colors denote higher
local density of states, and the blue regions denote the bulk band
gaps. The Fermi levels are all set at zero. (a)-(e) are modified after
ref. [267] with permission from American Chemical Society.

In addition to CoX systems, there are also other 2D can-
didate systems that are highly like to support the coexistence
of superconductivity and nontrivial band topology. One typ-
ical example is PdTe2 grown on STO substrate, where ro-
bust superconductivity was observed down to bilayer thick-
ness of PdTe2 [270]. Nevertheless, experimental confirma-
tion of nontrivial band topology in PdTe2/STO is challenging
because the predicted topological edge states turn out to be
heavily overlapped with the 2D bulk states [270]. Another
example is monolayer W2N3, which can be mechanically ex-
foliated from its van der Waals bulk counterpart. Based on
the fully anisotropic Migdal-Eliashberg formalism calcula-
tion, this material is unveiled to exhibit superconductivity be-
low Tc ∼ 21 K associated with a zero-temperature supercon-
ducting gap of ∼ 5 meV [271, 272]. The topological helical
edge states emerge at 0.5 eV above the Fermi level, where
superconductivity was shown to be persistent [271, 272].
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C. Stanene atomic layers

Stanene was proposed to be a large-gap quantum spin
Hall insulator [273], which has stimulated extensive ef-
forts on synthesizing stanene films under diverse conditions
and subsequently characterizing their emergent properties.
Monolayered stanene was first successfully fabricated on the
Bi2Te3(111) substrate by molecular beam epitaxy [274], and
later also on other substrates, such as Sb(111) [275] and
InSb(111) [276]. Such monolayered stanene films with com-
pressed strain by the substrates were shown to exhibit only a
trivial band structure. An advance in realizing nontrivial band
topology was achieved by growing stanene on the Cu(111)-
(2× 2) surface, where an inverted band order was observed
in the ultraflat yet metastable stanene films [277]. Indica-
tions of edge states of monolayered stanene grown on the
InSb(111)-(3× 3) substrate have been reported, even though
the films contain pronounced defects [278]. An unexpected
high-buckled

√
3×
√

3 stanene grown on the Bi(111) sub-
strate has also shown a gap shape near the Fermi level and ex-
hibited the existence of the edge states, which was further the-
oretically confirmed to be topologically nontrivial [279]. At a
separate front, superconductivity of few-layer stanene grown
on PbTe(111) has been detected using transport measurements
[280], and more intriguingly, type-II Ising pairing (which will
be described later) has been proposed to interpret the observed
unusually large in-plane upper critical fields beyond the Pauli
paramagnetic limit [281, 282]. These exciting developments
demonstrate that stanene can serve as an ideal platform for
studying the interplay between the nontrivial band topology
and superconductivity, two central ingredients that can be fur-
ther explored for realization of 2D topological superconduc-
tivity by invoking band proximity effect.

A major obstacle severely limiting the exploration of
stanene is that the overall quality of such stanene films is
still far from satisfactory, such as containing multi-domains
[274] or pronounced defects [278]. A recent theoretical
work reported that a stanene monolayer obeys different atom-
istic mechanisms when grown on different Bi2Te3(111)-based
substrates, and in particular, the Bi(111)-bilayer precovered
Bi2Te3(111) substrate was predicted to strongly favor the
growth of single crystalline stanene [283]. This prediction has
been largely supported by the latest experimental demonstra-
tion of high-quality few-layer stanene grown on the Bi(111)
substrate [284]. As shown in Figs. 7(a)-(c), one- to five-layer
stanene films with high quality were successfully fabricated
on the Bi(111) films that were first grown on a silicon wafer,
where the stanene films are stable at room temperature. The
topmost surfaces of such stanene films are saturated by hydro-
gen atoms, similar as shown in previous studies [274, 285].
During the growth of each layer of stanene, the most impor-
tant processes are low-temperature deposition of Sn atoms and
sufficient surface passivation of the films by the residual hy-
drogen. The systematic first-principles calculations further
reveal that the surface passivation of the growth front is es-
sential in achieving layer-by-layer growth of the high-quality
stanene films, with the hydrogen functioning as a surfactant
[286, 287]. Specifically, as shown in Fig. 7(d), the second-

order difference of the formation energy of an N-layer stanene
film (E

′′
s (N)) with hydrogen passivation is equal or larger than

zero, indicating that the film is stable; in contrast, E
′′
s (N) with-

out hydrogen passivation is negative, indicating that the film
is unstable.

(a) (b)

(d)

(e) (f) (g)

(c)

FIG. 7. (Color online) Coexistence of the robust edge states and su-
perconductivity in one- to five-layer stanene films grown on Bi(111).
(a) Schematics of a freestanding monolayer stanene (left) and a sam-
ple structure of four-layer stanene/Bi(111)/Si with the top surface of
stanene passivated by hydrogen (right). (b) Topography of the first-
layer stanene films on Bi(111), with a profile shown at the bottom
depicting the height along the black dotted line. Inset: atomically re-
solved image taken on the stanene film. (c) Topography of multilayer
stanene (∼ 2.5 layers) on Bi(111), with the corresponding height pro-
file shown below. (d) The second-order differences of the formation
energies of N-layer stanene films as a function of the thickness of the
stanene layers. (e) dI/dV mappings of a fourth-layer stanene island
at different energies. (f) dI/dV mappings of different-layered stanene
islands taken at the energy of the respective bulk dip minimum. (g)
Layer-dependent superconducting gap of stanene films. (b)-(g) are
from ref. [284] with permission from American Physical Society.

With these high-quality stanene films, the exotic proper-
ties have been further experimentally observed, including the
long-sought edge states and superconductivity. First, the in
situ STM/STS measurements identify the enhanced intensity
of local density of states at two different zigzag edges of the
stanene islands with different thicknesses, signifying the ex-
istence of the robust edge states, as shown in Figs. 7(e) and
(f). First-principles calculations further show that all these
films on Bi(111) have well-defined continuous gaps across the
whole BZ with the inclusion of SOC, yielding an extraordi-
narily robust nontrivial topological invariant Z2 that is imper-
vious to the layer thickness (see Table I). The physical origin
of the robust nontrivial topology is the consequence of inter-
facial coupling with the Bi(111) substrate. Qualitatively, the
Bi(111) substrate, with inherently strong SOC, is able to pro-
mote the nontrivial topology in the few-layer stanene via ef-
fective proximity effects. Furthermore, possible origins for
topologically trivial edge states such as dangling bonds or H-
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passivation at the edges can be excluded by a comparative ex-
periment of growing stanene on Bi2Te3. Next, clear super-
conducting gaps were detected on the stanene islands where
the robust edge states were also observed. Fig. 7(g) shows
the layer-dependent superconductivity of stanene films mea-
sured at 400 mK, exhibiting a wider and deeper superconduct-
ing gap with a thicker layer. In particular, the existence of a
superconducting gap in monolayer stanene was observed for
the first time, which might be enabled by the higher charge
transfer level from the Bi(111) substrate. Overall, the coex-
istence of nontrivial topology and intrinsic superconductivity
renders stanene a promising candidate for realizing 2D topo-
logical superconductivity in a simple single-element system.
As aforementioned, such topological superconductivity origi-
nates from band proximity effect that has been experimentally
demonstrated in several 3D systems [58, 59, 61, 63, 133, 288].

TABLE I. Z2 topological invariants of different-layered stanene films
under different conditions. The table is adapted from ref. [283] with
permission from American Physical Society.

Conditions 1-layer 2-layer 3-layer 4-layer 5-layer
w/o Bi w/o H 1 0 1 0 1
w/o Bi w/ H 0 0 1 1 1
w/ Bi w/o H 1 1 1 1 1
w/ Bi w/ H
(experimental condition) 1 1 1 1 1

In order to realize topological superconductivity in these
systems that harbor both superconductivity and topological
bands via reciprocal-space or band proximity effect, one com-
mon crucial condition is the emergence of Dirac-cone-like
electronic bands within the energy window of the supercon-
ducting gap. Similarly, this condition should also be ful-
filled in other systems, such as monolayered Fe(Te, Se), gated
WTe2 monolayer, and the IrTe2/In2Se3 heterobilayer, where
the coexistence of superconductivity and topologically non-
trivial bands is controllable by using proper tuning knobs, as
detailed in the next section.

V. TUNABILITY

Various external tuning approaches have been extensively
studied to modulate the physical properties of materials. The
structural flexibility of 2D materials offers more opportunities
for exploring the tuning impacts on their physical properties,
including superconductivity, nontrivial band topology, coex-
istence of the two, and ultimately topological superconductiv-
ity. In this section, we will briefly review some of the latest
advances in property for topological superconductivity, cover-
ing strain, gating, and ferroelectricity as the tuning knobs.

A. Strain

Strain is an effective way to introduce superconductivity by
altering their electronic properties via changes in lattice struc-
tures for 2D materials. For example, Tc ∼ 3 K was realized

in a topological insulator of Bi2Te3 between 3 to 6 GPa [289],
and pressure-driven superconductivity and suppressed magne-
toresistance were observed in WTe2 [290, 291]. Furthermore,
strain can induce a topological phase transition by narrow-
ing the band gap associated with the strain-enhanced crystal
field splitting for a system. When the band gap is decreased
to a critical value or even closed, enabling the SOC to fur-
ther hybridize the relevant bands and open an inverted gap
at high-symmetry point(s) of BZ, a topological phase transi-
tion occurs. Through the band proximity effect mentioned be-
fore, the coexistence of superconductivity and nontrivial band
topology renders the system to potentially become a TSC.

One compelling example system is FeSe-based system. It
has been shown that a monolayer FeSe exhibits surprisingly
high Tc over ∼ 65 K when grown on a STO substrate [250].
For such a system, it has been further proposed theoretically
that the electronic structure can be tuned by the effective strain
originating from a proper substrate, and develop emergent
topological properties on top of its intrinsic superconducting
property, pointing to the feasibility of realizing high-Tc topo-
logical superconductors [292]. A few recent studies provided
complementary experimental evidence for potential existence
of topological superconductivity in monolayered FeSe sys-
tems [56, 57, 293]. In one study, the robust electronic states
along the edges of an FeSe monolayer on STO were identified
by both STM and ARPES measurements, with the topologi-
cal nature of the hosting FeSe nanoribbons confirmed by first-
principles theory for a metastable state with chequerboard an-
tiferromagnetic configuration [293]. In another, systematic
spectroscopic indications support the occurrence of a topo-
logical quantum phase transition of FeTe1−xSex/STO from the
normal to topological state, induced by an increasing concen-
tration of Te as a substitutional dopant to Se [56]. Here, aside
from the stronger SOC effects associated with Te, the sub-
stitutional doping can also be viewed as applying a chemical
strain, since Te possesses a larger atomic radius than Se.

Beyond FeSe-based superconductors, impurity-assisted
vortex states in LiFeAs have also been shown to exhibit
MZMs [294], attesting the nontrivial nature of the supercon-
ducting systems. Furthermore, as a compelling example for
the strain-based tunability, a very recent study reported that
the surface strain can alter the charge density waves (CDWs)
appearing on the surfaces of the LiFeAs, and such CDWs can
in turn regulate the special distribution of the vertex lattice
that harbors the MZMs [64]. More coverages on this line of
advances can be found in a separate review within this volume
[295].

Going even farther, beyond the Fe-based systems, a the-
oretical study has proposed that monolayer NbSe2 can be
converted into an Ising superconductor with nontrivial band
topology via physical or chemical pressuring [296]. The no-
tion of Ising superconductivity was proposed recently in tran-
sition metal dichalcogenide (TMD) thin-film systems such as
MoS2 and NbSe2 that possess strong SOC and inversion sym-
metry breaking [100, 102]. Specifically for monolayer NbSe2,
it was experimentally observed to exhibit Ising superconduc-
tivity [102], signified by the surprisingly high in-plane upper
critical field well above the Pauli paramagnetic limit [297].
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(a) (b) (c)

(d)

(e) (f)

(g)

pristine 3.0 GPa NbSe1.0Te1.0
(h)

(i)

FIG. 8. (Color online) Band structures of 1H-NbSe2 at (a) 0 GPa, (b) 3.0 GPa, and (e) Te doping concentration x = 1.0 without (upper panel)
and with (lower panel) the SOC. Calculated Z2 invariants for 1H-NbSe2 at different (c) pressures and (f) Te contents. Edge states (ES) of the
semi-infinite slab along an Se-terminated Nb-zigzag edge at (d) 3.0 GPa and (g) x = 1.0, with the Dirac nature at the X̄ point as highlighted
in the inset. In-plane upper critical field H ||c2 as a function of the transition temperature T at (h) 2.6 GPa and (i) x = 1.0. The red dots in (h)
represent the experimental data extracted from [102]. Panels are modified from [296] with permission from American Chemical Society.

In such systems, the effective Zeeman field is generated by
the broken inversion symmetry, which allows the inherently
strong SOC of the systems to lock the spins of the electrons
moving in-plane into the out-of-plane directions. When a
strain was applied, a topological phase transition can be in-
duced in monolayer NbSe2, rendering the system a promising
candidate to realize topological Ising superconductivity [296],
as detailed below.

First, with increasing hydrostatic pressure, the Nb-d and
Se-p bands of monolayer NbSe2 within the 1H phase (1H-
NbSe2) are moving closer towards each other, and then touch
and cross, especially along the Γ-M path in the first BZ [see
Figs. 8(a) and 8(b)]. With the SOC included, the crossing
bands open a gap, associated with an explicit band inversion
around the M point [see Fig. 8(b)]. The corresponding topo-
logical invariants Z2 are summarized in Fig. 8(c), confirm-
ing that the 1H-NbSe2 is in the topologically nontrivial phase
with Z2 = 1 at 2.5 GPa or higher. Secondly, via substitutional
doping of Se by Te, a chemical pressure was applied on 1H-
NbSe2, leading to similar band evolution [see Fig. 8(e)]. As
shown in Fig. 8(f), when x ≥ 0.8, the NbSe2−xTex system
hosts a topologically nontrivial phase with Z2 = 1. For both
pressuring approaches, as another manifestation of the non-
trivial topology in the band structures, the edge states of a
semi-infinite slab along an Se-terminated Nb-zigzag edge of
NbSe2 at 3.0 GPa and NbSe2−xTex with x = 1.0 are shown in
Figs. 8(d) and 8(g), respectively. Finally, the Tc’s of 1H-
NbSe2 under different pressures and at the Te doping concen-
tration of x =1.0 were further estimated, showing relatively
small variations from that of pristine 1H-NbSe2. In particu-
lar, the Ising pairing nature has been explicitly enhanced, as
indicated by the significantly enhanced in-plane upper critical
fields [H ||c2, see Figs. 8(h) and 8(i)], and also as confirmed by
the preliminary experimental results of NbSe2−xTex flakes for
a broad range of Te concentrations [296].

B. Gating

In condensed matter physics, gating has been a long and
well-established approach to modulate the carrier densities
and various corresponding physical properties. One major
step forward surrounding this traditional approach was the re-
cent developments of ionic liquid or solid gating, allowing to
reach much higher carrier densities [298], and enabling dis-
coveries of emergent physical phenomena such as supercon-
ductivity in MoS2 [299]. The enabling power of such an inno-
vative gating approach has also been exemplified by the dis-
covery of Ising superconductivity in MoS2 [100], a subject
briefly reviewed in the preceding subsection.

In Sec. V A, we spent more discussions on how strain can
be used as an effective tuning knob to induce phase transi-
tions of superconducting systems into the topologically non-
trivial regime. The application of external electric field as
a form of gating has also been demonstrated to be able to
induce topological phase transitions [300], but here, gating
is mainly invoked as a means to convert topologically non-
trivial and yet non-superconducting systems into the super-
conducting regime. One representative line of studies was
about layered TMD systems. It was first predicted that such
systems including MoS2 and WTe2 can be quantum spin
Hall insulators under proper conditions or in proper structural
phases [301], and robust edge states suggestive of the non-
trivial topology have been observed experimentally for WTe2
[302, 303]. On the other hand, as insulators, such systems are
non-superconducting. To induce superconductivity, proper
charge doping into the systems is indispensable, as success-
fully demonstrated for WTe2 via gating [304, 305]. It should
be noted that, even though coexistence of nontrivial topology
and superconductivity remains to be achieved, the fact that
the same material platform of WTe2 encompasses both es-
sential properties of topological superconductivity offers new
opportunities for further investigations. In this regard, it is
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also worth noting that a WTe2 monolayer stabilized on an
s-wave superconductor NbSe2 can exhibit superconductivity
while with the robust edge states preserved [306], but the ap-
proach is conceptually similar to that of proximity-induced
topological superconductivity reviewed earlier in Sec. II A
(e.g., Bi2Te3/NbSe2 [41, 42]), instead of effective gating as
emphasized here.

C. Ferroelectricity

As a nonvolatile, reversible, and thus more desirable
approach, ferroelectric effects can be also exploited to
modulate the superconductivity of an overlayer, given
that a ferroelectric material harbors switchable polariza-
tion upon application of a voltage pulse. For some
3D conventional superconductors, such ferroelectric tuning
of superconductivity has been achieved by forming het-
erostructures with ferroelectric films, such as significant Tc
modulations in Pb(ZrxTi1−x)O3/GdBa2Cu3O7−x [307] and
BiFeO3/YBa2Cu3O7−x [308], and a complete switching of a
superconducting transition in Nb-doped SrTiO3 with Pb(Zr,
Ti)O3 as the ferroelectric overlayer [309]. However, the study
of ferroelectric-tuned superconductivity in 2D systems has
been very rare so far. In fact, the concurrent discoveries of
2D ferroelectric materials [310–315] and 2D superconduct-
ing materials [102, 316–318] should offer unprecedented op-
portunities for exploration of ferroelectrically tuned supercon-
ductivity and related devices, especially given the atomically
sharp interfacial qualities of such van der Waals heterostruc-
tures [319, 320].

Recently, ferroelectric switching of topological states has
also been proposed theoretically in the van der Waals het-
erostructures of 2D trivial semiconducting/insulating and fer-
roelectric materials, such as Bi(111) bilayer/In2Se3 [321],
β -phase antimonene/In2Se3 [322], CuI/In2Se3 [323], and
In2Te3/In2Se3 [324]. In these systems, the opposite polar-
ization states are associated with different topological phases.
Such a topological switching results from two aspects: one
is that the ferroelectric polarization can change band align-
ments, band hybridizations, and charge transfer between the
ferroelectric and trivial materials in the heterostructures. The
other is that the strong SOC effect of the heavy elements in
the trivial layers can inverse the bands to induce the nontrivial
band topology only in one polarization.

Given the strong couplings between topologi-
cal/superconducting and ferroelectric states, it is highly
feasible to simultaneously tune superconductivity and band
topology in 2D heterostructures using nonvolatile ferroelectric
control, eventually realizing topological superconductivity.
A very recent theoretical study has targeted to achieve this
goal, presenting simultaneously tunable Tc and band topology
in a heterobilayer of superconducting IrTe2 and ferroelectric
In2Se3 monolayers [325]. The Tc of the heterobilayer is
shown to depend on the In2Se3 polarization, with the higher
Tc attributed to enhanced interlayer electron-phonon coupling
when the polarization is downward. Meanwhile, the band
topology is also switched from trivial to nontrivial as the

polarization is reversed from upward to downward. Such
2D superconductor/ferroelectric heterostructures with coex-
istence of superconductivity and nontrivial band topology
provide highly appealing candidates for realizing topological
superconductivity, and this reversible and nonvolatile ap-
proach also offers promising new opportunities for detecting,
manipulating, and ultimately braiding Majorana fermions.

VI. CONCLUSIONS AND PERSPECTIVES

In this review, we have attempted to summarize some of the
main developments surrounding 2D crystalline superconduc-
tors that possess either intrinsic p-wave pairing or nontrivial
band topology. The selection of the contents has been made
with the excellent review of Iwasa and collaborators [103] as
the starting place, with some of own findings subjectively and
hopefully proportionally incorporated.

We have first introduced a classification of the generic
topological superconductivity reached through three different
conceptual schemes: (i) real-space superconducting proxim-
ity effect-induced TSC; (ii) reciprocal-space superconduct-
ing proximity effect-induced TSC; and (iii) intrinsic TSC.
Whereas the first scheme has so far been most extensively
explored, the other two remain to be fully substantiated and
developed, including their subtle yet intrinsic differences.

For intrinsic or p-wave superconductors, we have reviewed
the four candidate systems, old and new, that have been ex-
plored in the field, including Sr2RuO4, UTe2, and graphene-
based systems. In particular, among the 2D systems, we have
predicted a Pb3Bi alloyed system properly stabilized on a
Ge(111) substrate to be an appealing candidate for realizing
intrinsic topological superconductivity.

For superconductivity with coexisting nontrivial band
topology, we have reviewed the developments surrounding
TMD monolayered systems as well as some of the candidates
we identified. Notably, CoX (X = As, Sb, Bi) systems have
been predicted to be stable in monolayered structural form;
these systems may not only serve as new platforms for real-
izing high-Tc superconductivity on STO, but may also harbor
nontrivial band topology and robust edge states. Furthermore,
we have shown experimentally that few-layered stanene films
grown on Bi(111) with strong SOC are superconducting and
possess robust edge states that can be attributed to their non-
trivial band topology.

In the pursuit for topological superconductivity, one widely
recognized crucial aspect is the tunability of such systems and
properties. We have attempted to outline three of the tuning
knobs in acquiring one or both of the essential ingredients of
TSC, including strain, gating, and ferroelectricity. In particu-
lar, strain has been demonstrated very recently as an effective
means to regulate the spatial distribution and mutual interac-
tion of a MZM lattice [64]. Furthermore, we optimistically ex-
pect that the reversible and nonvolatile ferroelectric tunability
will play a major role in gaining precise control and manipula-
tion of MZMs. Irrespective of which dominant tuning scheme
or their combination, the very fact of 2D systems will always
offer superior advantages.
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A further concern is what properties a TSC should possess
in order to be favorable for potential applications in fault-
tolerant quantum information processing. The first impor-
tant feature is tunability; as discussed in Sec. V, the tunability
plays a powerful role in achieving topological superconductiv-
ity and regulating the distribution of the MZMs as well as their
mutual interactions. The second is to have large supercon-
ducting gaps and high transition temperatures, which make the
TSC systems more robust against temperature fluctuations and
enable relatively easy manipulations of the MZMs. The third
is short coherence length, which ensures the MZMs to survive
in high magnetic fields, reduces the probability of the MZMs
being pinned by impurities, and avoids fusion of the MZMs
due to interacting magnetic vortices. Collectively, such merits
will help to broaden the space for manipulating MZM-based
qubits.

At present, discoveries of new TSC systems and unambigu-
ous identification of MZMs remain to be the forefront chal-
lenges and advancing direction of the field. Given this sta-
tus quo, it is premature and somewhat impractical to elabo-
rate excessively on MZM braiding and non-Abelian statistics.
Nevertheless, as outlined in the preceding section, the various
enabling and complementary tuning capabilities being devel-

oped in the field will undoubtedly optimize and even maxi-
mize our chances to achieve these earnestly sought objectives
step by step, casting the first ray of sunlight in the dream era
of topological quantum computing.
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