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Closed shell molecular structures are under normal conditions time-reversal invariant. Experimental evi-
dences point, however, towards that this invariance may be locally violated when the structure is in contact with
a particle reservoir. The mechanisms behind such local symmetry breaking are not clear by any means. By con-
sidering a minimal model for a closed shell structure, here we propose that the symmetry breaking may result
from a combination of internal and/or external interactions. It is shown that a magnetic moment of a localized
electron level can be generated and maintained under the influence of such combination. The theoretical results
should cast new light on the mechanisms that may form magnetic properties in molecular compounds.

Molecules, as well as single atoms, which are in closed
shell configurations when isolated can acquire a magnetic
state when, e.g., immersed in solution [1, 2], attached on a sur-
face [3–9], or being in embedded in clusters comprising sev-
eral components [10–17]. Such properties can be exploited in,
for instance, anomalous Hall devices [18–20], electron spin
resonance [21, 22], exploration of superconductivity in pres-
ence of spin impurities [23] giving rise to Yu-Shiba-Rusinov
states [24, 25], and in structures with properties, such as coer-
civity [13–17] and spin-filtering [16, 26–28], that strengthens
with temperature.

The origin of the magnetic state in the closed shell con-
figuration can be effectively summarized as an interplay be-
tween the Pauli exclusion principle and the Hund’s rules.
Although these rules with some success can be employed
also in a more general context, questions about the emer-
gence of magnetic states in molecules that are normally re-
garded as non-magnetic inevitably arise. For instance, chi-
ral molecules provide urgent examples of closed shell struc-
tures which, nevertheless, display magnetic properties when
in contact with otherwise non-magnetic metals, see, e.g., Refs.
8, 18, 19, 22, 28, 29.

In this article we address the issue of the emergence of a
magnetic state in or in a proximity around a local electronic
structure when it is being exposed to an external environment.
We begin by demonstrating that a spin degenerate molecular
level may become spin-polarized if two conditions are met.
First, there should exist internal molecular interactions which
have the potential to break the time-reversal symmetry and
second, the molecular level must be in contact with an exter-
nal reservoir. We show that the nature of the reservoir, whether
it is Fermionic or Bosonic, is secondary. This observation,
hence, implies that also molecules in a purely thermal envi-
ronment may be spontaneously polarized.

As a corollary result of these conditions, we also show that
the spin-degeneracy of a localized electron may be broken
by a spin-dependent coupling to a purely Bosonic reservoir.
Breaking of the spin-degeneracy requires, however, the pres-
ence of both spin-conserving and spin-nonconserving cou-
pling. In this model we, furthermore, demonstrate the emer-
gence of a non-vanishing magnetic moment and an associated
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cross-over temperature at which this moment undergoes a sign
change.

We explain our findings to be a result of confluent interac-
tions since these results cannot be obtained in a system with a
single type of interaction. For simplicity, assume that there are
two sources of interactions which can be formulated through
the quantities V1σ

0 and V1 ·σ, where σ0 and σ are the 2×2-
unit matrix and vector of Pauli spin matrices. When these two
interaction coexist, the effective interaction changes the spec-
trum as (V0σ

0 + V1 ·σ)2 = (V2
0 + |V1|

2)σ0 + 2V0V1 ·σ, which
opens for the possibility to break the spin-degeneracy when-
ever both V0 and V1 contributes.

As a philosophical remark, our results are important since
they challenge the wide spread view that we can interpret mea-
surements in terms of subsystems where the environment has
a negligible effect, and we present a concrete example where
this is not the case. Despite that we are taught in our scientific
training that a measurement inevitably influences the proper-
ties of the sample, both interpretations of experimental results
as well as theoretical descriptions are many times based on
complete negligence of the reservoir to which the sample is
connected.

The purpose here is to evaluate the magnetic moment 〈m0〉

of a localized electron represented by the spectrum ε= ε0σ
0 +

ε1 ·σ, where ε0 and ε1 denote the energies corresponding to
the spin-independent and spin-dependent degrees of freedom.
Here, the latter is a three component vector, ε1 = εαêα, in some
normalized orthogonal basis {êα}, which accounts for, e.g,
spin-orbit interactions and local spin-anisotropy. The model
corresponding to this spectrum can be written H0 = ψ†εψ,
where ψ = (ψ↑, ψ↓)t denotes the spinor for the localized state.

In order to enable a general treatment of the local prop-
erties, we calculate the expectation of the magnetic moment
〈m〉 in terms of the Green function GLS for the local electron
through the relation 〈m〉 = (−i)spσ

∫
G<

LS(ω)dω/4π, where
G<

LS denotes the lesser form of the Green function, whereas
sp is the trace over spin 1/2 space. The equation of motion for
GLS can be cast in the Dyson-like form

GLS =gLS + gLSΣGLS, (1)

where gLS = gLS(z) = (z−ε)−1, z ∈ C, is the bare Green func-
tion defined byH0, whereas Σ denotes the self-energy caused
by the interactions the local electron is subject to. In this
context, one can notice that the self-energy has (i) an en-
ergy dependence, Σ = Σ(z), and (ii) can be written on the
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form Σ = Σ0σ
0 + Σ1 · σ, which are natural conditions for

spin 1/2 particles. Physically, this partitioning represents the
charge- (Σ0) and spin-dependent (Σ1) components of the in-
teractions. However, in addition we shall make the replace-
ment Σ0 → V + Σ0. In this construction, V may define a con-
tribution caused by hybridization between the localized state
and an external reservoir, whereas the self-energy Σ may be
attributed to internal external, interactions associated with the
localized electron. There is, nevertheless, nothing that pre-
vents the opposite association of V and Σ, that is, that the
former belongs to the molecule and the latter represents the
interactions with the environment, as we shall see in the con-
crete example below.

Summarizing these facts, it is straight forward to write the
retarded/advanced Green function as

Gr/a
LS (ω) =

(
ω−ε0−Vr/a−Σ

r/a
0

)
σ0 +

(
ε1 +Σr/a

1

)
·σ

(ω−Er/a
+ )(ω−Er/a

− )
, (2)

with the poles

Er/a
± =ε0 + Vr/a +Σ

r/a
0 ±

√(
ε1 +Σr/a

1

)
·
(
ε1 +Σr/a

1

)
. (3)

Under equilibrium conditions, the fluctuation-dissipation the-
orem implies that the lesser Green function G<

LS can be ex-
pressed in terms of its retarded counterpart, Gr

LS, using the
identity G<

LS(ω) = i f (ω)[−2ImGr
LS(ω)], where f (ω) is the

Fermi-Dirac distribution function which relates to the chem-
ical potential µ of the system. Of particular interest here
is the component comprising the Pauli matrices, since only
this term can contribute under the trace spσG<

LS. Indeed,
using the notation GLS = G0σ

0 + G1 ·σ, it can be seen that
〈m〉 = (−i)

∫
G<

1 (ω)dω/2π. Here,

G<
1 (ω) =−2i f (ω)Im

(ω−Ea
+)(ω−Ea

−)
|ω−Er

+|
2|ω−Er

−|
2

(
ε1 +Σr

1

)
. (4)

In order to sort out the origin of the induced magnetic mo-
ment, we set

λ =ReVr, γ =− ImVr, (5a)
Λ0 =Re(ε0 +Σr

0), Γ0 =− Im(ε0 +Σr
0), (5b)

Λ1 =Re(ε1 +Σr
1), Γ1 =− Im(ε1 +Σr

1), (5c)

and keep in mind that Λ1 = |Re(ε1 +Σr
1)| and, Γ1 = |Im(ε1 +

Σr
1)|. The the lesser Green function can, then, be written

G<
1 (ω) =2i f (ω)

{
(ω−ω+)Γ−+ (ω−ω−)Γ+

|ω−ω+ + iΓ+|
2|ω−ω−+ iΓ−|2

Λ1

+
(ω−ω+)(ω−ω−)−Γ+Γ−

|ω−ω+ + iΓ+|
2|ω−ω−+ iΓ−|2

Γ1

}
, (6)

where ω± = λ+Λ0±Λ1 and Γ± = γ+Γ0±Γ1.
As we wish to determine the origin of the magnetic mo-

ment, assume, for the sake of argument, that G<
1 strongly

peaks at the resonance energies ω±, while it is nearly vanish-
ing off resonance. This assumption is justified whenever the

broadening Γ± is small in a neighborhood around ω±. Then,
the magnetic moment can be estimated by approximately

〈m〉 ≈
1

2π

∑
s=±1

s f (ωs)
Γ2

s̄

Γ2
s

Λ1Λ1 + (Γs/2)Γ1

Λ2
1 + (Γs̄/2)2

∣∣∣∣∣
ωs

. (7)

Assuming, furthermore, that the self-energy strongly peaks at
the energy ε0 +ω0, which does not coincide with either of ω±,
then, one can notice that Γ0(ω±)≈ 0 and Γ1(ω±)≈ 0, such that
the magnetic moment reduces to

〈m〉 ≈
1

2π

(
Λ1Λ1 f (ω+)
γ(Λ2

1 + (γ/2)2)

∣∣∣∣∣
ω+

−
Λ1Λ1 f (ω−)
γ(Λ2

1 + (γ/2)2)

∣∣∣∣∣
ω−

)
. (8)

It should be mentioned that the energy ω0 is associated with
the energy of the internal interactions captured in Σ.

Here, we stress that the parameters Λ1 = Λ1(ω), Γ1 =

Γ1(ω), et c., and that they acquire different values at the res-
onances ω = ω±. Hence, in the limit ε1 = 0, this calculation
leading to Eq. (8) demonstrates that, despite the simplicity
inferred, the result comprises a fundamentally important fea-
ture of the composite system discussed here. Namely, while
the internal interactions, which lead to the self-energy Σ, pro-
vides an energy dependent shift of the electron resonances
and their corresponding life times, as well as an induced fi-
nite spin-splitting, and while the coupling between electrons
in the localized level and the reservoir contributes to the level
broadening of the local resonances, it is only when those two
mechanisms are present simultaneously that a finite magnetic
moment can be induced and maintained in the localized level.

The implications of this result should have bearing on the
interpretation of experimental results, as well as, how a the-
oretical account for a phenomenon can be made irrelevant by
exclusion of effects from the environment. In magnetism, for
instance, many types of interactions which, at first sight, may
appear unrelated may actually play a non-trivial role for the
stabilization of the ordered state [16, 17, 30]. The magnetic
signatures observed after adsorbing non-magnetic molecules
onto metallic surface [18, 20, 25] stem from mechanisms that
are unlikely to be captured within the conventional theory for
magnetism.

It is by now established that time-reversal symmetry may be
broken by inelastic scattering [31, 32]. Therefore, we consider
a simplified example that may be used to illustrate a possible
experimental outcome for single molecules in contact with
a thermal reservoir. Such a system can be modeled by the
Hamiltonian H = Hmol +Hph +He-ph, where Hmol = ψ†εψ
denotes the valence state in the molecule, whereas H ph =∑

qωqb†qbq represents the thermal reservoir in which b†q (bq)
creates (annihilates) a phonon at the energy ωq. The electron-
phonon coupling is provided through the term

He-ph =
∑

q
ψ†Uqψ(bq + b†q̄), (9)

where the coupling parameter Uq = u0qσ0 + u1q ·σ, whereas
q̄ = −q. In addition to u0q which defines a generic coupling
between charge and vibrational modes, u1q denotes a vibra-
tionally induced spin-orbit coupling [27, 33] . Here, σ0 and σ
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charge- and spin-phonon couplingcharge-phonon coupling

ε0

ε0-ω

ε0+ω

ψ†(u0σ
0+uzσ

z)ψ(a+a†)

↑
↑ ↑
↑

ε0

ε0-ω

ε0+ω

u1±ψ
†σ±ψ(a+a†)(b)

ε0

ε0-ω

ε0+ω

u0ψ
†ψ(a+a†)(a)

FIG. 1. Illustration of the electron-phonon processes involving (a)
only charge and (b) both charge and spin. By emission or absorption
of phonons, the total charge undergoes transitions to the states at the
energies ε0 −ω and ε0 +ω, respectively. (a) For a coupling solely
between the charge and phonons, there is no spin related process. (b)
For a coupling that involves both charge and spin, the transitions may
be accompanied by spin-flip and spin-dependent rates.

denote the 2×2 identity and vector of Pauli matrices, respec-
tively.

The processes associated with the terms u0qψ
†ψ(bq + b†q̄)

and ψ†u1q ·σψ(bq +b†q̄) are illustrated in Fig. 1 (a) and (b), re-
spectively. In processes of the former kind, the electrons emit
or absorb phonons such the total charge undergoes a transition
to the emission or absorption state. By contrast, in processes
of the latter, in which both charge and spin are coupled to the
phonons, the emission and absorption processes are accompa-
nied by electronic spin-flips and spin-dependent rates.

The magnetic moment 〈Mmol〉 is related to the lesser single
electron Green function G<

mol, which is given by the Dyson-
like equation in Eq. (1). The self-energy Σ =

∑
q UqΣ̃qUq̄

is in the second order approximation given by the electron-
phonon exchange loop [33],

Σ̃(z) =
1
β

∑
ν

Gmol(z− zν)Dq(zν), (10)

since the Hartree contribution vanishes in this approximation.
Here, β = 1/kBT defines the thermal energy in terms of the
Boltzmann constant kB and temperature T .

While the equation for the Green function should be solved
self-consistently, for the present purposes it is sufficient to re-
place the propagators in the self-energy with their correspond-
ing bare ones, gmol(z) = (z−ε)−1 and Dq(z) = 2ωq/(z2 −ω2

q).
We, then, write the self-energy as Σ̃q = Σ̃0qσ0 +Σ̃1q ·σ where

Σ̃0q(z) =
1
2

∑
s=±1

(1− f (εs) + nB(ωq)
z−εs−ωq

+
f (εs) + nB(ωq)

z−εs +ωq

)
(11a)

Σ̃1q(z) =
ε̂1

2

∑
s=±1

s
(1− f (εs) + nB(ωq)

z−εs−ωq
+

f (εs) + nB(ωq)
z−εs +ωq

)
(11b)

where ε1 = |ε1|, εs = ε0 + sε1, and ε̂1 = ε1/ε1, whereas nB(ω)
denotes the Bose-Einstein distribution function.

In the following, our aim is to emphasize how the ther-
mal reservoir influences the temperature dependency of the
induced magnetic moment. Therefore, we investigate a
molecule with unpolarized level, that is, setting ε1 = 0.
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FIG. 2. (a), (b) Local DOS and (c), (d) local spin-DOS as a function
of the energy ω, for the set-up ε0 = 0.1, u0q = 0.01, u1q = 0, and
phonon velocity (a), (c), c = 0.01 and (b), (d), c = 0.001, for temper-
atures corresponding to the energies 1/β ∈ {1, 5, 10, 15, 20} [units:
meV]. The unperturbed (bare) DOS is shown for reference (red).

In this limit, the unperturbed Green function simplifies to
g(z) = σ0/(z−ε0) and the electron energy εs→ ε0 in the self-
energy, as well as Σ̃1 → 0. Nevertheless, because of the
form of the electron-phonon coupling it can be seen that Σ0 =∑

q(u0qu0q̄ + u1q · u1q̄)Σ̃0q while Σ1 =
∑

q(u0qu1q̄ + u1qu0q̄ +

iu1q×u1q̄)Σ̃0q. Then, for Gr
mol = Gr

0σ0 + Gr
1 ·σ, we have

Gr
0(ω) =

z−ε0−Σr
0

(z−ε0−Σr
0)2−Σr

1 ·Σ
r
1
, (12a)

Gr
1(ω) =

Σr
1

(z−ε0−Σr
0)2−Σr

1 ·Σ
r
1
. (12b)

First, we notice in this limit that, a configuration such that
u0q = 0 and u1q , 0, may lead to a modification of the elec-
tronic state. The requirement is that u1q ×u1q̄ , 0. The mo-
mentum dependence of the coupling rate u1q is related to the
phononic polarization vector εq which, in turn, depends on
the lattice symmetries. For instance, inversion symmetry im-
plies that ε∗q = εq̄ = εq, under which conditions, then, the self-
energy Σ1 = 0, hence, also G1 = 0. On this note, it is relevant
to mention that chiral phonons, for which there is no inver-
sion symmetry, would open for the possibility to generate an
electronic spin-polarization, something that was considered in
Ref. 34.

From the expressions in Eq. (12), we calculate the local
density of electron states 〈nmol〉 = (−i)sp

∫
G<

mol(ω)dω/2π =

(−i)
∫

G<
0 (ω)dω/π, which, for u0q = u0 = 0.01 and u1q = 0, is

plotted in Fig. 2 (a), (b), as a function of the energy for tem-
peratures corresponding to thermal energies between 1 meV
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FIG. 3. (a), (b) Local DOS and (c), (d) local spin-DOS as a function
of the energy ω, for the set-up ε0 = 0.1, u0q = 0.01, u1q = 0.01x̂,
and phonon velocity (a), (c), c = 0.01 and (b), (d), c = 0.001, for
temperatures corresponding to the energies 1/β ∈ {1, 5, 10, 15, 20}
[units: meV]. The unperturbed (bare) DOS is shown for reference
(red).

and 20 meV. The unperturbed (bare) density of states has a
single peak at the energy ε0 = 0.1 (red). When the electron-
phonon interaction is turned on, this central peak splits into
two which are located symmetrically around ε0. This is ex-
pected considering the poles given in Eq. (3). The plots in
Fig. 2 (a), (b), illustrate the thermal evolution of the density
of state for two different phonon velocities, (a) c = 0.01 and
(b) c = 0.001. The width of the spectrum is expected to in-
crease inversely with the velocity, since more phonon modes
contribute to the interactions with the electron the lower the
velocity.

Despite the splitting of the density of electron states, the
spin degeneracy remains preserved. This is clear since the
electron-phonon coupling only contains the spin-conserving
component. This leads, trivially, to that Σ1 = 0, hence, the
spin-dependent component G1 of the Green function also van-
ishes. For completeness, the spin-resolved density of electron
states are plotted in Fig. 2 (c), (d), illustrating the degeneracy
of the spin projections.

The combination of charge and spin coupling interactions
with the phonons, on the other hand, results in the emergence
of two resonance peaks alongside the initial elastic peak in the
density of state. This is illustrated in Fig. 3 for u1q = u0x̂ and
otherwise the same conditions as for the plots in Fig. 2. The
side peaks shift to the higher energies with increasing tem-
perature, while the central peak acquires a lowered amplitude.
Also here, the lower velocity tends to induce a stronger shift of
the side peaks with increasing temperature, as expected from
the previous case.
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energy (meV)
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-σx

kBT=0.1

kBT=1

kBT=30 q
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kBT

FIG. 4. Influence of the temperature on the magnetic moment, both
with respect to the shifts of the inelastic resonances and the thermal
occupation factor (Fermi-Dirac distribution function). At low tem-
peratures (blue), the inelastic resonances are strongly asymmetrically
occupied while the occupation become symmetrized with increas-
ing temperature (red). Very low temperatures is shown for reference
(black). The spin-resolved densities are given for the conditions in
Fig. 3 (d). The inset illustrates the phonon dispersions for three
different velocities, (cyan) low, (purple) moderate, and (green) high,
and the expected thermally occupied states (gray area) for each dis-
persion relation.

In order to draw any conclusions about the spin proper-
ties under these conditions, however, we investigate the spin
resolved densities of states captured in the matrix ρ(ω) =

−ImGr
mol(ω)/π. The spin resolved densities of states are plot-

ted in Fig. 3 (c), (d). As expected, the spin-dependent cou-
pling u1qu0x̂ breaks the degeneracy of the electronic structure.
Quite unexpectedly at first glance, on the other hand, is that
the spin projections are separated into two mutually exclusive
branches. Here, however, this is not surprising since the self-
energies Σr

0 and Σr
1 are both proportional to Σ̃r

0 and u1q = u0x̂,
which leads to that Gr

mol can be partitioned into

Gr
mol =

1
2

σ0 +σx

ω−ε0 + iδ
+

1
2

σ0−σx

ω−ε0−4u2
0Σ̃r

0

, (13)

where δ > 0 infinitesimal.
This partitioning makes it clear that one central resonance

is located at the elastic energy ω = ε0, whereas the other reso-
nances are found at the condition ω−ε0−4u2

0Σ̃r
0 = 0, an equa-

tion which in the current approximation has two solutions. In
Fig. 3 (c), (d), the resonances corresponding to the first and
second contributions are signified by ±σx.

The associated molecular magnetic moment 〈Mmol〉 =Mx̂
resulting from these conditions is given by

M =
1
2

f (ε0) + Im
∫

f (ω)
ω−ε0−4u2

0Σ̃r
0

dω
4π

. (14)

While this moment is, in general, non-vanishing, it undergoes
a sign change at a finite temperature Txo. This is understood
by the opposite signs of the two contributions constitutingM
in Eq. (14); recall that Im(ω− ε0 − 4u2

0Σ̃r
0)−1 < 0. Here, the

first contribution, which is positive, dominates the magnetic
moment at low temperature, see Fig. 4. Put simply, in the
figure it can be seen that whereas the central resonance at
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ω = ε0 is nearly fully occupied, the side resonances are only
partially occupied. Since the former and latter resonances add
positively and negatively, respectively, to the total moment,
the moment is positive at sufficiently low temperature. This
property is corroborated by our computations of the magnetic
moment, see Fig. 5, which displays M as a function of the
temperature for different phonon velocities c.

With increasing temperature, the occupations of all reso-
nances increase, however, while the occupation of the cen-
tral resonance is marginally increased, the side resonances ap-
proach full occupation such that the two branches cancel out
each other. Nevertheless, since the overall spin-density has
a slight overweight at the side resonances, this contribution
eventually becomes larger than the central resonance such that
the total moment changes sign at a cross-over temperature Txo
and becomes negative. The sign change and negative moment
is clearly illustrated in Fig. 5, which also shows that the am-
plitude, both positive and negative, of the moment increases
with decreasing velocity c.

The latter observation is understood in terms of the ther-
mally accessible energies for a given temperature, see inset of
Fig. 4, illustrating the phonon dispersion relations for three
velocities, (blue) low, (red) moderate, and (black) high, and
the expected thermally occupied states (gray area) for each
dispersion relation. For phonons with low velocity, a lower
temperature is required to thermally access the energies for a
larger portion of the phononic q-vectors in reciprocal space,
compared to phonons with a higher velocity. Therefore, it is
not surprising that slow phonons contribute more to the limit-
ing magnetic moments, than fast phonons.

Finally, we consider the configuration with u1q = u0(1,0,1).
For these conditions, the molecular Green function can be
written

Gr
mol =

1
4

∑
s=±1

2σ0 + s
√

2(σx +σz)

ω−ε0− (3 + s2
√

2)u2
0Σ̃r

0

. (15)

In this set-up, there is no clear separation of the central and
side resonances, instead the two branches mix. In Fig. 6, we
display plots of the spin resolved density of electron states,
for the same conditions as in Fig. 3, however, with uzq , 0.

D
O
S↑

D
O
S↓

0.4

1.2

0.8

energy (meV)
-2.5 0 2.5

0.4

1.2

0.8

energy (meV)
-2.5 0 2.5

0.4

1.2

0.8

energy (meV)
-2.5 0 2.5

0.4

1.2

0.8

energy (meV)
-2.5 0 2.5

D
O
S↑

kBT=1
5
10
15
20

c=0.01 c=0.001(a) (b)

D
O
S↓

c=0.01 c=0.001(c) (d)

FIG. 6. Local spin-DOS with (a), (b), spin ↑-projections and (c),
(d), spin ↓-projection, as a function of the energy ω, for the set-up
ε0 = 0.1, u0q = 0.01, u1q = 0.01(x̂ + ẑ), and phonon velocity (a), (c)
c = 0.01 and (b), (d) c = 0.001, for temperatures corresponding to the
energies 1/β ∈ {1, 5, 10, 30} [units: meV].

First, one may notice that the resonances are mixtures of both
spin projections. Second, it is clear that one spin branch is
more heavily weighted on the side resonances, Fig. 6 (a), (c),
whereas the other branch has an overweight on the central res-
onance, Fig. 6 (b), (d), albeit the central resonance cannot be
clearly resolved.

In fact, the central resonance cannot be identified as a sin-
gle resonance under the given conditions, since the electronic
density comprises four distinct peaks. The four resonances
can be found as the solutions to real parts of the two equations
ω− ε0 − (3±2

√
2)u2

0Σ̃r
0 = 0, of which the + (−) equation pro-

vides the resonances which are more heavily weighted on the
side (central) resonances. In this sense, each equation corre-
sponds to one of the two spin branches and despite the mix-
ing between these, one can identify a slight discrimination be-
tween them.

In this configuration, the induced molecular magnetic mo-
ment can be written 〈Mmol〉 =M(x̂ + ẑ), where the factor M
is provided by the integral

M =

√
2

4

∑
s=±1

∫
s f (ω)

ω−ε0− (3 + s2
√

2)u2
0Σ̃r

0

dω
2π

. (16)

Again, we can identify a cross-over temperature Txo at which
the total moment changes sign from positive to negative,
which can be seen in Fig. 7, in which the factor M is plot-
ted as a function of the temperature, for different phonon ve-
locities. The mechanism for this sign change is the same as
in the previous configuration. Whereas one spin-projection
becomes more or less fully occupied already at low tempera-
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FIG. 7. Induced magnet moment as a function of the thermal en-
ergy 1/β, for the set-up ε0 = 0.1, u0q = 0.01, u1q = 0.01(x̂ + ẑ), and
phonon velocity (blue) c = 0.001, (red) c = 0.005, (black) c = 0.01,
and (green) c = 0.05 [units: meV].

ture and the other is only partially occupied, the latter tends to
become increasingly occupied with the temperature and even-
tually dominates the overall magnetic moment. It can also be
observed that the total magnetic moment increases when the
z-component is added to the already existing x-component of
the interaction parameter u1q. This observation is, however,
trivial due to the increased number of scattering channels that
are opened.

A more important, and also interesting observation that may
be done, is that the temperature for the sign change of the mag-
netic moment appears to be universal and independent of the
phonon velocity, see Figs. 5, 7. This property is not surprising
when considering that the sign change is a result of the com-
petition between the two contributions, c.f., Eqs. (14), (16).
The two contributions have equal temperature dependencies
irrespective of the phonon velocity which, therefore, leads to
that the specific phonon distribution does not impact the tem-
perature at which the two contributions cancel. Should the
two contributions, on the other, have unequal dependencies
on the phonon distribution, then the cross-over temperature
may vary with, e.g., the phonon velocity. Currently, we are
not aware of which type of electron-phonon interactions that
would cause such inhomogenous temperature dependencies,
however, it is possible that structures in which the phonons

modes are strongly anisotropic would open up for such prop-
erties.

In summary, we have theoretically investigated the influ-
ence of combined interactions on a localized level and demon-
strated that an electronic state may become spin-polarized
when coupled to reservoirs. We show that a system which
is non-magnetic whenever isolated from an surrounding envi-
ronment, may spin-polarize when a connection to such envi-
ronment is made. The system may spin-polarize if there are,
at least, two types of interactions of which at least one has an
intrinsic spin-dependence associated with it. Formally, an in-
teraction that can be expressed as V0σ

0 and V1 ·σ, changes
the electronic spectrum by (V0σ

0 +V1 ·σ)2 = (V2
0 + |V1|

2)σ0 +

2V0V1 · σ. Hence, the electronic spectrum becomes spin-
dependent if and only if both V0 and V1 are non-zero. Under
those conditions, there is a potential for the system to acquire
a non-vanishing magnetic moment.

As a corollary, we develop a theory for temperature-
dependent magnetization in a molecule. We show that spin-
dependent inelastic scattering, e.g., off phonons which may
arise due to spin-orbit coupling [33], leads to breaking of the
time-reversal symmetry. For this, we employ an unconven-
tional treatment of electron scatterings off phonons by taking
into account both the charge-phonon and spin-phonon cou-
plings. While none of these coupling individually break the
electronic spin degeneracy, our findings show that the com-
bination of the two leads to a splitting of the spin channels.
The effect we consider, which results in non-conserved energy
collisions, originates from the interplay between spin-orbit
coupling and vibrational modes. We, furthermore, demon-
strate that the inelastic scattering does induce a non-zero mag-
netic moment of the initially unpolarized molecule, a mo-
ment which magnitude increases with temperature, however,
changes sign at a cross-over temperature. The sign change of
the magnetic moment can be explained in terms of competing
influences from the relevant interactions.

Despite that we are currently aware of experimental results
which comply with our theoretical discussion [8, 18, 19, 22,
28, 29], it would intriguing to consider the effects under more
extreme conditions, for instance, measurements of magneti-
cally asymmetric thermopower or using magnetic force mi-
croscopy to measure asymmetric forces of chiral molecules
attached to surface.
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Sönnichsen, F. D.; Tuczek, F.; Herges, R. Magnetic Bistability
of Molecules in Homogeneous Solution at Room Temperature.
Science 2011, 331, 445–448.

[3] Mannini, M.; Pineider, F.; Danieli, C.; Totti, F.; Sorace, L.;
Sainctavit, P.; Arrio, M. A.; Otero, E.; Joly, L.; Cezar, J. C.
et al. Quantum tunnelling of the magnetization in a monolayer
of oriented single-molecule magnets. Nature 2010, 468, 417–

421.
[4] Khajetoorians, A. A.; Wiebe, J.; Chilian, B.; Lounis, S.;
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