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Abstract. Some years ago, the harmonic polynomial was intro-
duced in order to understand better the harmonic topological index;
for instance, it allows to obtain bounds of the harmonic index of the
main products of graphs. Here, we obtain several properties of this
polynomial, and we prove that several properties of graphs can be
deduced from their harmonic polynomials. Also, we show that two
graphs with the same harmonic polynomial have to be similar.
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1. Introduction

A topological descriptor is a single number that represents a chemical
structure in graph-theoretical terms via the molecular graph, they play a
significant role in mathematical chemistry especially in the QSPR/QSAR
investigations. A topological descriptor is called a topological index if it
correlates with a molecular property. Topological indices are used to un-
derstand physicochemical properties of chemical compounds, since they
capture some properties of a molecule in a single number. Hundreds of
topological indices have been introduced and studied, starting with the
seminal work by Wiener [29].

Within all topological indices ones of the most investigated are the de-
scriptors based on the valences of atoms in molecules (in graph-theoretical
notions degrees of vertices of graph). Among them, several indices are rec-
ognized to be useful tools in chemical researches. Probably, the best know
such descriptor is the Randić connectivity index (R) [23]. There are more
than thousand papers and a couple of books dealing with this molecular
descriptor (see, e.g., [11], [19], [20], [25], [26] and the references therein).
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During many years, scientists were trying to improve the predictive power
of the Randić index. This led to the introduction of a large number of
new topological descriptors resembling the original Randić index. Two of
the main successors of the Randić index are the first and second Zagreb
indices, denoted by M1 and M2, respectively, defined as

M1(G) =
∑

uv∈E(G)

(du + dv) =
∑

u∈V (G)

d2u, M2(G) =
∑

uv∈E(G)

dudv,

where uv denotes the edge of the graph G connecting the vertices u and
v, and du is the degree of the vertex u. These indices have attracted
growing interest, see e.g. [1], [2], [9], [21] (in particular, they are included
in a number of programs used for the routine computation of topological
indices).

Another remarkable topological descriptor is the harmonic index, de-
fined in [7] as

H(G) =
∑

uv∈E(G)

2

du + dv
.

This index has attracted a great interest in the lasts years (see, e.g., [3],
[8], [24], [30], and [32]).

With motivation from the first Zagreb and harmonic indices, general

sum-connectivity index χα was defined by Zhou and Trinajstić in [33] as

χα(G) =
∑

uv∈E(G)

(du + dv)
α,

with α ∈ R. Note that χ
1
is the first Zagreb indexM1, 2χ

−1
is the harmonic

index H , χ
−1/2

is the sum-connectivity index, etc. Some mathematical

properties of the general sum-connectivity index were given in [4], [24],
[32], [33] and [34].

In [17] the harmonic polynomial of a graph G is defined as

H(G, x) :=
∑

uv∈E(G)

xdu+dv−1,

and the harmonic polynomials of some graphs are computed. The harmonic
polynomials of the line of some graphs are computed in [22]. In [15] this
polynomial was used in order to obtain bounds of the harmonic index of
the main products of graphs.

This polynomial gets its name from the fact that 2
∫ 1

0
H(G, x) dx =

H(G).
If G1 and G2 are disjoint graphs, then

H(G1 ∪G2, x) = H(G1, x) +H(G2, x).

Hence, considering connected graphs is not a restrictive condition.
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The characterization of any graph by a polynomial is one of the open
important problems in graph theory. In recent years there have been many
works on graph polynomials (see, e.g., [27] and the references therein).
The research in this area has been largely driven by the advantages of-
fered by the use of computers: it is simpler to represent a graph by a
polynomial (a vector with dimension O(n)) than by the adjacency matrix
(an n× n matrix). Some parameters of a graph allow to define polynomi-
als related to a graph. Although several polynomials are interesting since
they compress information about the graph’s structure, unfortunately, the
well-known polynomials do not solve the problem of the characterization
of any graph, since there are often non-isomorphic graphs with the same
polynomial.

Throughout this paper, G = (V,E) = (V (G), E(G)) denotes a (non-
oriented) finite simple (without multiple edges and loops) graph without
isolated vertices (every vertex has at least a neighbor). The main aim
of this paper is to obtain several properties of the harmonic polynomial.
We prove that several properties of graphs can be obtained from their
harmonic polynomials: Corollary 2.8 characterizes regular and biregular
graphs in terms of the zeros of their harmonic polynomials; Theorem 2.11
gives information about the connectedness, the diameter and the girth (the
minimum length of the cycles) of a graph in terms of the degree of its
harmonic polynomial; Proposition 2.20 shows that the cardinality of the set
of pendant paths in a graph is precisely the coefficient of x2 in its harmonic
polynomial. Besides, Theorems 2.15, 2.16 and 2.17 relate the number of
non-zero coefficients of the harmonic polynomial with the degree sequence
of the polynomial. Theorem 2.24 shows that two graphs with the same
harmonic polynomial have to be similar.

2. Main results

The following result appears in [17, Proposition 1].

Proposition 2.1. If G is a k-regular graph with m edges, then H(G, x) =
mx2k−1.

Propositions 2, 4, 5, 7 in [17] have the following consequences on the
graphs: Kn (the complete graph with n vertices), Cn (the cycle with n ≥ 3
vertices), Qn (the n-dimensional hypercube), Kn1,n2

(the complete bipar-
tite graph with n1 + n2 vertices), Pn (the path graph with n vertices) and
Wn (the wheel graph with n ≥ 4 vertices).
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Proposition 2.2. We have

H(Kn, x) =
1

2
n(n− 1)x2n−3, H(Cn, x) = nx3,

H(Qn, x) = n2n−1x2n−1, H(Kn1,n2
, x) = n1n2x

n1+n2−1,

H(Pn, x) = 2x2 + (n− 3)x3, H(Wn, x) = (n− 1)(xn+1 + x5).

Given a graph G, the line graph L(G) of G is a graph which has a vertex
we ∈ V (L(G)) for each edge e ∈ E(G), and an edge joining wei and wej

when ei and ej share a vertex (i.e., L(G) is the intersection graph of E(G)).
It is easy to check that if uv ∈ E(G), then the degree of wuv ∈ V (L(G)) is
du + dv − 2.

Line graphs were initially introduced in the papers [28] and [18], although
the terminology of line graph was used in [14] for the first time. They are
an active topic of research at this moment.

In the same paper, where Zagreb indices were introduced, the forgotten

topological index (or F-index ) is defined as

F (G) =
∑

uv∈E(G)

(d2u + d2v) =
∑

u∈V (G)

d3u.

Both the forgotten topological index and the first Zagreb index were em-
ployed in the formulas for total π-electron energy in [13], as a measure of
branching extent of the carbon-atom skeleton of the underlying molecule.
However, this index never got attention except recently, when Furtula and
Gutman in [10] established some basic properties of the F-index and showed
that its predictive ability is almost similar to that of first Zagreb index and
for the entropy and acetic factor, both of them yield correlation coefficients
greater than 0.95.

Our first result shows that we can obtain information about the graph
from the values of the harmonic polynomial (and its derivatives) at the
point 1.

Proposition 2.3. If G is a graph with n vertices, m edges, maximum

degree ∆ and minimum degree δ, then:

• H(G, 1) = m,

• H ′(G, 1) +H(G, 1) = M1(G),
• H ′′(G, 1)− 2H(G, 1) = F (G) + 2M2(G)− 3M1(G),
• H ′′(G, 1) + 2H(G, 1) = M1(L(G)) +M1(G),
• 2H(G, 1)/∆ ≤ n ≤ 2H(G, 1)/δ.

Proof. First of all, H(G, 1) =
∑

uv∈E(G) 1 = m. Also,

H ′(G, 1) =
∑

uv∈E(G)

(du + dv)−
∑

uv∈E(G)

1 = M1(G)−H(G, 1),
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and

H ′′(G, 1) =
∑

uv∈E(G)

(d2u + d2v) + 2
∑

uv∈E(G)

dudv − 3
∑

uv∈E(G)

(du + dv) +
∑

uv∈E(G)

2

= F (G) + 2M2(G) − 3M1(G) + 2H(G, 1),

H ′′(G, 1) =
∑

uv∈E(G)

(du + dv − 2)(du + dv − 2) +
∑

uv∈E(G)

(du + dv − 2)

=
∑

uv∈E(G)

(du + dv − 2)2 +
∑

uv∈E(G)

(du + dv)−
∑

uv∈E(G)

2

= M1(L(G)) +M1(G)− 2H(G, 1).

The inequalities δn ≤ 2m ≤ ∆n and the first item imply the fifth one.
�

Proposition 2.1 shows that any two k-regular graphs with the same car-
dinality of edges, have the same harmonic polynomial. It is natural to ask
the following question: How many graphs can be characterized by their
harmonic polynomials? This is a very difficult question, but there are par-
tial answers: Proposition 2.3 gives that graphs with different cardinality
of edges have different harmonic polynomials. This fact has the following
interesting consequence.

Corollary 2.4. If Γ is a proper subgraph of the graph G, then H(Γ, x) 6=
H(G, x).

Also, Theorem 2.24 will show that two graphs with the same harmonic
polynomial have to be similar, in some sense.

For each positive integer k, let us define the polynomial

Qk(x) := (x− 1)(x− 2) · · · (x− k) = xk +

k−1
∑

j=0

ak,jx
j .

Note that Vieta’s formulas allow to compute these coefficients ak,j in a very
simple way:

ak,k−j = (−1)j
∑

1≤i1<i2<···<ij≤k

i1i2 · · · ij.

In particular, we have ak,k−1 = − 1
2 k(k + 1) and ak,0 = (−1)kk!.

Proposition 2.5. If G is a graph and k is a positive integer, then

H(k)(G, 1) = χk(G) +
k−1
∑

j=0

ak,jχj(G).
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Proof. We have

H(k)(G, x) =
∑

uv∈E(G)

(du + dv − 1)(du + dv − 2) · · · (du + dv − k)xdu+dv−k−1

=
∑

uv∈E(G)

Qk(du + dv)x
du+dv−k−1,

H(k)(G, 1) =
∑

uv∈E(G)

Qk(du + dv) =
∑

uv∈E(G)

(du + dv)
k +

k−1
∑

j=0

∑

uv∈E(G)

ak,j(du + dv)
j

= χk(G) +

k−1
∑

j=0

ak,jχj(G).

�

As usual, we denote by Deg p(x) the degree of the polynomial p(x),
and by Degmin p(x) the minimum degree of their monomials with non-zero
coefficients.

Given a graph G, we have

DegH(G, x) = max
{

du + dv − 1 | uv ∈ E(G)
}

,
DegminH(G, x) = min

{

du + dv − 1 | uv ∈ E(G)
}

.

Recall that a biregular graph is a bipartite graph for which any vertex in
one side of the given bipartition has degree ∆ and any vertex in the other
side of the bipartition has degree δ. We say that a graph is (∆, δ)-biregular
if we want to write explicitly the maximum and minimum degrees.

Proposition 2.6. If G is a graph, then:

• H(k)(G, x) ≥ 0 for every k ≥ 0, x ∈ [0,∞) and du + dv − 1 ≥ k,
• H(G, x) > 0 on (0,∞) and H(G, x) is strictly increasing on [0,∞),
• H(G, x) is strictly convex on [0,∞) if and only if G is not isomor-

phic to a union of path graphs P2.

Proof. Since every coefficient of the polynomial H(G, x) is non-negative,
the first statement holds.

Since DegminH(G, x) ≥ 2δ−1 ≥ 1, we haveH(G, x) > 0 andH ′(G, x) >
0 on (0,∞).

A graph G is not isomorphic to a union of path graphs P2 if and only if
du+dv ≥ 3 for some edge uv ∈ E(G); this happens if and only if G satisfies
DegH(G, x) ≥ 2; and this is equivalent to H ′′(G, x) > 0 on (0,∞). �

Let us denote by G the set of all regular and biregular connected graphs.
We say that a set of graphs {Gi}ki=1, such that Gi has maximum degree
∆i and minimum degree δi for each 1 ≤ i ≤ k, is coherent if Gi ⊂ G for
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every 1 ≤ i ≤ k, and ∆i + δi = ∆j + δj for every 1 ≤ i, j ≤ k. We say that
a graph is coherent if the set of its connected components is coherent.

Given a graph G and a vertex v ∈ V (G), we denote by N(v) the set of
neighbors of v.

Theorem 2.7. Let G be a graph. x = 0 is the unique zero of H(G, x) if

and only if G is coherent.

Proof. If G is coherent, let us consider the set of its connected components
{Gi}ki=1. For each 1 ≤ i ≤ k, Gi is either a regular or a biregular graph with
mi edges, maximum degree ∆i and minimum degree δi; hence, H(Gi, x) =
mix

∆i+δi−1. So, m = m1 + · · · + mk is the cardinality of edges of G,
H(G, x) = mx∆1+δ1−1 and x = 0 is the unique zero of H(G, x).

Assume now that x = 0 is the unique zero of H(G, x); thus, H(G, x) =
axb−1 for some positive integers a, b, and du + dv = b for every uv ∈ E(G).
Let us consider the set of connected components {Gi}ki=1 of G. Fix 1 ≤
i ≤ k, and denote by ∆i and δi the maximum and minimum degrees of G,
respectively. Thus, for each fixed vertex u ∈ V (Gi) we have dv = b − du
for every uv ∈ E(Gi), and every v ∈ N(u) has the same degree b − du.
In a similar way, if w ∈ N(v), then dw = b − dv = du. Since Gi is a
connected graph, Gi is either regular (if ∆i = δi) or biregular (if ∆i 6= δi),
and Gi ⊂ G. Since ∆i + δi = b for every 1 ≤ i ≤ k, we conclude that G is
coherent. �

The following consequence of Theorem 2.7 shows that it is possible to
characterize regular and biregular connected graphs in terms of the zeros
of their harmonic polynomials.

Corollary 2.8. Let G be a connected graph. x = 0 is the unique zero of

H(G, x) if and only if G is either a regular or a biregular graph.

The next result provides bounds of the harmonic index in terms of the
values of the harmonic polynomial at the points 1 and 1/2.

Proposition 2.9. If G is a graph, then

H(G) ≥ 2H(G, 1/2),

and the equality in each inequality is attained if and only if G is isomorphic

to a union of path graphs P2.

Proof. Hermite-Hadamard’s inequality states that if f : [0, 1] → R is a
convex function, then

(2.1) f(1/2) ≤
∫ 1

0

f(x) dx,

and if f is strictly convex, then the inequality is strict.
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If G is not isomorphic to a union of path graphs P2, then Proposition
2.6 gives that H(G, x) is a strictly convex function. Thus, (2.1) gives the
result. If G is isomorphic to a union of m path graphs P2, then H(G) = m,
H(G, x) = mx, H(G, 1/2) = m/2. Thus, 2H(G, 1/2) = H(G). �

We say that a vertex v ∈ V (G) in the graph G is dominant if N(v) =
V (G) \ {v}.
Proposition 2.10. Let G be a graph with n vertices, maximum degree ∆
and minimum degree δ. Then:

• x = 0 is a zero of H(G, x) with multiplicity DegminH(G, x), where
2δ − 1 ≤ DegminH(G, x) ≤ DegH(G, x) ≤ 2∆− 1,

• DegH(G, x) ≤ 2n − 3, and DegH(G, x) = 2n − 3 if and only if

there are at least two dominant neighbors in G,

• if Γ is a subgraph of G, then DegH(Γ, x) ≤ DegH(G, x) and

DegminH(Γ, x) ≤ DegminH(G, x).

Proof. Since

H(G, x) =

DegH(G,x)
∑

j=Deg
min

H(G,x)

cj x
j ,

for some constants cj , x = 0 is a zero ofH(G, x) with multiplicity DegminH(G, x).
Since each j in the previous sum can be written as du + dv − 1 for some
uv ∈ E(G), we have 2δ − 1 ≤ DegminH(G, x) ≤ DegH(G, x) ≤ 2∆− 1.

Since ∆ ≤ n−1, we have DegH(G, x) ≤ 2n−3. We have DegH(G, x) =
2n− 3 if and only if there is an edge uv ∈ E(G) with du = dv = n− 1, and
this holds is and only if u, v are dominant vertices in G.

Let Γ be a subgraph of G. The last statement holds, since the degree of
a vertex in Γ is at most its degree in G. �

The next result allows to obtain information about the connectedness,
diameter and girth of a graph (the minimum length of its cycles) in terms
of the degree of its harmonic polynomial.

Theorem 2.11. Let G be a graph with n vertices. If DegH(G, x) ≥ n, then
g(G) = 3. Furthermore, if G is a triangle-free graph and DegH(G, x) =
n− 1, then G is a connected graph and diamG ≤ 3.

Proof. Since g(G) = 3 if and only if G is not triangle-free, it suffices to
prove that if G is a triangle-free graph, then DegH(G, x) ≤ n− 1. Since G
is a triangle-free graph, then N(u)∩N(v) = ∅ for every uv ∈ E(G). Hence,
du + dv ≤ n for every uv ∈ E(G), and DegH(G, x) ≤ n− 1.

Assume that G is a triangle-free graph and DegH(G, x) = n− 1. Thus,
there is an edge uv ∈ E(G) with du + dv = n. Since N(u) ∩ N(v) = ∅,
we have N(u) ∪ N(v) = V (G) and d(w, {u, v}) ≤ 1 for every w ∈ V (G).
Consequently, diamG ≤ 3 and G is a connected graph. �
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Denote by K(p(x)) the number of non-zero coefficients of the polynomial
p(x).

Theorem 2.12. Let G be a graph with m edges. Then:

• 1 ≤ K(H(G, x)) ≤ m,

• K(H(G, x)) = 1 if and only if G is coherent,

• K(H(G, x)) = m if and only if G is isomorphic to P2.

Proof. The first item is easy to see.
The proof of Theorem 2.7 gives thatG is coherent if and only ifH(G, x) =

axb−1 for some positive integers a, b, and this is equivalent toK(H(G, x)) =
1.

If G is isomorphic to the path graph P2, then it is a regular graph with
just an edge, and the previous item gives K(H(G, x)) = 1 = m.

Assume now that G is not isomorphic to P2. We consider several cases.
(1) G is connected. Thus, 3 ≤ du+dv ≤ m+1 for every uv ∈ E(G), i.e.,

2 ≤ du + dv − 1 ≤ m. Since the m values of du + dv − 1 belong to a set of
m − 1 integers, there are two edges with the same value and we conclude
that K(H(G, x)) ≤ m− 1.

(2) G is not connected. So, G has connected components G1, . . . , Gk,
with k ≥ 2. Denote by mi the cardinality of the edges of Gi, thus m =
m1 + · · ·+mk.

(2.1) Assume that there exists some 1 ≤ j ≤ k such that Gi is not
isomorphic to P2. So, (1) gives that K(H(Gj , x)) ≤ mj − 1, and this
inequality and the first item give

K(H(G, x)) ≤
k
∑

i=1

K(H(Gi, x)) ≤
k
∑

i=1

mi − 1 = m− 1.

(2.2) Assume that Gi is isomorphic to P2 for every 1 ≤ i ≤ k. So,
m = k ≥ 2,

H(G, x) =
m
∑

i=1

H(Gi, x) =
m
∑

i=1

x = mx,

and K(H(G, x)) = 1 ≤ k − 1 < m. �

Theorem 2.12 has the following consequence.

Corollary 2.13. If G is a graph with m ≥ 2 edges, then 1 ≤ K(H(G, x)) ≤
m− 1.

Proposition 2.14. Let G be a graph with n vertices, m edges, maximum

degree ∆ and minimum degree δ. Then:

• K(H(G, x)) ≤ DegH(G, x) −DegminH(G, x) + 1,
• K(H(G, x)) ≤ min{ 2∆− 2δ + 1, m− 2δ + 2},
• if G is a triangle-free graph, then K(H(G, x)) ≤ n− 2δ + 1.
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Proof. The first item holds since there are constants cj with

H(G, x) =

DegH(G,x)
∑

j=Deg
min

H(G,x)

cj x
j ,

The first item and the bounds in Proposition 2.10 give

K(H(G, x)) ≤ 2∆− 2δ + 1.

Since du + dv ≤ m + 1 for every uv ∈ E(G), we have DegH(G, x) ≤ m.
This inequality, the first item and the first item in Proposition 2.10 give
K(H(G, x)) ≤ m− 2δ + 2.

The third item is a consequence of the first one, the first item in Propo-
sition 2.10 and Theorem 2.11. �

Given a graph G, we say that {du}u∈V (G) is the degree sequence of G
(if dv1 = dv2 for some v1, v2 ∈ V (G), then the value dv1 = dv2 appears just
once in {du}u∈V (G)).

Let us denote by ⌈t⌉ the upper integer part of t ∈ R, i.e., the smallest
integer greater or equal than t.

Theorem 2.15. Let G be a graph. The following statements hold:

• if the degree sequence of G has at most r terms, then

K(H(G, x)) ≤ r(r + 1)

2
,

• if K(H(G, x)) ≥ s, then the degree sequence of G has at least
⌈
√
8s+ 1− 1

2

⌉

terms.

Proof. If the degree sequence of G has at most r terms, then the set of
different values du + dv has cardinality at most r(r+1)/2 (2-combinations
with repetition of a set of r elements). Thus, K(H(G, x)) ≤ r(r + 1)/2.

Assume that K(H(G, x)) = S ≥ s, and denote by r the cardinality of
the degree sequence of G. The first item gives

s ≤ S ≤ r(r + 1)

2
, r2 + r − 2s ≥ 0, r ≥

√
8s+ 1− 1

2
,

and we obtain the desired inequality since r is an integer. �

One can think that it might be possible to obtain a lower bound for
K(H(G, x)) which is an increasing function of the cardinality of the degree
sequence of G. However, this is not possible, as the following result shows.

Theorem 2.16. Let G be a connected graph with a degree sequence of

cardinality r.
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• If r ≤ 2, then K(H(G, x)) ≥ 1.
• If r > 2, then K(H(G, x)) ≥ 2.

Furthermore, the bounds are sharp for each r.

Proof. The first statement is a consequence of Theorem 2.12.
Assume that r > 2. Since G is connected, there exist a path γ =

{u1, u2, . . . , uk} in G and three vertices in V (G)∩ γ with different degrees.
Without loss of generality one can assume that

du1
/∈ {du2

, . . . , duk
} and duk

/∈ {du1
, . . . , duk−1

},
since otherwise u1 and/or uk can be removed from γ, and a shorter path
with the same property is obtained. Also, we can assume that du2

= du3
=

· · · = duk−2
= duk−1

. Thus, du1
+ du2

6= du2
+ duk

= duk−1
+ duk

and, since
u1u2, uk−1uk ∈ E(G), we conclude K(H(G, x)) ≥ 2.

If G is a star graph with n vertices, then the degree sequence is {1, n−1};
thus r = 1 if n = 2, and r = 2 if n > 2. Since H(G, x) = (n − 1)xn−1, we
have K(H(G, x)) = 1.

Consider the sequence {1, 2, . . . , r} with r > 2. We are going to define
a graph Tr (in fact, Tr is a tree) with degree sequence {1, 2, . . . , r} and
K(H(Tr, x)) = 2. Let us consider the (ordered) sequence {a1, a2, . . . , ar}
obtained as a permutation of {1, 2, . . . , r} in the following way. If r is even,
then

{

a1, a2, . . . , ar
}

=
{r

2
+ 1,

r

2
,
r

2
+ 2,

r

2
− 1, . . . , r − 1, 2, r, 1

}

.

If r is odd, then
{

a1, a2, . . . , ar
}

=

=
{r + 1

2
,
r + 1

2
+ 1,

r + 1

2
− 1,

r + 1

2
+ 2,

r + 1

2
− 2, . . . , r − 1, 2, r, 1

}

.

In both cases we have that aj+aj+1 is either r+1 or r+2 for each 1 ≤ j < r.
Consider a point v1, which will be the root of Tr. We define Tr inductively
on the distance j from v1. We join v1 with a1 vertices (at distance 1 from
v1). If u ∈ V (Tr) with dTr (u, v1) = j − 1 for some 1 < j < r, then we join
u with aj − 1 vertices (at distance j from v1). Note that if u ∈ V (Tr), then
dTr (u, v1) = j − 1 for some 1 ≤ j < r and du = aj . If uv ∈ E(Tr), then
without loss of generality we can assume that there exists 1 ≤ j < r with
dTr (u, v1) = j − 1 and dTr (v, v1) = j. Therefore, du + dv = aj + aj+1 is
either r + 1 or r + 2, and so K(H(Tr, x)) = 2. �

Theorem 2.17. Let G be a graph.

• If some connected component of G has a degree sequence of cardi-

nality r > 2, then K(H(G, x)) ≥ 2.
• For each r ≥ 1, there exists a graph with a degree sequence of

cardinality r and K(H(G, x)) = 1.
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Proof. If there is a connected component Gi of G with degree sequence
of cardinality r > 2, then Theorem 2.16 gives K(H(Gi, x)) ≥ 2, and
K(H(G, x)) ≥ K(H(Gi, x)) ≥ 2.

Fix any r ≥ 1.
If r is even, then define Gr as the union of the complete bipartite graphs

K1,r,K2,r−1, . . . ,Kr/2−1,r/2+2,Kr/2,r/2+1.

If r is odd, then define Gr as the union of the complete bipartite graphs

K1,r,K2,r−1, . . . ,K(r+1)/2−1,(r+1)/2+1,K(r+1)/2,(r+1)/2.

In both cases, the degree sequence of Gr has cardinality r. If m denotes
the cardinality of E(Gr), then H(Gr, x) = mxr and K(H(Gr, x)) = 1. �

Given a graph G, we say that the degree sequence of G is even (re-
spectively, odd) if {du}u∈V (G) is a subset of the even (respectively, odd)
integers.

Proposition 2.18. Let G be a graph. Then H(G, x) is an odd function if

and only if the degree sequence of each connected component of G is either

even or odd.

Proof. If the degree sequence of each connected component of G is either
even or odd, then du + dv − 1 is odd for every uv ∈ E(G). Since every
exponent in H(G, x) is odd, H(G, x) is an odd function.

Assume now that H(G, x) is an odd function. Thus, du + dv is even for
every uv ∈ E(G). Let us consider any fixed connected component Gi of
G. If there is a vertex u ∈ V (Gi) such that du is even, then dv is even
for every v ∈ N(u). Since Gi is a connected graph, we conclude that the
degree sequence of Gi is even. The same argument gives that if there is a
vertex u ∈ V (Gi) with du odd, the degree sequence of Gi is odd. �

We say that the graph G has alternated degree if du and dv have different
oddity for every u, v ∈ V (G) with uv ∈ E(G).

From the above definition, the following result is obtained.

Proposition 2.19. Let G be a graph. Then H(G, x) is an even function

if and only if G has alternated degree.

An edge in a graph is said to be pendant if one of its vertices has degree
1. A path with length two in a graph is said to be a pendant path if it
contains a pendant edge and a non-pendant edge.

Proposition 2.20. Let G be a graph. Then, the cardinality of the pendant

paths in G is the coefficient of x2 in H(G, x).

Proof. There is a bijective correspondence between the pendant paths in
G and the edges uv ∈ E(G) with du = 1 and dv = 2 (i.e., du + dv − 1 = 2).
This gives the result. �
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There are inequalities involving the harmonic and the first Zagreb indices
([16], [31, Theorem 2.5], [12, p.234]):

Theorem 2.21. Let G be a graph with m edges, maximum degree ∆ and

minimum degree δ. Then

2m2

M1(G)
≤ H(G) ≤ (∆ + δ)2m2

2∆δM1(G)
.

The equality in the lower bound is attained if and only if du + dv is a

constant for every uv ∈ E(G). The equality in the upper bound is attained

if G is regular.

We will use Theorem 2.21 in the proof of Proposition 2.22 below.

Considering the Zagreb indices, Fath-Tabar [6] defined the first Zagreb
polynomial as

M1(G, x) :=
∑

uv∈E(G)

xdu+dv .

The harmonic and the first Zagreb indices are related by Theorem 2.21.
Moreover, the harmonic and the first Zagreb polynomials are related by
the equality M1(G, x) = xH(G, x).

The next result provides more bounds of DegminH(G, x) and DegH(G, x).

Proposition 2.22. Let G be a graph with n vertices, m edges, maximum

degree ∆ and minimum degree δ. Then,

2δ−1 ≤ DegminH(G, x) ≤ H ′(G, 1)

m
,

4m

n
−1 ≤ DegH(G, x) ≤ 2∆−1.

Proof. The inequality H(G) ≤ n/2 is a well-known upper bound for the
harmonic index. Theorem 2.21 gives the lower bound H(G) ≥ 2m2/M1(G).
Given j ∈ N, let us define cj = cj(G) as the cardinality of the set {uv ∈
E(G) | du + dv − 1 = j}. We can write

H(G, x) =

DegH(G,x)
∑

j=Deg
min

H(G,x)

cjx
j , with

DegH(G,x)
∑

j=Deg
min

H(G,x)

cj = m.
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Thus, we have

n

2
≥ H(G) = 2

∫ 1

0

H(G, x) dx =

DegH(G,x)
∑

j=Deg
min

H(G,x)

2cj
j + 1

≥
DegH(G,x)

∑

j=Deg
min

H(G,x)

2cj
DegH(G, x) + 1

=
2m

DegH(G, x) + 1
,

DegH(G, x) ≥ 4m

n
− 1,

2m2

M1(G)
≤ H(G) =

DegH(G,x)
∑

j=Deg
min

H(G,x)

2cj
j + 1

≤ 2m

DegminH(G, x) + 1
,

DegminH(G, x) ≤ M1(G)

m
− 1 =

M1(G)−m

m
=

H ′(G, 1)

m
.

Proposition 2.10 provides the other inequalities. �

The next result allows to bound the harmonic index of a graph by using
several parameters of its harmonic polynomial.

Given a graph G, let us denote by cmin(G) and cmax(G) the coefficients
of xDeg

min
H(G,x) and xDegH(G,x) in H(G, x), respectively.

Proposition 2.23. Let G be a graph with m edges. Then,

2cmin(G)

DegminH(G, x) + 1
+

2m− 2cmin(G)

DegH(G, x) + 1
≤ H(G) ≤

≤ 2cmax(G)

DegH(G, x) + 1
+

2m− 2cmax(G)

DegminH(G, x) + 1
.

Proof. As in the proof of Proposition 2.22, we obtain

H(G) = 2

∫ 1

0

H(G, x) dx =

DegH(G,x)
∑

j=Deg
min

H(G,x)

2cj
j + 1

.
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Hence,

H(G) =
2cmin(G)

DegminH(G, x) + 1
+

DegH(G,x)
∑

j=Deg
min

H(G,x)+1

2cj
j + 1

≥ 2cmin(G)

DegminH(G, x) + 1
+

DegH(G,x)
∑

j=Deg
min

H(G,x)+1

2cj
DegH(G, x) + 1

=
2cmin(G)

DegminH(G, x) + 1
+

2m− 2cmin(G)

DegH(G, x) + 1
,

H(G) =
2cmax(G)

DegH(G, x) + 1
+

DegH(G,x)−1
∑

j=Deg
min

H(G,x)

2cj
j + 1

≤ 2cmax(G)

DegH(G, x) + 1
+

DegH(G,x)−1
∑

j=Deg
min

H(G,x)

2cj
DegminH(G, x) + 1

=
2cmax(G)

DegH(G, x) + 1
+

2m− 2cmax(G)

DegminH(G, x) + 1
.

�

Although two non-isomorphic graphs can have the same harmonic poly-
nomial, Theorem 2.24 below shows that two graphs with the same harmonic
polynomial have to be similar.

For each function µ : N → (0,∞), let us define its associated topological
indices

Tµ(G) =
∑

uv∈E(G)

µ(du + dv) , Uµ(G) =
∏

uv∈E(G)

µ(du + dv) .

In particular, if µ(t) = tα, then Tµ = χα. The modified first multiplicative

Zagreb index is defined in [5] by Π∗
1(G) =

∏

uv∈E(G)(du+dv) . In particular,

if µ(t) = t, then Uµ = Π∗
1.

Theorem 2.24. If two graphs G1 and G2 have the same harmonic poly-

nomial, then Tµ(G1) = Tµ(G2) and Uµ(G1) = Uµ(G2) for every function

µ : N → (0,∞). In particular, χα(G1) = χα(G2) for every α ∈ R, and

Π∗
1(G1) = Π∗

1(G2).

Proof. As in the proof of Proposition 2.22, given a graph G and j ∈ N, we
define cj(G) as the cardinality of the set {uv ∈ E(G) | du + dv − 1 = j}.
Thus, H(G, x) =

∑

j cj(G)xj . If H(G1, x) = H(G2, x), then cj(G1) =

cj(G2) for every j ∈ N. Since Tµ(G) =
∑

j cj(G)µ(j + 1) and Uµ(G) =
∏

j µ(j + 1)cj(G) for every function µ : N → (0,∞), we conclude that

Tµ(G1) = Tµ(G2) and Uµ(G1) = Uµ(G2). �
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We want to remark that if we consider a function µ : N → C in the
definition Tµ, then the argument in the proof of Theorem 2.24 also works.
Thus, we can consider a family of functions {µz}, where z is a complex
variable, and we can define for each graph G the complex function FG(z) :=
Tµz (G). So, if two graphs G1 and G2 have the same harmonic polynomial,
then the complex functions FG1

(z) and FG1
(z) are the same. This holds,

in particular, for the holomorphic function FG(z) :=
∑

uv∈E(G)(du + dv)
z .
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[8] O. Favaron, M. Mahéo, J. F. Saclé, Some eigenvalue properties in graphs (conjec-

tures of Graffiti-II), Discr. Math. 111 (1993) 197–220.
[9] B. Furtula, I. Gutman, S. Ediz, On difference of Zagreb indices, Discr. Appl. Math.

178 (2014) 83–88.
[10] B. Furtula, I. Gutman, A forgotten topological index, J. Math. Chem. 53 (4) (2015)

1184–1190.
[11] I. Gutman, B. Furtula (Eds.), Recent Results in the Theory of Randić Index, Univ.
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[24] J. M. Rodŕıguez, J. M. Sigarreta, New Results on the Harmonic Index and Its
Generalizations, MATCH Commun. Math. Comput. Chem. 78:2 (2017) 387–404.
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networks modelled by generalized Sierpinski graphs, MATCH Commun. Math.

Comput. Chem. 74 (2015) 145–160.
[27] Y. Shi, M. Dehmer, W. Li, I. Gutman (Eds.), Graph Polynomials, Series: Dis-

crete Mathematics and Its Applications, 2017, Chapman and Hall/CRC, Taylor
and Francis Group, Boca Raton, Florida, U.S.A.

[28] H. Whitney, Congruent graphs and the connectivity of graphs, Amer. J. Math. 54
(1932) 150–168.

[29] H. Wiener, Structural determination of paraffin boiling points, J. Am. Chem. Soc.

69 (1947) 17–20.
[30] R. Wua, Z. Tanga, H. Deng, A lower bound for the harmonic index of a graph with

minimum degree at least two, Filomat 27 (2013) 51–55.
[31] X. Xu, Relationships between harmonic index and other topological indices, Appl.

Math. Sci. 6(41) (2012) 2013–2018.
[32] L. Zhong, K. Xu, Inequalities between vertex-degree-based topological Indices,

MATCH Commun. Math. Comput. Chem. 71 (2014) 627–642.
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