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Abstract. Circuit diameters of polyhedra are a fundamental tool for studying the com-
plexity of circuit augmentation schemes for linear programming and for finding lower
bounds on combinatorial diameters. The main open problem in this area is the circuit
diameter conjecture, the analogue of the Hirsch conjecture in the circuit setting. A nat-
ural question is whether the well-known counterexamples to the Hirsch conjecture carry
over. Previously, Stephen and Yusun showed that the Klee-Walkup counterexample to
the unbounded Hirsch conjecture does not transfer to the circuit setting. Our main con-
tribution is to show that the original counterexamples for the other variants, for bounded
polytopes and using monotone walks, also do not transfer.

Our results rely on new observations on structural properties of these counterexamples.
To resolve the bounded case, we exploit the geometry of certain 2-faces of the polytopes
underlying all known bounded Hirsch counterexamples in Santos’ work. For Todd’s mono-
tone Hirsch counterexample, we provide two alternative approaches. The first one uses
sign-compatible circuit walks, and the second one uses the observation that Todd’s poly-
tope is anti-blocking. Along the way, we enumerate all linear programs over the polytope
and find four new orientations that contradict the monotone Hirsch conjecture, while the
remaining 7107 satisfy the bound.
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1 Introduction

Relating the diameter of a polyhedron to its dimension and its number of facets is a classical
topic in optimization. The combinatorial diameter of a polyhedron is the maximum length of
a shortest path between any two vertices in the graph (or 1-skeleton) of the polyhedron. The
famous Hirsch conjecture [12] claimed a bound of f — d on the combinatorial diameter of any
d-dimensional polyhedron with f facets. It was first disproved for unbounded polyhedra [27]
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and in a stronger setting requiring monotone walks [36], and only disproved much later for
polytopes [28/31], i.e., bounded polyhedra. Today, the arguably most important open question
in the field is the polynomial Hirsch conjecture, which asks whether there is a polynomial bound
on the diameter in terms of f and d. Note that the existence of a strongly polynomial pivot
rule for the Simplex method would require this conjecture to be true. The same holds for a
polynomial version of the monotone Hirsch conjecture, which concerns edge walks that are
strictly decreasing and lead to a minimal vertex for some linear objective function.

To approach these long-standing questions, a number of abstractions and generalizations of
edge walks on the 1-skeleton have been introduced (see, e.g., [TOIBIT0/25126/32] and references
therein). We are interested in the circuit diameter of polyhedra introduced in [4]. Circuits are
a classical topic in oriented matroid theory [29], and correspond to the elementary vectors as
introduced in [30]. Informally, they can be interpreted as support-minimal linear dependencies
between the columns of a constraint matrix. In this work, we study whether the original coun-
terexamples to the Hirsch conjecture and the monotone Hirsch conjecture can be transferred
to the circuit setting. We begin with some necessary background in Section and explain our
contributions in Section [[.21

1.1 Circuit Diameters and the Circuit Diameter Conjecture
We follow [SI9ITTIT3] for formal definitions and the important concepts.

Definition 1 (Circuits). For a rational polyhedron P = {x € R™: Ax = b, Bx < d}, the set
of circuits of P, denoted C(A, B), consists of all vectors g € ker(A) \ {0}, normalized to have
coprime integer components, for which Bg is support-minimal in the set {Bx: x € ker(A)\{0}}.

The set of circuits is precisely the set of potential edge directions of the polyhedron as
the right hand sides b and d vary [22]. In particular, it contains the set of all actual edge
directions. Thus, a circuit walk, referring to a sequence of maximal steps along circuits, is a
direct generalization of an edge walk.

Definition 2 (Circuit Walk). Let P = {x € R": Ax = b, Bx < d} be a polyhedron. For

two vertices v and vy of P, we call a sequence vi = yq,...,Yx = Vo a circuit walk of length
k from vy to vo in P if, foralli=1,... k,
(i) yi € P,

(1) yi = yi—1 + a;g; for some g; € C(A, B) and o; > 0, and
(iti) yi—1 +ag; ¢ P for all a > «;.

We define the circuit diameter of a polyhedron P as the maximum length of a shortest
circuit walk between any pair of vertices of P. Note that, unlike edge walks, circuit walks are
not necessarily reversible: the number of steps required to walk from v; to vo may not be
the same as from va to vi. We use A(f,d) to denote the maximum circuit diameter of any d-
dimensional polyhedron with f facets. The circuit analogue of the Hirsch conjecture, the circuit
diameter conjecture [4], asks whether A(f,d) < f — d and is open.

As with the Hirsch conjecture, there is a monotone variant of the circuit diameter conjec-
ture. To start, we call a circuit walk yq,...,yr monotone with respect to a linear objective
function c if the sequence (cTyi)izow,k is strictly decreasing. The monotone circuit diameter
of a polyhedron P is defined as the maximum length of a shortest monotone circuit walk from
any vertex of P to a vertex minimizer of ¢ across all possible choices of objective function c. It
is open whether the monotone circuit diameter is always bounded by f — d.



The studies of circuit diameters, monotone circuit diameters, and the associated conjectures
arise in several ways. Clearly, the circuit diameter is a lower bound on the combinatorial diam-
eter, and thus is studied as a proxy. In the same way that the combinatorial diameter relates to
the possible efficiency of a primal Simplex method, (monotone) circuit diameters are intimately
related to the efficiency of circuit augmentation schemes for linear programs [TIOIT3IT7IT9I20].
Further, a resolution of the circuit diameter conjecture would reveal some information as to
why the Hirsch bound of f — d is violated in the combinatorial setting [2I6]. More specifically,
an affirmative answer to the circuit diameter conjecture implies that it is the restriction from
circuit to edge steps that causes the violation. On the other hand, if not even the circuit di-
ameter satisfies the Hirsch bound, the reason for this would be the maximality of steps in
Definition [(#i )} if the step lengths are not required to be maximal, the so-called conformal
sum property [TI30I38] guarantees the existence of a walk of at most f — d circuit steps between
any pair of vertices (see also Section [2.1]).

Despite results on circuit diameters for some polyhedra in combinatorial optimization (see,
e.g., [3I5l24]), and general upper bounds involving the so-called circuit imbalance [ITII7] or
the input bit-size [14], not much is known about the potential validity of the circuit diameter
conjecture. It was shown in [6] that A(8,4) = 4. In particular, this holds for the Klee-Walkup
polyhedron in the original counterexample to the unbounded Hirsch conjecture [27]: an un-
bounded 4-dimensional polyhedron with 8 facets and combinatorial diameter 5 > 8 — 4, but
circuit diameter at most 4 [35]. The question that motivates our work is whether any of the
other well-known counterexamples to variants of the Hirsch conjecture may be counterexamples
to the respective circuit analogues.

1.2 Contributions

We study four polytopes that appear in the construction of (monotone) Hirsch counterexamples:
the 5-dimensional polytopes S3¢ from [31] and S2°, S2® from [28] (named for their number of
facets f = 48 or f = 25, 28, respectively) that are the basis for a construction of counterexamples
to the bounded Hirsch conjecture, as well as the 4-dimensional polytope My from [36] underlying
the original counterexample for the monotone Hirsch conjecture. Each of these polytopes is a
so-called spindle. A spindle is the intersection of two pointed cones emanating from two apices
u and v such that each apex is in the interior of the opposite cone.

Our first main contribution is a proof that Todd’s counterexample M, to the monotone
Hirsch conjecture is not a counterexample in the circuit setting. In Section [2:2] we prove the
following.

Theorem. The monotone circuit diameter of My is 4.

Todd showed for the orientation of the graph of M, induced by minimizing (1,1,1,1)"x
that the worst-case combinatorial distance to the unique sink is 5. In Section we study
all 7112 orientations of the graph of M, induced by linear objective functions and find that
five orientations can be used to contradict the monotone Hirsch bound for the combinatorial
diameter. We observe that these orientations all have a unique sink at 0 and leverage this
observation for our arguments. Specifically, for any linear objective function minimized at O,
we exhibit the existence of a monotone circuit walk of length 4. We do so in two more general
settings. In Section [2.1] we use sign-compatible walks to find short monotone circuit walks on
a large class of spindles. In Section we show that the Todd polytope is anti-blocking and
argue the existence of short monotone circuit walks on anti-blocking polytopes.

Our second main contribution is on Santos’ original counterexamples to the bounded Hirsch
conjecture. A key notion for Santos’ arguments is the length of a spindle, the combinatorial



distance between the apices. We will bound the circuit length, referring to the maximum length
of a shortest circuit walk from one apex of the spindle to the other one.

At the core of Santos’ disproof of the bounded Hirsch conjecture in [31I] is the following
observation: from a d-dimensional degenerate spindle with f facets and length greater than d,
one can obtain a (d+1)-dimensional spindle with f+1 facets which has length greater than d+1.
By doing this f —2d times, one obtains an ( f—d)-dimensional spindle with 2 f —2d facets whose
length exceeds f — d. Santos gave a highly degenerate 5-dimensional spindle S2® with 48 facets
and length 6. He then concluded via his iterative construction that there is a 43-dimensional
(bounded) Hirsch counterexample, namely a spindle with 86 facets and length at least 44. In a
follow-up to Santos’ work, Matschke, Santos, and Weibel [28] found two spindles, S28 and S25,
also of dimension 5 and length 6 but with fewer facets. These lead to counterexamples in lower
dimensions 23 and 20, respectively. In Section [3| we consider Santos’ original spindle S&® from
[31] as well as the two smaller ones S2% and S2° from [28] and prove the following:

Theorem. The circuit length of all three spindles Si8, S28, and S2° is at most 5. The same
bounds also hold for all realizations resulting from mild perturbations.

This implies that Santos’ construction applied to any of the three spindles, or mild pertur-
bations thereof, does not lead to a counterexample in the circuit setting. To prove this result in
Section we use the geometry of certain 2-faces. Interestingly, our proof exhibits that for all
three spindles the apices can be connected by circuit walks of length at most 5 with no more
than two non-edge steps. With the same arguments, in Section we are also able to verify
computationally that the circuit length of the two explicit (high-dimensional) Hirsch counterex-
amples from [28], obtained from carrying out the steps of Santos’ construction starting with
28 and S25, is indeed at most their dimension. Thus, not only does the construction principle
not transfer, but we are also able to see directly for the two devised high-dimensional polytopes
that they do not disprove the circuit diameter conjecture through their circuit length.

One of the main challenges in studying circuit diameters is the fact that the circuit diameter
of a polyhedron, unlike the combinatorial diameter, depends on its geometry. In particular, there
can be two realizations of the same polyhedron with different circuit diameters (see, for example,
[34]). In Section we provide sufficient conditions for the circuit length to be at most the
dimension. We exhibit that these conditions are satisfied for the specific realizations of the
spindles in the literature and mild perturbations. It will remain open whether all realizations
of these polytopes satisfy these conditions, or more generally whether all realizations have a
circuit length bounded by the dimension.

Our analysis in Section [3]is restricted to the particular spindles used by Matschke, Santos,
and Weibel to build counterexamples to the Hirsch conjecture. The circuit diameter conjecture
for spindles remains interesting.

Open Question 1 Does there exist a d-dimensional spindle with circuit length at least d+ 17

Conjecture 3.8 of [6] asks the same question for simple spindles. In Section we provide
some conditions under which we can always find a circuit walk of length d between the apices
of a spindle, so there are some positive results in this direction. It is open whether Conjecture
3.8 from [6] or a negative answer to Open Question || implies the circuit diameter conjecture,
but we believe that both implications hold.

2 Monotone Hirsch Counterexamples

In this section, we show that Todd’s counterexample to the monotone Hirsch conjecture [36]
does not transfer to the circuit setting.



In Section [2.1] we identify a close connection of sign-compatible and monotone walks on
spindles for objective functions uniquely minimized at 0. We then exploit this connection in Sec-
tion[2:2] to prove the monotone circuit diameter of My is precisely 4. In Section [2:3] we highlight
an alternative avenue to the disproof by observing that M, is an anti-blocking polytope.

2.1 Short Circuit Walks on Spindles

We start by finding conditions that guarantee the existence of sign-compatible circuit walks

on spindles. Two vectors x,y € R? are sign-compatible if x;y; > 0 for all i = 1,...,d. Let
P={x¢€ R¢: Bx < d} be a polyhedron for a matrix B € R™*? with rows b; € R? for
i=1,...,m. We call a circuit walk on P with steps g; (and maximal step lengths «;) for j =
1,...,k a sign-compatible circuit walk if all Bg; for j = 1,..., k are pairwise sign-compatible.

Such walks are special cases of conformal sums of circuits, which correspond to sign-compatible
circuit walks without the maximal step requirement in Definition [4(732)} In this weaker setting,
the well-known conformal sum property [II30I38] guarantees that for any given pair of vertices
u, v of a d-dimensional polyhedron, their difference v — u can be written as a conformal sum
of at most d circuits. This contrasts with the situation for sign-compatible circuit walks (with
maximal steps), which may not exist at all [2]. When they do, however, their length is at most
d: note that once a sign-compatible walk enters a new facet, it may not leave it again. Since
each step of the walk is maximal and must therefore enter a new facet, the number of steps is
at most d, and thus satisfies the bound f — d > d for a spindle.

Moreover, sign-compatible circuit walks are monotone for any linear objective function that
is uniquely minimized at the ending vertex of the walk. To see this, let P be a polyhedron
given by P = {x € R%: Bx < d}. For the sake of simplicity, we only consider full-dimensional
polyhedra here. We define the hyperplane arrangement H(B) = |J"{x € R?: b/ x = 0}.
Following []], we call it the elementary arrangement of P. Since the set of circuits of P consists
precisely of the (normalized) directions of the extreme rays of H(B) (see [§]), we obtain the
following equivalent characterization of sign-compatibility:

Lemma 1. Let P ={x € R?: Bx < d} be a polyhedron in R? gnd let u and v be two vertices
of P. Denote by C the minimal face of the elementary arrangement H(B) containing v — u.
For a circuit walk u =yy,...,yr =V fromu to v in P with steps g; € C(B) for j=1,...,k,
the following statements are equivalent:

(i) The walk yo,...,yr is sign-compatible.
(i) g; € C forallj=1,... k.
(iii) The walk yo, ...,y is monotone for any linear objective function ¢ € R uniquely mini-
mized over —C' at the origin 0.

Proof. To see that and are equivalent, note that the set of all vectors in R? whose
products with B are pairwise sign-compatible and sign-compatible with B(v—u) is a polyhedral
cone (see [2]) and coincides with the minimal face of H(B) containing v — u.

Let us now prove the equivalence of and From standard polyhedral theory, c is
uniquely minimized over —C' at O if and only if —c is in the relative interior of the polar cone
of —C, which means that ¢'x < 0 for all x € C'\ {0}. Hence, if g; € C for all j = 1,...,k
then chj < 0 for all such j, meaning that the path is monotone for all choices of ¢. Thus,
implies For the other direction, recall that polar duality is an involution, so x € C' if and
only if, for all ¢ uniquely minimized at 0 on —C, ¢ x < 0. Thus, if the walk is monotone for all
linear objective functions uniquely minimized over —C' at 0, each step g; must be contained in

C, and so implies a



A key ingredient for our proofs is that we are able to guarantee the existence of sign-
compatible circuit walks on spindles satisfying some restrictions. Recall that a spindle is the
intersection of two pointed cones C'y and Cs such that the unique vertices u and v of C; and
(5 are contained in the interior of Cs and (', respectively. We make the following observation:
one can always find sign-compatible circuit walks between the two apices of a spindle formed
by repeating the same cone twice.

Lemma 2. Let P C R? be a spindle with apices u and v, given by (C +u) N (=C + v) for
a pointed cone C' with a unique vertex at the origin 0. Then there is a sign-compatible circuit
walk of length at most d from u to v in P.

Proof. We show a slightly stronger statement: we argue that for any point x € P with x # v,
we can follow a single circuit step of maximal length that makes a new facet-defining inequality
of P containing v tight, while ensuring that all facet-defining inequalities tight at both x and
v remain tight. Furthermore, the direction of the circuit step is always one of the extreme rays
of C'. Since C is a region of the elementary arrangement of P and v — u is in the interior of
C, any circuit walk from u to v that only walks along directions of extreme rays of C' will be
sign-compatible by Lemma [I| Hence, this strategy suffices to prove the statement.

To do so, we construct a smaller spindle inside P containing x as an apex. Consider C' + x.
Note that x € P C —C + v, so x = v —y for some y € C, which means that v € x+ C. Hence,
x,v € (C+x)N(—=C +v). Let ¢’ be the minimal face of C such that —C’ + v contains x.
Then x is on the relative interior of —C’ + v. It follows that v is also on the relative interior of
'+ x.

Now consider P’ = (C’+x)N(—C"+v) and note that P’ is a spindle where the same face C’
of C is repeated twice. Let y be any vertex adjacent to x on P’. By construction, all inequalities
of P tight at both v and x must also be tight at y. Further, the facet-defining inequalities for
P’ are tight at exactly one of x and v. Thus, one of the facet-defining inequalities tight at v
and not x must be tight at y. The inequalities tight at v in P’ are a subset of the inequalities
tight at v in P. Hence, the step from x to y must be a circuit step of maximal step length in
P. Furthermore, the direction of the step is an extreme ray of C’ and therefore an extreme ray
of C. O

Lemma [2] implies that any spindle with the same feasible cone at each apex will never yield
a negative answer to Open Question [I} As a generalization of this observation, we may find a
short circuit walk in spindles where one of the feasible cones is contained in the other.

Theorem 2. Let P C R be a spindle with apices u and v, given by (C +u) N (=D + v) for
two pointed cones C and D with a unique vertex at the origin 0. Suppose that D C C. Then
there is a sign-compatible circuit walk of length at most d from u to v in P. For any linear
objective function ¢ € RY uniquely minimized over P at v, this walk is monotone.

Proof. Define P’ = (D+u)N(—D+v). Since P is a spindle, v —u is in the interior of CND = D
by hypothesis. It follows then that P’ is a spindle with apices u and v. Since D C C, we further
have that P’ C P. By Lemma [2| there is a sign-compatible circuit walk of length at most d
steps from u to v in P’. Each step walks along the direction of some extreme ray of D by
Lemma |1} Therefore, the only facet-defining inequalities of P’ that can become tight at each
step are facet-defining inequalities for the cone —D + v, which are facet-defining for P as well.
So each step is maximal in P and the walk is therefore a circuit walk in P.

Sign-compatibility for P follows from Lemma [I| by noting that, since D C C, D is a region
of the elementary arrangement which contains v —u in its interior. For monotonicity, note that
any linear objective function c for which v is the unique minimizer over P is uniquely minimized



at 0 over —D, since —D is the feasible cone at v. By Lemma [I} the walk must therefore be
monotone for any such c. O

Note that it is a fundamental assumption for our proof that we walk from the vertex u of
the larger cone to the vertex v of the smaller cone. One may naturally consider whether there
is a sign-compatible circuit walk going in the other direction from v to u. It turns out that if
such a circuit walk always existed, then we could bound the circuit length for all spindles.

Remark 1. Suppose that for any spindle (C' +u) N (=D + v) € R such that D C C, there is
a sign-compatible circuit walk from v to u. Then any spindle has circuit length at most d.

Proof. Consider a spindle (C;+u)N(—Cy+v). Observe that, since v is on the interior of C; +u,
u is on the interior of —C4 4 v. It follows that u is on the interior of (—C; +v)N(=C2 +v) =
—(C1NCy)+v.Let C =C; and D = Cy N Cs. Then D C C, so by hypothesis, there exists a
sign-compatible circuit walk of length at most d from v to uin (C+u)N(—D+v). Note that the
set of circuits of (C'+u)N(—D+v) is a subset of the set of circuits of (C; +u)N(—Cy+ V), by
construction. That sign-compatible circuit walk remains a circuit walk in (C7 +u)N(=Ca+v),
since at each step the walk must enter a new facet of C'+ u = C'; + u and can never return to
a facet of —D+v=—(C1NCy)+v C(—Cz+v). O

2.2 Todd’s Monotone Hirsch Counterexample

It remains to apply the results of Section to the polytope M, used in the disproof of the
monotone Hirsch conjecture.
The Todd polytope M, is given by My = {x € R*: Ax < b,x > 0} where

7 410
4701
A=1435395| andb=

534352

0 OO0 = =

The polytope has 8 facets in dimension 4. Consider the linear program min{(1,1,1,1) Tx: x €
M,}. Todd showed that the shortest monotone path from the vertex (1,1,8,8)/19 to the op-
timum 0 of this LP is of length at least 5, a contradiction to the monotone Hirsch conjecture
I36].

We begin with a closer look at the graph of My. In the forty years since there has not been
a detailed analysis of how many different orientations of M, have large monotone diameters.
We will first address how rigid the selection of orientation is to obtain a counterexample to the
monotone Hirsch conjecture. To perform this computation, we first enumerate all orientations of
the graph induced by a linear objective function and then we compute the monotone diameter
using a breadth first search. In [23], the authors show that this set of orientations corresponds
to the set of vertices of a zonotope they call the edgotope. To compute this zonotope for a
polytope P with vertices V(P) and edges E(P) = {(u,v) : u,v € V(P),u is adjacent to v},
one computes the following:

EZ(P) = Z conv({u, v}).
(u,v)EE(P)

Zonotopes are dual to hyperplane arrangements, so this statement is equivalent to the obser-
vation that the set of orientations are in bijection with the set of regions of the hyperplane
arrangement

H= |J {x:(m-v)x=0}

(u,v)€E(P)



A region R of H is uniquely determined by its sign vector z € {+, —}E(P) with entry z(y v,
denoting whether ¢"(u —v) > 0 or ¢'(u—v) < 0 for each (u,v) € E(P) and all ¢ € R.
Equivalently, the sign vector determines whether c'u < ¢'v or ¢'v > c'u for all (u,v) €
E(P) and ¢ € R, which uniquely determines the orientation of the polytope.

To enumerate all the regions of the edgotope arrangement for My, we first found the graph
G(My). This graph has precisely 40 edges, which leads to an arrangement of 40 hyperplanes. We
used Sage [33] to compute the set of regions of this arrangement and found that there are exactly
7112 regions and therefore 7112 orientations. We enumerated the possible oriented graphs of
M, for those orientations, and only five have diameters that contradict the monotone Hirsch
conjecture. Figure [I] shows the orientation given by Todd, and the remaining four orientations
are in the Appendix. Five representatives of choices of ¢ for which there is a bad orientation
are (1,1,1,1), (10716, 13680, 3477, 4465), (13680,10716,4465,3477), (912,1824,513,817), and
(1824,912,817,513). These four orientations other than (1,1,1,1) of the graph of M, are new
and only differ from the Todd orientation on one edge in the first two cases and on two edges
in the final two cases.

Each of those orientations have 0 as the optimum and the only vertex of distance 5 away
is (1,1,8,8)/19. In all of the bad orientations, (1,1,8,8)/19 is not a maximizer of c. It follows
then that M} is not a counterexample to Ziegler’s strict monotone Hirsch conjecture, which asks
whether the Hirsch bound is satisfied for paths from maxima to minima across all orientations
(see Chapter 3 of [38] for more details). Furthermore, there are 1832 orientations for which 0
is the unique sink, so even among those oriented graphs, a large diameter is rare.

While these observations are interesting on their own, in our context it allows us to reduce
the set of orientations for which we need to prove there is always a monotone circuit walk down
to those with 0 as a unique sink and coming from (1,1,8,8)/19. Note that the cones for this
spindle are given by {x € R*: x > 0} and {x € R*: Ax < b}. With these observations, we may
prove our main result:

Theorem 3. The monotone circuit diameter of My is 4.

Proof. From our computations, for all orientations that do not have 0 as the unique optimum,
there is always a monotone edge walk from any starting vertex of length at most 4 and therefore
always a monotone circuit walk of length at most 4. Furthermore, the only case for which the
shortest monotone edge walk is of length 5 is when the starting vertex is (1,1,8,8)/19. Note
that 0 is the apex of the cone {x € R*: x > 0} and (1,1,8,8)/19 is the apex of the cone
{x € R*: Ax < b}. Observe also that, since the entries of —A are all non-positive, we have that
{xeR: x>0} C {x eR*: —Ax < 0}. Hence, by Theorem [2| there must always exist a
monotone circuit walk of length at most 4 from (1,1, 8,8)/19 to 0 for any orientation for which
0 is minimal. Therefore, the monotone circuit diameter of the Todd example M, is at most 4.
We may show computationally that it is exactly 4 by verifying that (1,1,8,8)/19 is not a linear
combination of any 3 circuits. This implies that there is no circuit walk of length 3 from 0 to
(1,1,8,8)/19. O

A natural question about our argument is how much it depends on the realization. Our
proof does not apply to all possible realizations of the Todd polytope. It is, however, resilient
under mild perturbations so long as the orientation stays fixed. Namely, fix a linear objective
function ¢ that induces an orientation of the graph of M, that contradicts the monotone Hirsch
conjecture. Then, for a sufficiently small perturbation that preserves the containment of one
cone within the other, M, together with ¢ remains a counterexample to the monotone Hirsch
conjecture while still having the same short circuit walk.

For more general realizations and perturbations, there is more work to do. Since M} is simple,
a sufficiently small perturbation does not change the graph of the polytope itself. Observe that,



by our arguments thus far, the number of orientations of the Todd polytope graph is the number
of regions of the hyperplane arrangement of linear hyperplanes with normal vectors given by the
edge directions of P. By standard theory of hyperplane arrangements, the number of regions
is determined by the linear matroid from the matrix with columns given by the normals of
the hyperplanes in the arrangement. In particular, by the upper bound theorem for hyperplane
arrangements, the number of regions is maximized precisely when the matroid is uniform. From
an easy computation, the matroid generated by the edge directions of the Todd polytope is not
uniform. However, after any sufficiently small generic perturbation, the matroid generated by
the resulting edge directions will be uniform and hence, the number of orientations will increase.
Furthermore, for a sufficiently small perturbation, the edge directions will remain approximately
the same. This means that all orientations for the Todd polytope will remain, and only some
new orientations are added. Thus, our arguments do not fully extend after perturbation if we
only perturb the polytope, since new orientations may be created that we do not account for
with our current arguments.
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Fig. 1: The directed graph of M, for minimizing the linear function (1,1,1,1)"x used by Todd.
The vertices are colored based on their distance to the optimum; there are 6 different colors,
as the diameter of the digraph is 5. To match Figure 2 in [34], we labeled the vertices by which
inequalities are tight: inequalities 1 to 4 correspond to the rows of A, and 5 to 8 correspond to
the non-negativity constraints.
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——> 0 <—o
1246 1235
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2.3 Anti-Blocking Polytopes

While studying the Todd counterexample, we noticed that our arguments apply to a more
general class of polytopes introduced by Fulkerson in [I8] in the context of combinatorial opti-
mization. Let P be a polytope of the form {x € R? : Ax < b,x > 0}. Then we say that P is
anti-blocking or down monotone if whenever x € P, then also x — x;e; € P for all ¢ € [d]. The
following standard observation will be useful to leverage. We provide a brief proof.

Lemma 3. Let P C RY be a full-dimensional polytope, and suppose that P is anti-blocking.
Then 0 is a vertex of P, and the feasible cone at 0 is precisely the non-negative orthant.

Proof. Let x € P. Then x > 0. Since P is anti-blocking, x — x3e; € P, and by induction,
X — Z?Zl x;e; = 0 € P. Hence, 0 € P. Since P C {x: x > 0}, the feasible cone at 0 is
contained in {x: x > 0} and thus 0 must be a vertex of P. Since P is full-dimensional and the
set of vectors with distinct nonzero coordinates is dense in R?, there exists x € P such that
x; > 0 for all i € [d]. However, then x =3, 4\ ;3 Xi€ = X;e; € P for all e;. Thus, the feasible
cone at 0 must contain x;e; for all j € [d]. Since the cone generated by x;e; is the non-negative
orthant, the feasible cone at 0 must therefore also be the non-negative orthant. O

In the circuit setting, one can use this lemma to readily prove the existence of a circuit walk
towards O that reduces the size of the support in each step.

Theorem 4. Let P C R% be a full-dimensional anti-blocking polytope. Then there is a cir-
cuit walk of length at most d from any point x € P to 0. Furthermore, this circuit walk is
monotonically decreasing with respect to any linear objective function uniquely minimized at 0.

Proof. If x = 0, there is nothing to prove. Thus, let x € P, and suppose that x # 0. Note that
there exists some i € [d] such that x; > 0. It suffices to see that there always is a monotone
circuit step that reduces the size of support of x by one.

By Lemma |3] the feasible cone of P at 0 is the non-negative orthant. Hence, e; is an edge
direction of P, and thus also a circuit direction. This implies that a step from x to x — x;e; is
in direction of a circuit. As P is anti-blocking, x — x;e; € P, and since P C {x: x > 0}, such
a step is of maximal step length. The feasible cone at 0 being the non-negative orthant further
implies that a linear objective function ¢ € R? is uniquely minimized over P at 0 if and only if
c > 0, i.e., if each component of c is strictly positive. Hence, cT(—xiei) < 0 which shows that
the circuit step is also monotone. a

As an immediate consequence, we have the following corollary for bounding circuit diameters
of anti-blocking polytopes.

Corollary 1. The circuit diameter of a d-dimensional anti-blocking polytope is at most d+ 0,
where &g is the largest length of a shortest circwit walk from 0 to any other vertex.

Our final goal for this section is to exhibit that M, is, in fact, an anti-blocking polytope.
To this end, we rely on the following well known characterization of anti-blocking for polytopes
given in a certain description originally provided by Fulkerson in [IS§].

Lemma 4. A full dimensional polytope P with irredundant inequality description P = {x: Ax <
b,x > 0} for b > 0 is anti-blocking if and only if A > 0.
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Proof. We prove the claim by contradiction. Suppose that there exists an entry a;; of A such
that a;; < 0. Since the description of P is irredundant, F; = {x: A]x =b;} and F» = {x: x; =
0} are both facets of P and therefore F} is not a proper subset of Fy. Hence, there exists y € F}
such that y ¢ F». Then y; > 0, and Z?Zl a;;y; = b;. However, since a;; <0,

n
Al (y —yje)) = —aiy; + Y aijy; > by,
=1

soy—yje; ¢ P. Hence, P is not anti-blocking. Suppose instead that A > 0. Then suppose that
x satisfies Ax < b and x > 0. Then, for all i € [d], A(x — x;€;) < Ax < b, and x — x;e; > 0,
so X — x;e; € P. Hence, P is anti-blocking. O

Recall the description of the Todd polytope M, at the beginning of Section Using
Lemma [4] it is easy to verify that M, is anti-blocking. By Theorem {4 there always exists
a monotone circuit walk of at most 4 steps to 0 for any objective function that is uniquely
minimized at 0. We obtain the desired alternative argument that the Todd counterexample
does not transfer to the circuit setting.

Corollary 2. The Todd polytope My is anti-blocking, and the LP min{1"x : x € My} is not a
counterexample to the monotone circuit diameter conjecture.

3 Bounded Hirsch Counterexamples

In this section, we study the three 5-dimensional spindles S2%, S28 and S2° that provide the
basis of Santos’ construction for obtaining bounded Hirsch counterexamples. The key property
of these spindles is that their length of 6 strictly exceeds their dimension 5. In contrast, we
prove in Section that their circuit length is at most 5.

Our arguments rely on a careful analysis of certain 2-faces and, as we will see, extend to all
realizations of the spindles that satisfy mild assumptions, including slight perturbations. As an
additional benefit, the arguments also enable us in Section to verify directly that neither
of the two explicit (high-dimensional) Hirsch counterexamples from [28], which are specific
instances of Santos’ construction, has a circuit length exceeding the dimension.

3.1 The Circuit Length of the 5-Dimensional Spindles

We begin with a key observation on circuit walks on 2-dimensional polytopes: under certain
conditions, one can guarantee that two circuit steps suffice to reach a vertex from a specific set
of target vertices.

Lemma 5. Let P = {x € R?: Ax = b, Bx < d} be a 2-dimensional polytope, and let V be a
subset of its vertices. Further, let C(P,V) = {x € R?: Ax = b, B'x < d'}, where the system
B'x < d’ consists of all inequalities from Bx < d that are not tight at any vertex v € V. If
C(P,V) is unbounded, then for all vertices yg ¢ V of P there is a circuit walk of length at most
2 from yqo to some v €YV on P.

Proof. First, note that any vertex v € V can be reached via a single circuit step starting from
any point on an edge of P incident with v. In particular, this is true for the two adjacent vertices
of v. Thus, if every vertex of P is adjacent to a vertex in )V, then we are done, so suppose there
exists a vertex yo of P that is not adjacent to any vertex in V. It suffices to show that there is
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a point y; on an edge of P incident with some vertex v € V that can be reached from yjq in at
most one circuit step.

Note that, because y( is not adjacent to any vertex in V, the inequalities tight at y( are
not tight for any vertex in V. Hence, C(P,V) is contained in the feasible cone at yo and is
therefore contained in a proper pointed cone. It follows that, since C'(P, V) is also unbounded
by hypothesis, its recession cone contains an extreme ray generated by some g € R?. Note that
g is a circuit of P, because the recession cone of C'(P,V) is a union of cones of the elementary
arrangement of P. . We further have that yo € C(P,V) since P C C(P,V). It follows that the
ray given by yo + ug for all g > 0 is contained in C'(P, V) and follows a circuit direction. Since
P is bounded but C(P,V) is not, this ray intersects an edge of P incident with some vertex

v € V in a point y;. Thus, y; can be reached from yq in a single circuit step. a
_-Y
y1
v
Yo

/(P {v})

~>

Fig. 2: A polytope P with a vertex v and the corresponding polyhedron C(P,{v}) as defined
in Lemma [5| The recession cone of C(P,{v}) is spanned by the two dashed edge directions.
Starting at the vertex yg, we can follow any of them to a point y; on one of the two edges of
P incident with v. This gives a circuit walk on P from yq to v of length 2.

Informally, Lemma [5| guarantees that for any starting vertex yq of a 2-dimensional polytope
P, there is always a circuit step to an edge incident with some vertex in V if the omission of
all inequalities that are tight at any of the vertices in V would make P unbounded. While the
statement and proof are phrased in terms of a vertex yg, the statement remains true for any
point in P.

For each of the three spindles, we will now show the following: within 3 edge steps from
one apex, one can reach a 2-face that contains the other apex and satisfies the condition
of Lemma [5] if we choose the other apex for the vertex v. We first explain the arguments
in detail for the 5-dimensional spindle S8 with 48 facets and length 6 that Santos’ original
counterexample in [3I] is constructed from. Following [3I, Theorem 3.1], it is given by the
description S2% = {x € R%: ATx < 1, A"x < 1} where 1 denotes the all-one vector and A"
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and A~ are the matrices

1 +18 0 0 0 1+ -1 0 0 0 +18\ 13*
1 0 =£18 0 0 2+ -1 0 0 +18 0 | 14*
1 0 0 +45 0 3+ -1 445 0 0 0 | 15%
1 0 0 0 45| 4% -1 0 +45 0 0 | 16*
1 +15 15 0 0 5+ -1 0 0 15 =15 17*
1 +15 =15 0 0 6+ -1 0 0 —15 +15| 18%
At =1 o 0 430 30 | 7., A" =|—-1 4£30 30 O 0 |19*
1 0 0 +30 —30| 8* -1 430 =30 0 0 |20*
1 0 +£10 40 0 o+ -1 40 0 10 0 |21%
1 0 +10 —40 0 | 10* —1 —40 0 10 0 |22%
1 +10 0 0 40 | 11* -1 0 40 0 410 23%
1 +10 0 0 —40/ 12% -1 0 —40 0 410/ 24%

with 24 rows each, labeled 1* to 24*. We will also use these labels for the corresponding
inequalities and the facets that they define. The two apices of S2® are v = (1,0,0,0,0) and
v~ = (=1,0,0,0,0). The spindle S28 can equivalently be written as S&& = (CT+vH)N(C~+v™)
for the two cones CT = {x € R®: Atx <0} and C~ = {x € R®>: A~x < 0}.

Among the properties of S3° listed in [31] are the following two symmetries. They are direct
consequences of the symmetry in the coefficients of A*.

Proposition 1 ([31]). The following linear transformations of R® leave S58 invariant:

(Z) (1'17‘%2)‘%37‘%471'5) — (—$1,$5,CL’4,1’2,$3),
(ZZ) (x1,$2,x3,$47$5) — ($1,$37x2,$5,1‘4).

We note that the transformation given in Proposition switches the roles of AT and A~
and of v and v~, while is a permutation of coordinates that preserves the matrices A+
up to reordering rows. With these observations we are now able to bound the circuit length of

s
Theorem 5. The circuit length of S2% is at most 5.

Proof. By Proposition S48 is symmetric under a linear transformation that sends v* to
v~ and vice versa. Hence, from any circuit walk from v* to v~ on S2%, one can immediately
obtain a circuit walk from v~ to v by applying the same linear transformation. It therefore
suffices to find a circuit walk of length at most 5 in one of the directions, say from v* to v—,
to prove the statement.

Let F be the 2-face of S2® defined by inequalities 157, 19" and 21%. Figure [3| shows the
graph of F', along with shortest paths from vT to four vertices of F' that are at distance 3 from
vt in the graph of S3® (graph computations were done using Polymake [21]). For this face F,
we now claim that the polyhedron C(F,{v~}) as defined in Lemma [5| is unbounded. It then
follows from Lemma [5| that from either of the four vertices that are at distance 3 from v,
there is a circuit walk on F' to the other apex v~ of length at most 2. Since circuits of F' are
also circuits of S2%, this means that there is a circuit walk on S28 of length at most 5 from v+
tov™.

To verify that C'(F,{v~}) is unbounded, it suffices to show the following property:

Claim (%). The polyhedron @ given by inequalities 13% to 24% together with 4% is bounded.
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Before we give a proof, let us first argue why the claim implies unboundedness of C(F, {v~}).

The inequalities 13* to 24* and 4% that determine () must also be facet-defining for @Q
since each of them defines a facet of S2% and S2® C Q. Let Fg be the 2-face of @ defined by
15%, 197, and 217. Since S2% C @, we also have that F' C Fg. Hence, v~ and its two adjacent
vertices 4713717123% and 4713717723~ in Figure [3| are also vertices of F. Moreover, any
edge of Fy that does not contain v can only be defined by 4™ or 4~ because v~ is in all other
facets of Q. In fact, both 47 and 4~ define edges of F. To see this, note that the (proper) face
of Fg defined by 4% contains an edge of F' (namely, the edge between vertices 4713717+23%
and 47117 in Figure [3) and, hence, must be an edge of Fy) itself. A similar argument shows
that 4= defines an edge of Fg, too, which is incident with the vertex 47137177237. These
two edges of Fp must be distinct as the two vertices 4713717+23% and 4-137177 23~ would
otherwise be adjacent on Fy and therefore also on F'; a contradiction (see Figure [3]).

Now suppose that @ is bounded. Then F is bounded, which means that the two edges of Fiy
defined by 4" and 4~ must intersect in a vertex w of F. Further observe that for each vertex
of F'in Figure at most one of the two inequalities 47 is tight. This means that w cannot be a
vertex of F'. Thus, F has exactly four vertices, namely v—, 4713717123% 47137177237, and
w. The first three are also vertices of F' and therefore satisfy all inequalities that define edges
of F. Since Fyg is bounded and F' C F(, any inequality that defines an edge of F' but not of F
must cut off a vertex of Fg, and that can only be w. Since each edge of C(F,{v™}) is ecither
defined by 4% or by an inequality that defines an edge of F but not of Fg, the recession cone of
C(F,{v™}) is therefore precisely the 2-dimensional feasible cone of F at w. This means that
C(F,{v~}) is unbounded as desired.

It remains to prove Claim (x). By definition of @), the recession cone of ) consists of all
vectors x € C~ that further satisfy the two facet-defining inequalities 4% for the cone C'*
(with right-hand side 0). Since the two rows 4* of AT add up to (2,0,0,0,0), all vectors x in
the recession cone of @Q must satisfy z; < 0. Further, the sum of all rows 13% to 24F of A~
equals (—24,0,0,0,0). This implies that (—1,0,0,0,0) is in the strict interior of the polar cone
of C~. For the linear objective function (—1,0,0,0,0)x, the origin 0 is therefore the unique
maximizer over C'~. Hence, any nonzero vector x € C~ must satisfy x; > 0. The recession cone
of @) therefore only contains 0, which means that ¢ must be bounded. a

Our proof of Theorem [5| exhibits that it is possible to verify that the circuit length of S3®
is strictly less than the combinatorial length through the geometry of its 2-faces: From each
of the vertices 7711715719721 % and 8712+15719721% in Figure [3| there is an edge walk of
length 3 to v~ that stays on the 2-face F'. In contrast, two circuit steps suffice to reach v~ as
shown above.

We further note that Claim () is the only geometric property of S28 used in the proof
of Theorem [B] The remainder of the argument does not depend on the particular realization.
Indeed, consider a different realization S3° whose facets (and facet-defining inequalities) are
labeled 1F to 24% again such that facets of §§8 and S3® with the same label are combinatorially
equivalent. Suppose that ggs satisfies Claim (*). As an immediate consequence of the proof of
Theorem |5} there is a circuit walk of length at most 5 from one of the apices of §§8 to the
other one. However, since §§8 might not be symmetric under the linear transformation in
Proposition this does not directly imply the existence of a short walk in the converse
direction as well. In order to extend our bound on the circuit length to §§8, we require validity
of a ‘symmetric’ version of Claim (x). More precisely, we obtain the following corollary.
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Fig. 3: The subgraph of S2® induced by all vertices of the 2-face F' defined by inequalities 15%,
19%, and 217, and by vertices on a shortest path from v to a vertex of F. Vertex labels
indicate which inequalities are tight. For the vertices of F', we omitted the facets containing F’
from their labels. The four highlighted vertices are at distance 3 from v=.

Corollary 3. Let §§8 be a realization of S5° with facets and facet-defining inequalities labeled
1% to 24% such that each facet is combinatorially equivalent to the facet of S38 with the same
label. Suppose that S38 satisfies both of the following properties:

(i) The polyhedron given by inequalities 13% to 24% together with one of the pairs 3* or 4% is
bounded.

(ii) The polyhedron given by inequalities 1% to 12% together with one of the pairs 15T or 16%
is bounded.

Then the circuit length of §§8 15 at most 5.
In particular, Corollary applies to all realizations resulting from mild perturbations of S3%.

Proof. Under the permutation of coordinates given in Proposition (which is an involution
and leaves S28 invariant) the pairs of inequalities 3* and 4%, and 15 and 16% are in corre-
spondence. This means that S2® has a 2-face G that is linearly isomorphic to the 2-face F' from
the proof of Theorem [5| and satisfies Claim () with 3% instead of 4. Since any realization of
S28 has two faces that are combinatorially equivalent with F' and G, respectively, we conclude
from the proof of Theorem [5] that there is a circuit walk of length at most 5 from the apex not
contained in F' or G to the other one on any realization with property

For the converse direction, recall that S5 is also invariant under the linear transformation
given in Proposition For the pairs of facets defined by inequalities 3% and 4%, the corre-
sponding facets in the image are defined by 15* and 16%. Thus, if we assume property the
existence of a circuit walk of length at most 5 in the converse direction follows directly from
the proof of Theorem [5| again. O

For the spindle S3® as realized in [31, Theorem 3.1], we are even able to determine its exact
circuit length.

Theorem 6. The circuit length of Sa° is 2.

Proof. Consider again the face F' of S5% defined by inequalities 15%, 19%, and 21* from the

proof of Theorem [} Let y = (0, 15, &5, 55+ 555) = 5 - 7711¥15719721F 4 . 4T11+15+19%+21F
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(where we use the vertex labeling of Figure [3|to refer to the corresponding coordinate vectors).
By this construction, y is a point in the strict interior of the edge of F' defined by 11+. Moreover,
each of the two vectors 360(y — v¥) = (£360,8,4,4,7) is a circuit: (360, 8,4,4,7) is parallel to
the four facets 127, 157, 19% and 217; and (—360,8,4,4,7) is parallel to 117, 15~, 20~, and
22~ . In both cases, it can be verified by a direct computation that the corresponding rows of
A* are linearly independent. Since the edge of F' defined by 11 neither contains v nor v—,
the point y can be reached from either of v* via a circuit step of maximal step length each.
We conclude that both the sequence vT,y, v~ and its reverse are circuit walks of length 2.
Further, the vector (v —v~)/2 = (1,0,0,0,0) is not contained in any facet of S2% and thus
cannot be a circuit. Hence, the circuit length of S38 is 2. g

Santos’ original example constructed from Sa® is not the lowest-dimensional bounded Hirsch
counterexample known to date. In [28], Matschke, Santos, and Weibel gave two smaller coun-
terexamples, both of which are constructed from 5-dimensional spindles of length 6 with 28
and 25 facets, respectively. The first one, S2%, from [28, Corollary 2.9] is given by S2° = {x €
R5: A*x <1,A x < 1} for the matrices

1 £18 0 0 0\ 1% -1 0 0 +18 0\ 8*
1 0 0 430 0 |2* -1 0 £30 0 0 |o*
1 0 0 0 +30]3* -1 430 0 0 o0 |10%
A+ |1 0 5 0 £25[4F 4, -1 25 0 0 £5]|11*F
1 0 -5 0 +25]|5%" -1 =25 0 0 45| 12%
1 0 0 18 =+18]6* -1 18 +18 0 0 |13*
1 0 0 —18 +18/ 7+ -1 —18 +18 0 0/ 14*

with 14 rows each, labeled 1F to 14*. Again, the two apices are v = (1,0,0,0,0) and v~ =
(=1,0,0,0,0), and we can write S2° in the form (CT + v*) N (C~ + v7) for the two cones
Ct={xeR%: Atx <0} and C~ = {x € R%: A~x < 0}. Our arguments for bounding the
circuit length of S38 easily carry over to S2° by analyzing the 2-faces of S28. The following
result is the analogous statement to Theorem [5| and Corollary

Corollary 4. The circuit length of S2° is at most 5. The same bound holds for all realizations
of S28 with facets and facet-defining inequalities labeled 1% to 14% such that each facet is
combinatorially equivalent to the facet of S28 with the same label, and such that

(i) the polyhedron given by inequalities 8% to 14% together with one of the pairs 2+ or 3% is
bounded, and

(ii) the polyhedron given by inequalities 1% to 7% together with one of the pairs 9% or 10% is
bounded.

Proof. The proof strategy is identical to the proofs of Theorem [§|and Corollary [3] We only give
the necessary modifications here.

Each apex of S2® is contained in a 2-face with a vertex at distance 3 from the other apex
in the graph of S2° (see the graphs in Figure |§| in the Appendix). The pairs of facet-defining
inequalities 2%, 3*, 9% and 10 now take the role that 3*, 4%, 15% and 16% took for Si8
(cf. Corollary . Hence, properties [(4) and are the analogues of Claim (x) from the proof
of Theorem [5| (and properties|(i) and [(42) in Corollary |3)) and are therefore sufficient conditions
for the existence of circuit walks of length at most 5 between the apices of any realization of

28

It remains to show that S2% itself satisfies properties and Note that S2® is not

symmetric under the transformations in Proposition [T} to switch the roles of the apices while
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leaving S2® invariant, rows 4% and 5% would have to correspond with 11* and 12%, which is
impossible to achieve by permutating coordinates and flipping signs. Similarly, no permutation
of coordinates (except for the identity) preserves A*. This means that we cannot use the same
argument as in the proof of Corollary [3|to reduce all four pairs of inequalities 2%, 3%, 9% and
10* to just one. However, summing over all rows of AT yields (14,0,0,0,0), which implies that
this vector is in the strict interior of the polar cone of C*. Similarly, the sum of all rows of A~
which is the vector (—14,0,0,0,0), is in the strict interior of the polar cone of C'~. For each of
the pairs 2%, 3%, 9% and 10%, the two corresponding rows of AT or A~ add up to (£2,0,0,0,0),
respectively. So by the same argument as in the proof of Claim (%) in the proof of Theorem
it then follows that, in fact, all four polyhedra described in and are bounded. a

As for S38, we are able to establish a circuit length of exactly 2 for the particular realization
of $28 in [28, Corollary 2.9].

Theorem 7. The circuit length of S2° is 2.

Proof. A direct computation shows that the five inequalities 37, 67, 10", 117, and 13T define
a vertex y = (0, %, 9—20, 92—0, 3—10) of S2® (one of the highlighted vertices in Figure . By a direct
computation, one can verify that both difference vectors 90(y — v*) = (£90,3,2,2,3) are
circuits: (90, 3,2,2,3) is parallel to facets 3=, 77, 10T, and 13*; and (—90, 3,2, 2, 3) is parallel
to 3%, 6%, 10—, and 14~. Hence, v,y, v~ is a reversible circuit walk of length 2. Since the
vector (v —v7)/2 = (1,0,0,0,0) is not contained in any facet of S2%, it cannot be a circuit
of S28. It follows that the circuit length of S2® is 2. O

Our framework for bounding the circuit lengths of S28 and S28 also applies to the remaining
spindle from [28, Theorem 2.14], which has 25 facets and is given by S2° = {x € R5: ATx <
1, A~x <1} where

-1 60 0 0 0\ 13
1 0 0 0 32\1
-1 =55 0 0 0 |14
1 0 0 0 -3212
-1 0 76 0 0 |15
1 0 0 21 -7 |3
-1 0 =33 0 0 |16
1 0 0 -21 -7 |4
-1 4 34 0 0 |17
1 0 0 20 -4 |5
-1 8 =30 0 0 |18
+ Lo 0 —20 -4 /6 - -1 -34 36 0 0 |19
AT=11 o0 0 16 -—-15|7 ,A = .
-1 -2 =32 0 0 |20
1 0 0 -16 -15 |8 X L
3 L -1 =20 0 N
I 55 -5 0 -3019 1 2090 g _3 _1 |09
1 -& -5 0 30 |10 3 » 5
50 25 _1 299999 0 0 1 193
1 3 0 159 1 11 5000 100
1000 1000 5 —1 549 ¢ 1 1 124
1 10300 1000 O 1279 12 1 50100 809
1 54 0 25 —&/ 25

The two apices of S2° again are v = (1,0,0,0,0) and v~ = (—1,0,0,0,0). For the two
cones Ct = {x € R®: A*x < 0} and C~ = {x € R®: A~x < 0}, we can write S2° as
ST — (C+ +v+) N (C— +v-).

Corollary 5. The circuit length of S2° is at most 5. The same bound holds for all realiza-
tions of S2° with facets and facet-defining inequalities labeled 1 to 25 such that each facet is
combinatorially equivalent to the facet of S2° with the same label, and such that
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(i) the polyhedron given by inequalities 13 to 25 together with one of the pairs 1,2 or 3,4 is
bounded, and

(ii) the polyhedron given by inequalities 1 to 12 together with one of the pairs 13,14 or 15,16 is
bounded.

Proof. Examples of the relevant 2-faces and their graphs are given in Figure[10]in the Appendix.
Note that for each such face, the two critical facet-defining inequalities are one of the pairs 1, 2,
or 3,4, or 13,14, or 15,16 in and The proof of the second part of the statement is
therefore analogous to the proofs for Sa° and S28 above (Theorem [5| and Corollaries [3| and .

It remains to prove that S2° satisfies and We again follow the proof strategy for
Claim () in the proof of Theorem |5} We show that for each of the pairs 1,2 and 13,14, there is
a non-negative linear combination of the two corresponding rows of AT or A~ whose negative
is in the strict interior of the polar cone of C~ or CF, respectively. It then follows that the
respective polyhedra in and are bounded, since their recession cones only consist of 0.

To see this, first observe that we can write the vector (—1,0,0,0,0) as a non-negative linear
combination of rows 13 and 14 of A~. (In fact, the same holds true for rows 15 and 16.) Further,
consider a linear combination of the rows of AT that assigns coefficient % for row 1, 470 for
rows 11 and 12, and coefficient 1 for all other rows. This linear combination yields a positive
multiple of (1,0,0,0,0). Since all coefficients are positive, we conclude that (1,0,0,0,0) is in
the strict interior of C'.

For rows 1 and 2 of AT, we proceed analogously. Their sum equals (2,0,0,0,0). To show
that (—2,0,0,0,0) is in the strict interior of the polar cone of C~, consider the linear combi-
nation of rows 22, 24, and 25 of A~ with coefficients 1, 380, and 22, respectively. The resulting
vector is (—403, —f,0,0,0) where § = 549 - 38 + 54 - 22 — 2299 > 0. Further, the linear combi-
nation of rows 16 and 17 of A~ with coefficients % B and 533, respectively, yields the vector
(—%B,B,0,0, 0). Adding both vectors, we thus obtain a positive multiple of (—1,0,0,0,0)
from a linear combination of rows 16, 17, 22, 24, and 25 of A~ where all coefficients are posi-
tive since 8 > 0. This means that the vector (—1,0,0,0,0) is in the strict interior of the cone
generated by rows 16, 17, 22, 24, and 25 of A~. Note that this cone is contained in the polar
cone of C'~, which is generated by all rows of A™, and it is full-dimensional since the five rows
16, 17, 22, 24, and 25 are linearly independent. Hence, (—1,0,0,0,0) must also be in the strict
interior of the polar cone of C'~. O

In contrast to the statements of Theorems [6] and [7] for the other two spindles, the circuit
length of S2° as given in [28, Theorem 2.14] is at least 3. This can be verified computationally
by a brute-force enumeration of all points y; on the boundary of S2° that can be reached from
v~ via a single circuit step (S2° has 17454 circuits). For no such point y1, the vector vt —y;
is a circuit direction.

We conclude this section with some remarks on our proofs. For all three spindles S3%,
528, and S2°, the faces given in Figures [3] [9] and [L0] are not the only 2-faces that satisfy the
prerequisite of Lemma In fact, we enumerated all 2-faces using Polymake [21] and found that
for each of the three spindles there are 32 such 2-faces that contain one of the apices (16 for each
apex). Each of them is combinatorially equivalent to one of the examples given in Figures |§|
and Moreover, for any such 2-face, the two facet-defining inequalities that are relevant for
verifying the boundedness condition in Lemma 5] are one of the pairs given in Corollaries 3] to ]

Finally, as explained above, our bounds on the circuit length of S28, 528 and S2° are robust
under mild perturbations as long as they retain the properties in Corollaries[3|to[5] respectively.
However, we do not know whether, in fact, all realizations of the three spindles satisfy these
properties. We leave this as an open question.
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3.2 An Analytical and Computational Verification for the 20- and 23-Dimensional
Hirsch Counterexamples

Santos’ original disproof of the bounded Hirsch conjecture in [3T] crucially relies on finding a de-
generate spindle whose (combinatorial) length is greater than its dimension. We have shown that
in the circuit setting, neither Santos’ original spindle S2® nor any of the subsequent improve-
ments S2% and S2° from [28] meet this requirement: all three spindles (and slight perturbations
thereof) have circuit length at most 5. Therefore, neither of them leads to a counterexample to
the circuit diameter conjecture via Santos’ construction from [3I]. For the two smaller of the
three spindles, the steps of this construction have been explicitly carried out by Matschke, San-
tos, and Weibel [28], resulting in inequality descriptions of two explicit Hirsch counterexamples.
Our arguments developed in Section [3.1] even allow us to verify that the circuit length of these
two explicitly given spindles is indeed at most their dimension. To see how our techniques also
apply here, we first explain Santos’ construction in more detail. As the original construction
in [31] is stated in terms of prismatoids, the polar duals of spindles, we briefly repeat it in the
language of spindles here.

Let Sg C R4 be a d-dimensional spindle with f facets and length [ where f > 2d and [ > d.
We denote the apices of Sg by u and v. Since f > 2d, at least one of the apices u is degenerate.
Now choose an arbitrary facet F' of .S g that contains the other apex v and perform the following
wedge operation: Let HT and H~ be two (non-parallel) hyperplanes in R4*! such that each
of them intersects the interior of Sg x R C Rt and HY N H~ D F x {0}. Then for the two
polyhedra W given by W+ = (55 x R) N H*, we define WF(S[{) = conv(W*t UW™). Note
that by construction, W+ are affinely equivalent embeddings of the spindle 55 into the two
hyperplanes H*. Hence, Wg (Sf;) is a polytope again. We call WF(SKJIC) a wedge (on Sf;) over
the facet F. See Figure [ for an illustration of the wedge operation. Note that this operation
can increase the circuit diameter by at most one [6].

The wedge VVF(,S'CJIc ) has f + 1 facets in dimension d 4+ 1 and is almost a spindle: each facet
either contains the vertex (v,0) or the edge between u™ and u~, where u* denotes the apex
of W# distinct from (v,0). To get a spindle from WF(Sg), we carefully perturb the facets of
Wg(S, 5 ) that contain the edge between u™ so as to make an interior point of this edge become
a vertex (the new apex; see Figure ) If the perturbation is done appropriately as described
n [31], the resulting spindle Sg;:ll has length at least [ + 1. In fact, by the proof of Theorem
2.6 in [31], carefully perturbing a single facet suffices to increase the length as desired.

If this wedge-plus-perturbation operation is iteratively applied f—2d times to S 5 , we obtain
an (f — d)-dimensional spindle S?ffd with 2f — 2d facets and length at least [ + f — 2d. So if

I > d, then the length of S;{;zd exceeds f — d, which means that the spindle S]%Jifd violates
the Hirsch conjecture.

In [28], Matschke, Santos, and Weibel explicitly built and computationally checked two
Hirsch counterexamples resulting from S2°% and S2° via Santos’ construction described above.
The resulting spindles are of length 24 and 21 in dimension 23 and 20, respectively. The authors
remark that carrying out the steps of the construction in such a way that the length indeed
increases as desired was computationally feasible only for the two smaller spindles S28 and S2°
and not for S28 (see also Santos’ remark in [31, Section 1]). For those two spindles, we verified
computationally that our proof technique from Section [3.1] for bounding their circuit length
also transfers to the explicit counterexamples themselves obtained by Matschke, Santos, and
Weibel.

Using the inequality descriptions and vertex adjacencies provided in [28/37], we found that
slight perturbations of the 2-faces in Figures |§| and still appear as 2-faces (with the same
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v =(v,0) ¥

Wr(S%) F x {0} syt

V/

(b) (¢)

Fig.4: (a) The initial spindle Sg is degenerate (the orange line at u indicates an ‘extra’ facet
incident with u). (b) By wedging over a facet F' that contains the other apex v, we obtain the

wedge Wg(S g ) with two facets W that are affinely equivalent with S f; . The adjacent vertices

+

u™ now correspond to the apex u of SC’; . (c) By perturbing the orange facet of the wedge, we

get a spindle Sgill with apices u and v.

combinatorics) after the final wedge-plus-perturbation step. Furthermore, our computations
show that on the final spindle, the length of a shortest edge walk from each apex to those
2-faces increases by exactly the number of times we wedge over a facet that contains the apex.
For instance, the 20-dimensional explicit counterexample from [28, Theorem 1.3] based on S2°
has a 2-face that is a perturbed equivalent of the 2-face in Figure The original face of
S25 could be reached within 3 edge steps from one apex, and the other apex was a vertex of
the face already. Now, in dimension 20, the equivalent face can be reached within 3 + 8 = 11
edge steps from one apex, and its vertex that was the other apex in dimension 5 now is at
distance 7 from the new apex. The perturbations applied by Matschke, Santos, and Weibel are
small enough for the properties [(7)] and in Corollary [5 to still hold. By our arguments in
Section [3.1] this means that there is a circuit walk of length at most 2 on the perturbed 2-face
that connects the two edge walks to and from the face to give a circuit walk of total length at
most 114247 = 20. Also for the other 2-faces of S2° in Figure [10| and those of S2® in Figure@
we verified computationally that the length 5 circuit walks via those faces can be extended in
a completely analogous way to obtain circuit walks of the desired length in higher dimension.
As an immediate consequence of these observations, we obtain the following corollaries.
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Corollary 6. The circuit length of the 20-dimensional spindle with 40 facets from [28, Theorem
1.8] is at most 20.

Corollary 7. The circuit length of the 23-dimensional spindle with 46 facets from [28]37] is
at most 23.

We stress that these two explicit Hirsch counterexamples result from a particular sequence
of wedge-plus-perturbation operations applied to S2° and S28, respectively. However, the steps
of Santos’ construction are not uniquely determined: the choice of the facet to wedge over
is arbitrary (as long as it contains the right apex), and so is the choice of the facet that is
perturbed. Different choices may lead to different counterexamples. Nonetheless, our arguments
from Section [3.1] enable us to make the following observation: regardless of how the steps of
Santos’ construction applied to S28 or S28 are executed, the 2-faces that our circuit length
bounds for the 5-dimensional spindles crucially relied on will be preserved up to slight changes.

To see this, consider the first wedge on S2° (or S28) over an arbitrary facet (both apices
are degenerate). Let us denote the two facets that are affinely equivalent with S2° by W* with
apices v and u¥, as in the sketch in Figure . Thus, all 2-faces of S2° in Figure [10| also appear
as 2-faces of W (up to an affine transformation). If we now perturb a facet according to Santos’
construction (one of the facets that contains u®), then one of the vertices u™, say u™, must be
cut off in order to get a spindle again (cf. Figure ) Note that the only degenerate vertices
of §25, and therefore of W, are the apices (this can be verified computationally, e.g., using
Polymake [21]). So by a slight perturbation of the chosen facet, a 2-face of W that contains u™
will either be slightly perturbed without changing the combinatorics, or it will become a 2-face
where combinatorially the only change is that ut is replaced with two new, adjacent vertices
(the edge between them must then be defined by the perturbed facet). Moreover, 2-faces of
W that do not contain u™ are unaffected (up to slight perturbations) since the facet that
we perturb contains u™. In either case, Lemma [5| guarantees that on the resulting 2-face, two
circuit steps still suffice to reach a vertex that corresponds to the apex of S2° contained in the
corresponding face of S25. The above observation also applies to S8 by noting that all vertices
of 528 other than the apices are non-degenerate. However, this is not true for the vertices of S28.
Therefore, we cannot directly conclude that any wedge-plus-perturbation operation according
to Santos’ construction will preserve the 2-face in Figure [3| or its symmetric equivalents in the
proofs of Theorem [5] and Corollary [3]
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Appendix

In our discussion in Section we identified four additional orientations for the Todd polytope
My that can be used to disprove the monotone Hirsch conjecture if combined with an objective
function uniquely minimized at 0. We display these orientations in Figures 5] [6] [7, and

In Section |3.1} one of the key arguments for bounding the circuit length of the 5-dimensional
spindles was to exhibit the existence of a 2-face F' incident to the target apex that can be reached
in three edge steps from the other. Figure |3 displayed the corresponding subgraph for S28. In
Figures [9] and [10] we display the corresponding subgraphs for S2° and S2°.

‘» 4,(

—_— 0 —

Fig. 5: The digraph of My for the orientation ¢ = (10716, 13680, 3477, 4465)
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Fig. 6: The digraph of M, for the orientation ¢ = (13680, 10716, 4465, 3477).
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Fig. 7: The digraph of M, for the orientation ¢ = (912,1824,513,817)
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Fig. 8: The digraph of M, for the orientation ¢ = (1824,912,817,513)

27



28

3T4t6T10713%
1t3t4T6+10"

1T3*t4+7t 10"
3T4+t7+10713%

(a)

1T2+6toT13"
1+2+4+6+9+

vt v
1T2t47679%
1t2t69713*
(b)
4+9+
+13+
2t6t10t11713+
2tg*t10t11713+
vt v
2+g8*t10t11713~
9-13- 2T6+t10711713~
579~
(c)
1+10% ot
107137 3ig+grotizt
3tgtot11713"
V+ v

el 3tgtot12t14*
l0-1a+ 3767879714
1710~

(d)

Fig. 9: Four subgraphs of S28 induced by all vertices of a 2-face F' and by vertices on a shortest
path from the apex not contained in F' to a vertex of F. The face F is defined by inequalities
(a) 10%, 11%, 13* or (b) 8T, 97, 137, or (c) 1*, 2%, 6T, or (d) 3T, 4%, 67, respectively.
Vertex labels indicate which inequalities are tight. For the vertices of F', we omitted the facets
containing F' from their labels. In each of the graphs (a) to (d), the two highlighted vertices

are at distance 3 from both vt and v—.
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Fig. 10: Four subgraphs of S2° induced by all vertices of a 2-face I’ and by vertices on a shortest
path from the apex not contained in F' to a vertex of F. The face F is defined by inequalities
(a) 15,17,21, or (b) 13,18,22, or (c) 2,8,9, or (d) 3,5,9, respectively. Vertex labels indicate
which inequalities are tight. For the vertices of F', we omitted the facets containing F from
their labels. In each of the graphs (a) to (d), the highlighted vertices are at distance 3 from the
apex not contained in F'.
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