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Abstract

For a set of graphs F , let ex(n,F) and spex(n,F) denote the maximum number

of edges and the maximum spectral radius of an n-vertex F -free graph, respectively.

Nikiforov (LAA, 2007) gave the spectral version of the Turán Theorem by showing that

spex(n,Kk+1) = λ(Tk(n)), where Tk(n) is the k-partite Turán graph on n vertices. In

the same year, Feng, Yu and Zhang (LAA) determined the exact value of spex(n,Ms+1),

whereMs+1 is a matching with s+1 edges. Recently, Alon and Frankl (arXiv2210.15076)

gave the exact value of ex(n, {Kk+1,Ms+1}). In this article, we give the spectral version

of the result of Alon and Frankl by determining the exact value of spex(n, {Kk+1,Ms+1})
when n is large.

1 Introduction

In this paper, we consider only simple and finte graphs. Let G = (V,E) be a graph with

vertex set V = V (G) and edge set E = E(G). We write |G| for |E(G)| through this paper.

Let A(G) be the adjacency matrix of G and let λ(G) be the largest eigenvalue of A(G), and

call it the spectral radius of G.

Let F be a family of graphs, we say graph G is F-free if G does not contain any graph in

F as a subgraph. As the classical Turán type problem determines the maximum number of

edges of an n-vertex F-free graph, called Turán number and denoted by ex(n,F). Brualdi-

Solheid-Turán type problems consider the maximum spectral radius of an n-vertex F-free

graph, denoted by spex(n,F), i.e.

spex(n,F) = max{λ(G) : G is an n-vertex F-free graph}.
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In the recent ten years, there are fruitful results of Brualdi-Solheid-Turán type problems,

for example, in [2, 4, 9, 11, 13, 14, 16, 17, 18, 19, 21].

Let Kn and Kn denote the complete graph and the empty graph on n vertices, respec-

tively. For any graph G and U ⊂ V (G), write G − U = G[V (G)\U ]. Let Kn1,··· ,nk
denote

the complete k-partite graph with partition sets of sizes n1, . . . , nk. A Turán graph Tk(n)

is the complete k-partite graph on n vertices whose partition sets have sizes as equal as

possible. Define Gk(n, s) = Tk−1(s)∨Kn−s, the join of the Turán graph Tk−1(s) and empty

graph Kn−s. Clearly, Gk(n, s) is a complete k-partite graph on n vertices with one partition

set of size n− s and the others having sizes as equal as possible. Write Mk for a matching

consisting of k edges.

A fundamental theorem (Turán Theorem) due to Turán [20] gives ex(n;Kk+1) = |E(Tk(n))|
for n > k + 1 > 3. In 2007, Nikiforov [15] gave a spectral version of the Turán Theorem

by showing that λ(G) ≤ λ(Tk(n)) for every n-vertex Kk+1-free graph G, with equality if

and only if G ∼= Tk(n). When considering the bounded matching number, Feng, Yu and

Zhang [8] proved that

spex(n,Ms+1) =































λ(Kn), if n = 2s or 2s+ 1;

λ(K2s+1 ∪Kn−2s−1), if 2s + 2 6 n < 3s+ 2;

λ(Ks ∨Kn−s) or λ(K2s+1 ∪Kn−2s−1), if n = 3s + 2;

λ(Ks ∨Kn−s), if n > 3s + 2.

Recently, Ni, Wang and Kang [14] extended the above result by determining the exact value

of spex(n, kKr+1) for k ≥ 2, r ≥ 2, and sufficiently large n.

Another fundamental result in graph theory is the Erdős-Gallai Theorem [6], showing

that

ex(n,Ms+1) = max

{

|E(Gs+1(n, s))| ,
(

2s+ 1

s+ 1

)}

.

Recently, Alon and Frankl [1] combined the forbidden graphs of Turán Theorem and Erdős-

Gallai Theorem by showing that

Theorem 1.1 ([1]). For n ≥ 2s+ 1 and k ≥ 2,

ex(n, {Kk+1,Ms+1}) = max{|Tk(2s + 1)|, |Gk(n, s)|}.

Observe that when n is sufficiently large,

ex(n, {Kk+1,Ms+1}) = max{|Tk(2s + 1)|, |Gk(n, s)|} = |Gk(n, s)|.

In this note, we consider the Brualdi-Solheid-Turán type problem of Theorom 1.1 when n

is sufficiently large. Here is our main theorem.
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Theorem 1.2. For n ≥ 4s2 + 9s and k ≥ 2,

spex(n, {Kk+1,Ms+1}) = λ(Gk(n, s)).

The rest of the note is arranged as follows. We give some preliminaries and lemmas.

The proof of Theorem 1.2 will be given in Section 2. We give some discussion in the last

section.

2 Preliminaries and lemmas

The Tutte-Berge Theorem [3] (also see the Edmonds-Gallai Theorem [5]) is very useful when

we cope with the problem related to matching number.

Lemma 2.1 ([3],[5]). A graph G is Ms+1-free if and only if there is a set B ⊂ V (G) such

that all the components G1, . . . , Gm of G−B are odd (i.e. |V (Gi)| ≡ 1 (mod 2) for i ∈ [m]),

and

|B|+
m
∑

i=1

|V (Gi)| − 1

2
= s.

The following result is due to Esser and Harary [7].

Lemma 2.2 ([7]). For any k-partite graph K = Kn1,··· ,nk
of order n, the characteristic

polynomial ΦK(λ) is given by

ΦK(λ) = λn−k





k
∏

i=1

(λ+ ni)−
k
∑

i=1

ni

k
∏

j=1,j 6=i

(λ+ nj)



 .

And the spectral radius of K is the largest root of 1−
k
∑

i=1

ni

λ+ni
= 0.

The following lemma shows that for a complete multipartite graph the more balanced

the graph is, the larger will the spectral radius be.

Lemma 2.3. For any k-partite graph Kn1,··· ,nk
of order n, if there exist i and j with

ni − nj ≥ 2, then λ(Kn1,··· ,ni−1,··· ,nj+1,··· ,nk
) > λ(Kn1,··· ,ni,··· ,nj ,··· ,nk

).

Proof. Let A and Ã be adjacent matrices of K = Kn1,··· ,nk
and K̃ = Kn1,··· ,ni−1,··· ,nj+1,··· ,nk

,

respectively, where K̃ is obtained from K by moving a vertex v in the i-th part Vi to the

j-th part Vj. Let λ = λ(K) and λ̃ = λ(K̃). Let x be a unit Perron vector of A. Note

that all vertices in the same part of K or K̃ have the same corresponding components in its

unit Perron vector. Denote the components corresponding to the vertices in the ℓ-th part

in x by xℓ. Let f(x) =
k
∑

ℓ=1

nℓ

x+nℓ
− 1. By Lemma 2.2, λ is the largest root of f(x). Clearly,
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f(+∞) = −1 < 0 and f(nj) =
k
∑

ℓ 6=i,j

nℓ

nj+nℓ
+ ni

nj+ni
− 1

2 > 0. Hence, λ > nj. Since Ax = λx,

we have λxm =
k
∑

ℓ=1

nℓxℓ − nmxm, i.e. xm =
k
∑

ℓ=1

nℓxℓ/(λ+ nm) for m ∈ [k]. Therefore,

xT (Ã−A)x =
∑

u∈Vi\{v}

2xuxv −
∑

u∈Vj

2xuxv

= 2(ni − 1)x2i − 2njxjxi

= 2xi[(ni − 1)xi − njxj]

= 2xi

k
∑

ℓ=1

nℓxℓ

(

ni − 1

λ+ ni

− nj

λ+ nj

)

= 2xi

k
∑

ℓ=1

nℓxℓ
λni − λ− nj − λnj

(λ+ ni)(λ+ nj)

> 0,

the last inequality holds because ni ≥ nj + 2 and λ > nj. Therefore, we have λ̃ > λ.

Let M be an n× n real symmetric matrix with the following block form

M =









M11 · · · M1k

...
. . .

...

Mk1 · · · Mkk









.

For 1 ≤ i, j ≤ k, let bij denote the average row sum of Mij . The matrix B = (bij) is called

the quotient matrix of M . Moreover, if for each pair i, j, Mij has a constant row sum, then

B is called the equitable quotient matrix of M .

Lemma 2.4 ([10]). Let M be an n × n real symmetric matrix and let B be an equitable

quotient matrix of M . If M is nonnegative and irreducible, then λ(M) = λ(B), where

λ(M) and λ(B) are the largest eigenvalues of M and B, respectively.

For two non-adjacent vertices u, v in a graph G, we define the switching operation u → v

as deleting the edges joining u to its neighbors and adding new edges connecting u to the

neighborhood of v. Let Gu→v be the graph obtained from G by the switching operation

u → v, that is V (Gu→v) = V (G) and

E(Gu→v) = (E(G) \ EG(u,NG(u))) ∪ EG(u,NG(v)),

where EG(S, T ) is the set of edges in G with one end in S and the other in T for disjoint

subsets S, T ⊂ V (G). Note that the edges between u and the common neighbors of u and v
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remain unchanged by the definition of Gu→v. For two disjoint independent sets S and T in

a graph G, if all vertices in S (resp. T ) have the same neighborhood NG(S) (resp. NG(T )),

we similarly define GS→T to be the graph obtained from G by deleting the edges between

S and NG(S) and adding new edges connecting S and NG(T ).

Proposition 2.5. For r ≥ 2 and two disjoint independent sets S and T in a graph G,

if all of vertices in S (resp. T ) have the same neighborhood NG(S) (resp. NG(T )) and

EG(S, T ) = ∅, then either G′ = GS→T or G′ = GT→S has the property that λ(G′) ≥ λ(G).

Proof. Let S and T be two such independent sets of G. Let x be a unit Perron vector of

A(G). Without loss of generality, suppose
∑

z∈NG(T )

xz ≥
∑

z∈NG(S)

xz. Let G
′ = GS→T . Then

xT (A(G′)−A(G))x =
∑

u∈S

∑

z∈NG(T )

2xuxz −
∑

u∈S

∑

z∈NG(S)

2xuxz

= 2
∑

u∈S

xu





∑

z∈NG(u)

xz −
∑

z∈NG(v)

xz



 ≥ 0.

Therefore, we have λ(G′) ≥ λ(G).

3 Proof of Theorem 1.2

Now we are ready to give the proof of the main theorem.

Proof of Theorem 1.2. Suppose n ≥ 4s2 + 9s. Let G be an n-vertex graph with maximum

spectral radius over all {Kk+1,Ms+1}-free graphs. Let λ = λ(G) and x be a unit Perron

vector of A(G). We show that λ(G) ≤ λ(Gk(n, s)).

Since G is Ms+1-free, by Lemma 2.1, there is a vertex set B ⊂ V (G) such that G − B

consists of odd components G1, . . . , Gm, and

|B|+
m
∑

i=1

|V (Gi)| − 1

2
= s. (1)

Let Ai = V (Gi) and |Ai| = ai for i ∈ [m]. Denote A = ∪m
i=1Ai. Let IG(A) = {i ∈ [m] : ai =

1}. We may choose G maximizing |IG(A)| (assumption (*)). Let |B| = b. Then we have

b ≤ s and ai ≤ 2s + 1.

Define two vertices u and v in B are equivalent if and only if NG(u) = NG(v). Clearly,

it is an equivalent relation. Therefore, the vertices of B can be partitioned into equiva-

lent classes according to the equivalent relation defined above. We may choose G (among

graphs G satisfying assumption (*)) with the minimum number of equivalent classes of B

(assumption (**)). Note that each equivalent class of B is an independent set of G by the
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definition of the equivalent relation. We first claim that every two non-adjacent vertices of

B have the same neighborhood (a spectral version of Lemma 2.1 in [1]), for completeness

we include the proof.

Claim 1. Every two non-adjacent vertices of B have the same neighborhood.

Proof. Suppose there are two non-adjacent vertices u,w ∈ B with NG(u) 6= NG(w). Then u

and w must be in different equivalent classes U and W by the definition of the equivalence.

Since uw /∈ E(G), we have EG(U,W ) = ∅. Without loss of generality, suppose
∑

z∈NG(w)

xz ≥
∑

z∈NG(u)

xz. Let G′ = GU→W . By Proposition 2.5, λ(G′) ≥ λ(G). Now we show that G′ is

{Kk+1,Ms+1}-free too. Clearly, G′−B still consists of odd components G1, . . . , Gm. Hence

G′ is Ms+1-free by Lemma 2.1. If G′ contains a copy T of Kk+1, we must have a vertex

u′ ∈ V (T ) ∩ U . Since NG′(u′) = NG′(w) = NG(w), (V (T ) \ {u′}) ∪ {w} induces a copy of

Kk+1 in G, a contradiction. Hence, GU→W is {Kk+1,Ms+1}-free. By the extremality of G,

we have λ(G′) = λ(G). But the number of equivalent classes of G′ (U and W merge into

one class in G′) is less than the one in G, a contradiction to the assumption (**).

By Claim 1 and G is Kk+1-free, G[B] is a complete ℓ-partite graph with ℓ ≤ k. Let its

partition sets be B1, . . . , Bℓ and let Bℓ+1 = · · · = Bk = ∅ if ℓ < k. Let bi = |Bi| for i ∈ [k].

Without loss of generality, assume that
∑

v∈B1

xv ≥ · · · ≥ ∑

v∈Bk

xv. By Claim 1, if there is a

vertex in Bi adjacent to v ∈ Aj then Bi ⊆ NG(v).

Claim 2. a2 = a3 = · · · = am = 1.

Proof. Suppose v1 is a vertex in A with
∑

u∈NG(v1)

xu = max
v∈A

∑

u∈NG(v)

xu. Without loss of

generality, suppose v1 ∈ A1. We prove by contradiction. Suppose there is an ai with ai 6= 1

for some 2 ≤ i ≤ m.

If |G[A1]| = 0, let G′ be the resulting graph by applying the switching operations u → v1

for all vertices u ∈ A \ {v1} one by one. Then we have |G′[A]| = 0. By Proposition 2.5,

λ(G′) ≥ λ(G). With the same discussion as in the proof of Claim 1, we have that G′ is still

{Kk+1,Ms+1}-free. But |IG′(A)| = m > |IG(A)|, a contradiction to the assumption (*).

If |G[A1]| > 0, i.e. a1 ≥ 3. Without loss of generality, assume a2 ≥ 3. Since G[A2]

is connected, we can pick two vertices, say u1, u2 in A2 such that G[A2\{u1, u2}] is still

connected (u1, u2 exist, for example, we can pick two leaves of a spanning tree of G[A2]).

Let G1 be the resulting graph by applying the switching operations u1 → v1 and u2 → v1

one by one. With similar discussion as in the above case, we have λ(G1) ≥ λ(G) and G1 is

{Kk+1,Ms+1}-free. Continue the process after t = a2−1
2 steps, we obtain a graph Gt with
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λ(Gt) ≥ λ(G) and Gt is {Kk+1,Ms+1}-free. But |IGt(A)| = |IG(A)| + 1, a contradiction to

the assumption (*).

The following proof is divided into two cases according to a1.

Case 1. a1 = 1.

In this case b = s by (1). By Claim 2, A is an independent set ofG. Let A = {v1, . . . , vm}.
If bk = 0, then G[B] is a complete ℓ-partite graph on s vertices with ℓ ≤ k− 1. We may

assume ℓ = k− 1 (Otherwise, we can add new edges in G[B] to make it (k− 1)-partite and

this operation will increase the spectral radius of G by the Perron-Frobenius Theorem, a

contradiction to the maximality of G). With the same reason, we can add all missing edges

between sets A and B to make G a complete k-partite graph. Now by Lemma 2.3, we have

λ(G) ≤ λ(Gk(n, s)), and the equality holds if and only if G ∼= Gk(n, s).

If bk 6= 0, then G[B] is a complete k-partite graph on s vertices. Since G is Kk+1-

free, each vertex in A is only adjacent to k − 1 parts in B. By the assumption
∑

v∈B1

xv ≥

· · · ≥ ∑

v∈Bk

xv and the maximality of G, we may assume every vertex of A is adjacent to

B1, · · · , Bk−1 (the only possible exception is when
∑

v∈B1

xv = · · · = ∑

v∈Bk

xv, in this case,

we can relabel B1, . . . , Bk and do switching operations in vertices of A to obtain a new

graph with the non-decrease spectral radius and the desired property). Now combine Bk

and A as one part, we obtain that G is a complete k-partite graph. Since
k−1
∑

i=1
bi ≤ s− 1, by

Lemma 2.3, we have λ(G) < λ(Gk(n, s)). This completes the proof of the case.

Case 2. a1 ≥ 3

In this case b + a1−1
2 = s. Since G is Kk+1-free and has maximum spectral radius, we

also can assume that G[B] is a complete ℓ-partite graph with ℓ = k − 1 or k and each

vertex in A is only adjacent to the first k − 1 parts in G[B]. Now let Ã = Bk ∪ (A \ A1)

and a = |Ã|. Then Ã is an independent set of G. To finish the proof, we will show that

λ(G) < λ(Gk(n, s)). To do this, let G̃ be the graph obtained by adding all missing edges (if

any) between the sets Ã and B \Bk, all missing edges (if any) between A1 and B \Bk, and

all missing edges (if any ) in A1, i.e. G̃ = G[B \Bk] ∨ (Ka ∪Ka1). Clearly, G ⊆ G̃. Hence

we have λ(G̃) ≥ λ(G). Therefore, it is sufficient to show that λ(Gk(n, s)) > λ(G̃).

Claim 3. λ(Gk(n, s)) > λ(G̃).
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Proof. The quotient matrix of A(G̃) according to the partition B1 ∪ · · · ∪Bk−1 ∪ Ã ∪A1 is

M =























0 b2 · · · bk−1 a a1

b1 0 · · · bk−1 a a1
...

...
. . .

...
...

...

b1 b2 · · · 0 a a1

b1 b2 · · · bk−1 0 0

b1 b2 · · · bk−1 0 a1 − 1























By Lemma 2.4, we have λ(G̃) = λ(M), where λ(M) is the largest eigenvalue of M . It can

be calculated that the characteristic polynomial of M is

ΦM (λ) = (λ2 + (a+ 1)λ+ a(1− a1))

k−1
∏

i=1

(−λ− bi)

(

− λ(λ+ 1− a1)

λ2 + λ+ a(λ+ 1− a1)
+

k−1
∑

i=1

bi
bi + λ

)

.

Thus, λ(M) is the largest root of ΦM(λ). Let

f0(λ) = − λ(λ+ 1− a1)

λ2 + λ+ a(λ+ 1− a1)
+

k−1
∑

i=1

bi
bi + λ

and

h(λ) = λ2 + (a+ 1)λ+ a(1− a1).

Since a1 ≤ 2s+1, 1 ≤ bi ≤ b ≤ s and n ≥ 4s2 +9s, we have a = n− a1 − b ≥ 4s2 +6s− 1.

Then we have

f0(a1) = − a1
a21 + a1 + a

+

k−1
∑

i=1

bi
bi + a1

≥ k − 1

2s+ 2
− 1

2
√
a+ 1

≥ 1

2s+ 2
− 1

4s − 1
> 0

and

f0(+∞) = lim
λ→+∞

(

−1 +
(a+ a1)λ− a(a1 − 1)

λ2 + λ+ a(λ+ 1)− aa1
+

k−1
∑

i=1

bi
bi + λ

)

= −1 < 0.

Thus the largest root of f0(λ) is larger than a1. Since h(a1) = a21+a1+a > 0 and a+1 > 0,

the largest root of f0(λ) and ΦM (λ) are the same. Therefore, we have λ(M) > a1.

Next, we will prove that λ(M) < λ(Gk(n, s)) by shifting vertices from A1 to Ã and

some Bi for i ∈ [k − 1]. Specifically, arbitrarily choose an i ∈ [k − 1], let G̃1 be the graph

obtained from G̃ by shifting one vertex from A1 to Ã and one vertex from A1 to some Bi,

where when we shift a vertex from a set X to another set Y , we delete the edges between

the vertex and its neighbors and adding new edges connecting it to the neighborhood of Y .

Note that G̃ = Kb1,...,bk−1
∨ (Ka ∪Ka1). Then G̃1 = Kb1,...,bi+1,...,bk−1

∨ (Ka+1 ∪Ka1−2). Let

f1(λ) = − λ(λ+ 3− a1)

λ2 + λ+ (a+ 1)(λ+ 3− a1)
+

bi + 1

bi + 1 + λ
+

k−1
∑

l=1,l 6=i

bl
bl + λ

.
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Then

f1(λ)− f0(λ) =
λ

λ2 + (2bi + 1)λ+ b2i + bi

− λ(λ2 + (2a1 − 2)λ− a21 + 4a1 − 3)

(λ2 + (a+ 1)λ+ a(1− a1))(λ2 + (a+ 2)λ+ (a+ 1)(3 − a1))

:=
λ

g1(λ)
− λg2(λ)

g3(λ)g4(λ)

=
λg3(λ)g4(λ)− λg1(λ)g2(λ)

g1(λ)g3(λ)g4(λ)
.

Since a1 ≤ 2s+ 1, 1 ≤ bi ≤ s, a ≥ 4s2 + 6s − 1, and λ(M) > a1, we have

g3(λ(M)) − g2(λ(M)) = (1 + a− 2a1 + 2)λ(M) + a(1− a1) + (a1 − 1)(a1 − 3)

> (1 + a− 2a1 + 2)a1 + a(1− a1) + (a1 − 1)(a1 − 3)

= a− a21 − a1 + 3

≥ 4s2 + 6s− 1− (2s + 1)2 − (2s + 1) + 3

≥ 0,

and

g4(λ(M))− g1(λ(M)) = (a− 2bi + 1)λ(M) + (a+ 1)(3 − a1)− b2i − bi

> (a− 2bi + 1)a1 + (a+ 1)(3 − a1)− b2i − bi

≥ 3(4s2 + 6s)− 5s2 − 3s

> 0.

Therefore, we have f1(λ(M)) − f0(λ(M)) > 0, which implies that the spectral radius in-

creases after one shifting operation. Therefore, after t = a1−1
2 times of shifting operations,

we get a complete k-partite graph G̃t = Kb′
1
,...,b′

k−1
,a′ , where

k−1
∑

i=1
b′i = s − bk ≤ s and

a′ = n − s + bk ≥ n − s. By Lemma 2.3, we have λ(Gk(n, s)) ≥ λ(G̃t) > λ(G̃). This

completes the proof of Case 2.

The proof of Theorem 1.2 is completed.

4 Concluding Remarks

In this note, we determine spex(n, {Kk+1,Ms+1}) when n > 4s2 + 9s, we believe that the

lower bound of n can be optimized, and when n is small, the extremal graph will be Tk(n).

We leave this as a problem.
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