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#### Abstract

We consider critical planar Ising model in annulus with alternating boundary conditions on the outer boundary and free boundary conditions in the inner boundary. As the size of the inner hole goes to zero, the event that all interfaces get close to the inner hole before they meet each other is a rare event. We prove that the law of the collection of the interfaces conditional on this rare event converges in total variation distance to the so-called $2 N$-sided radial $\mathrm{SLE}_{3}$, introduced by HL21. The proof relies crucially on an estimate for multiple chordal SLE. Suppose $\left(\gamma_{1}, \ldots, \gamma_{N}\right)$ is chordal $N$-SLE ${ }_{\kappa}$ with $\kappa \in(0,4]$ in the unit disc, and we consider the probability that all $N$ curves get close to the origin. We prove that the limit $\lim _{r \rightarrow 0+} r^{-A_{2 N}} \mathbb{P}\left[\operatorname{dist}\left(0, \gamma_{j}\right)<r, 1 \leq j \leq N\right]$ exists, where $A_{2 N}$ is the so-called $2 N$-arm exponents and dist is Euclidean distance. We call the limit Green's function for chordal $N-$ SLE $_{\kappa}$. This estimate is a generalization of previous conclusions with $N=1$ and $N=2$ proved in LR12, LR15 and Zha20 respectively.


Keywords: Ising model, $2 N$-sided radial SLE, Green's function for multiple SLE
MSC: 60J67, 82B20

## Contents

1 Introduction ..... 2
1.1 Convergence of Ising interfaces to radial SLE ..... 2
1.2 Green's function for multiple chordal SLE with $\kappa \in(0,4]$ ..... 6
2 Multiple chordal SLE and multiple radial SLE ..... 8
2.1 Preliminaries: chordal $N$-SLE ${ }_{\kappa}$ ..... 9
2.2 Preliminaries: $2 N$-sided radial SLE ..... 10
2.3 Transition density for chordal $N-$ SLE $_{\kappa}$. ..... 12
2.4 Proof of Proposition 2.1|, Theorem 1.2 and Corollary 1.4 ..... 15
3 Ising model ..... 19
3.1 Convergence of multiple Ising interfaces in polygons ..... 20
3.2 Convergence of multiple Ising interfaces in annulus ..... 21
3.2.1 Convergence of Ising interfaces in polygons with one free segment ..... 22
3.2.2 Convergence of Ising interfaces in annulus ..... 23
3.2.3 From local convergence to global convergence ..... 24
3.2.4 Proof of Proposition 3.2 ..... 25
3.3 Proof of Theorem 1.1 ..... 26
3.4 Proof of Lemmas 3.8 ] and [3.9] ..... 28

[^0]
## 1 Introduction

The Ising model is one of the most studied lattice model in statistical physics. Due to recent celebrated work of Chelkak and Smirnov [CS12], it is proved that, at the critical temperature, the planar Ising interface is conformally invariant in the scaling limit. Based on the conformal invariance, one is able to identify the scaling limit of Ising interface in simply connected domains as Schramm Loewner evolution $\mathrm{SLE}_{3}\left[\mathrm{CDCH}^{+} 14\right]$. In this article, we consider critical planar Ising model in annulus.

In Izy17, Izyurov systematically studied the scaling limit of Ising interface in finitely connected domains. In our article, we study the Ising interface in annulus. Our setup is similar to that of [zy17], but we focus on a different aspect of the Ising interfaces. We denote standard annulus as follows:

$$
\mathbb{A}_{p}:=\left\{z \in \mathbb{C}: e^{-p}<|z|<1\right\}, \quad \text { for } p>0
$$

Suppose $x_{1}, \ldots, x_{2 N}$ are distinct boundary points lying on the unit circle $\partial \mathbb{D}$ in counterclockwise order. Suppose $\left(\mathcal{A}^{\delta} ; x_{1}^{\delta}, \ldots, x_{2 N}^{\delta}\right)$ is an approximation of $\left(\mathcal{A}_{p} ; x_{1}, \ldots, x_{2 N}\right)$ and we consider critical Ising model in $\mathcal{A}^{\delta}$ with the following boundary conditions: $\oplus$ on the boundary $\operatorname{arc}\left(x_{2 j-1}^{\delta} x_{2 j}^{\delta}\right)$ and $\ominus$ on the boundary $\operatorname{arc}\left(x_{2 j}^{\delta} x_{2 j+1}^{\delta}\right)$ for $j \in\{1, \ldots, N\}$ and free in the inner hole, see precise definition in Proposition 3.2, We consider the Ising interfaces $\eta_{1}^{\delta}, \ldots, \eta_{2 N}^{\delta}$ starting from $x_{1}^{\delta}, \ldots, x_{2 N}^{\delta}$ respectively. Using techniques from Izy17] and CHI22], one is able to derive that the joint distribution of $\left(\eta_{1}^{\delta}, \ldots, \eta_{2 N}^{\delta}\right)$ has a scaling limit. Suppose $\left(\eta_{1}, \ldots, \eta_{2 N}\right)$ is the scaling limit, these interfaces may meet each other or hit the inner hole, see Figure 1.1. We are interested in the case when all $2 N$ interfaces hit the inner hole. As $p \rightarrow \infty$, the event that all $2 N$ interfaces hit the inner hole before they meet each other is a rare event and has small probability. We will derive the asymptotic of the probability of this rare event as $p \rightarrow \infty$, see (1.4). Then, we consider the law of $\left(\eta_{1}, \ldots, \eta_{2 N}\right)$ conditional on this rare event, our main conclusion is that, this conditional law converges to the so-called $2 N$-sided radial SLE $_{3}$ introduced by HL21 as $p \rightarrow \infty$, see Theorem 1.1.


Figure 1.1: Consider critical Ising interfaces in annular polygon ( $\mathbb{A}_{p} ; x_{1}, x_{2}, x_{3}, x_{4}$ ) with boundary conditions: $\oplus$ on $\left(x_{1} x_{2}\right) \cup\left(x_{3} x_{4}\right)$ and $\ominus$ on $\left(x_{2} x_{3}\right) \cup\left(x_{4} x_{1}\right)$ and free on the inner hole. There are four interfaces starting from $x_{1}, x_{2}, x_{3}, x_{4}$ respectively. There are seven possibilities for the connectivity of interfaces: in (a) and (b), four interfaces meet each other; in (c)-(f), two interfaces meet each other and the other two interfaces connect the marked points to the inner hole; in (g), all four interfaces hit the inner hole before they meet each other. In this article, we focus on the scenario in $(\mathrm{g})$ and show that, conditional on this rare event, the law of the collection of the four interfaces converges to 4 -sided radial $\mathrm{SLE}_{3}$.

### 1.1 Convergence of Ising interfaces to radial SLE

We say that a bounded planar domain $\mathcal{A}$ is an annular domain if the following 3 conditions are satisfied: (1): the complement of $\mathcal{A}$ in the Riemann sphere $\mathbb{C} \cup\{\infty\}$ has two connected components and both of them contain more than one point; (2): we denote by $D_{\mathrm{i}}$ the bounded connected component of $\mathbb{C} \backslash \mathcal{A}$; the boundary of $D_{\mathrm{i}}$ is a smooth curve and we denote $\partial_{\mathrm{i}}:=\partial D_{\mathrm{i}}$ and call it the inner boundary of $\mathcal{A} ;(3)$ : the boundary of the simply connected domain $\mathcal{A} \cup D_{\mathrm{i}}$ is locally connected, and we denote $\partial_{\mathrm{o}}:=\partial\left(\mathcal{A} \cup D_{\mathrm{i}}\right)$
and call it the outer boundary of $\mathcal{A}$. For $N \geq 1$, we say $\left(\mathcal{A} ; x_{1}, \ldots, x_{2 N}\right)$ is an annular polygon if $\mathcal{A}$ is an annular domain and $x_{1}, \ldots x_{2 N}$ are distinct points lying on $\partial_{\mathrm{o}}$ in counterclockwise order. We denote by $\left(x_{1} x_{2}\right)$ the boundary arc from $x_{1}$ to $x_{2}$ in counterclockwise order along $\partial_{\mathrm{o}}$. We usually write $x_{2 N+1}=x_{1}$ and $x_{0}=x_{2 N}$ by convention. In this article, we consider Ising model in annular domains.

Ising model. For definiteness, we consider subgraphs of the square lattice $\mathbb{Z}^{2}$, which is the graph with vertex set $V\left(\mathbb{Z}^{2}\right):=\{z=(m, n): m, n \in \mathbb{Z}\}$ and edge set $E\left(\mathbb{Z}^{2}\right)$ given by edges between those vertices whose Euclidean distance equals one (called neighbors). This is our primal lattice. Its dual lattice is denoted by $\left(\mathbb{Z}^{2}\right)^{\bullet}$. For a subgraph $G \subset \mathbb{Z}^{2}$ (resp. of $\left.\left(\mathbb{Z}^{2}\right)^{\bullet}\right)$, we define its boundary to be the following set of vertices: $\partial G=\left\{z \in V(G): \exists w \notin V(G)\right.$ such that $\left.\langle z, w\rangle \in E\left(\mathbb{Z}^{2}\right)\right\}$.

Suppose that $G=(V(G), E(G))$ is a finite subgraph of $\mathbb{Z}^{2}$. The Ising model on $G$ is a random assignment $\sigma=\left(\sigma_{v}\right)_{v \in V(G)} \in\{\ominus, \oplus\}^{V(G)}$ of spins. The boundary condition $\tau$ is specified by three disjoint subsets $\{\oplus\},\{\ominus\}$ and $\{$ free $\}$ of $\partial G$, each containing an arbitrary number of arcs. With boundary condition $\tau$, and inverse-temperature $\beta>0$, the probability measure of the Ising model is given by

$$
\mu_{\beta, G}^{\tau}[\sigma]=\frac{\exp \left(\beta \sum_{v \sim w} \sigma_{v} \sigma_{w}\right)}{Z_{\beta, G}^{\tau}}, \quad Z_{\beta, G}^{\tau}:=\sum_{\sigma} \exp \left(\beta \sum_{v \sim w} \sigma_{v} \sigma_{w}\right)
$$

where the sum in the exponential is taken over the set of edges $\langle v, w\rangle \in E(G)$, except for those edges that belong to the $\{$ free $\}$ arcs in $\tau$, and where the spins at vertices of $\{\oplus\}$ and $\{\ominus\}$ arcs are assumed to be non-random and are equal to $\oplus$ and $\ominus$, respectively. In this article, we focus on Ising model with critical inverse-temperature $\beta=\beta_{c}:=\frac{1}{2} \log (1+\sqrt{2})$.

When we add the subscript or superscript $\delta$, we mean that subgraphs of the lattices $\mathbb{Z}^{2}$, $\left(\mathbb{Z}^{2}\right)^{\bullet}$ have been scaled by $\delta>0$. We consider the models in the scaling limit $\delta \rightarrow 0$.

Boundary conditions. For a given dual graph $\mathcal{A}^{\delta, \bullet} \subset\left(\delta \mathbb{Z}^{2}\right)^{\bullet}$, let $\mathcal{A}^{\delta} \subset \delta \mathbb{Z}^{2}$ be the graph on the primal lattice corresponding to $\mathcal{A}^{\delta, \bullet}$. By a (discrete) annular polygon we either refer to a finite doubly connected graph $\mathcal{A}^{\delta, \bullet}$ endowed with given distinct points $x_{1}^{\delta, \bullet}, \ldots, x_{2 N}^{\delta \bullet \bullet}$ on the outer boundary of $\mathcal{A}^{\delta, \bullet}$ in counterclockwise order, or to the corresponding primal graph $\left(\mathcal{A}^{\delta} ; x_{1}^{\delta}, \ldots, x_{2 N}^{\delta}\right)$ with given boundary points $x_{1}^{\delta}, \ldots, x_{2 N}^{\delta}$ on the outer boundary of $\mathcal{A}^{\delta}$ in counterclockwise order, see more detail in the beginning of Section 3. We denote by $\partial_{\mathrm{i}}^{\delta}$ the inner boundary of $\mathcal{A}^{\delta, \bullet}$. Consider the Ising model on a dual annular polygon $\left(\mathcal{A}^{\delta, \bullet} ; x_{1}^{\delta \bullet}, \ldots, x_{2 N}^{\delta, \bullet}\right)$ with the following boundary conditions:

$$
\begin{equation*}
\oplus \text { on } \cup_{j=1}^{N}\left(x_{2 j-1}^{\delta, \bullet} x_{2 j}^{\delta, \bullet}\right), \quad \ominus \text { on } \cup_{j=1}^{N}\left(x_{2 j}^{\delta, \bullet} x_{2 j+1}^{\delta, \bullet}\right), \quad \text { and } \quad \text { free on } \partial_{\mathrm{i}}^{\delta} . \tag{1.1}
\end{equation*}
$$

For each $j \in\{1,2 \ldots, 2 N\}$, let $\eta_{j}^{\delta}$ be the interface starting from $x_{j}^{\delta}$. The interface $\eta_{j}^{\delta}$ may terminate at some marked points or terminate in the free boundary component $\partial_{\mathrm{i}}^{\delta}$.

Scaling limits. To specify in which sense the convergence as $\delta \rightarrow 0$ should take place, we need a notion of convergence of polygons. In contrast to the commonly used Carathéodory convergence of planar sets, we need a slightly stronger notion termed close-Carathéodory convergence, see the beginning of Section 3 for precise definition. Roughly speaking, the usual Carathéodory convergence allows wild behavior of the boundary approximations, while in order to obtain precompactness of the random interfaces, a slightly stronger convergence which guarantees good approximations around the marked boundary points is required.

We also need a topology for the interfaces. We denote by $X$ the set of continuous mappings from $[0,1]$ to $\mathbb{C}$ modulo reparameterization, i.e., planar oriented curves. We endow $X$ with metric

$$
\begin{equation*}
\operatorname{Dist}(\eta, \tilde{\eta}):=\inf _{\psi, \tilde{\psi}} \sup _{t \in[0,1]}|\eta(\psi(t))-\tilde{\eta}(\tilde{\psi}(t))|, \tag{1.2}
\end{equation*}
$$

where the infimum is taken over all increasing homeomorphisms $\psi, \tilde{\psi}:[0,1] \rightarrow[0,1]$. Then, the metric space ( $X$, Dist) is complete and separable (see e.g., Kar19, Section 3.3.1]). For $N \geq 1$, we endow $X^{2 N}$ with the metric

$$
\begin{equation*}
\operatorname{Dist}\left(\left(\eta_{j}\right)_{1 \leq j \leq 2 N},\left(\tilde{\eta}_{j}\right)_{1 \leq j \leq 2 N}\right):=\sup _{1 \leq j \leq 2 N} \operatorname{Dist}\left(\eta_{j}, \tilde{\eta}_{j}\right) \tag{1.3}
\end{equation*}
$$

Then the metric space ( $X^{2 N}$, Dist) is also complete and separable.
Radial Loewner chain. To describe scaling limits of interfaces, we recall the notions of radial Loewner chain following the convention in HL21. In this article, we only consider radial Loewner chain which is either a simple curve or a finite union of disjoint simple curves.

Fix $a>0$. Fix $\theta \in[0, \pi)$. Suppose $\eta:[0, T] \rightarrow \overline{\mathbb{D}}$ is a continuous simple curve such that $\eta(0)=z=$ $\exp (2 i \theta)$ and $\eta(0, T) \subset \mathbb{D} \backslash\{0\}$. Let $D_{t}$ be the connected component of $\mathbb{D} \backslash \eta([0, t])$ containing the origin. Let $g_{t}: D_{t} \rightarrow \mathbb{D}$ be the unique conformal map with $g_{t}(0)=0$ and $g_{t}^{\prime}(0)>0$. We say that the curve is parameterized by radial capacity if $g_{t}^{\prime}(0)=\exp (2 a t)$. Then $g_{t}$ satisfies

$$
\partial_{t} g_{t}(w)=2 a g_{t}(w) \frac{\exp \left(2 \mathfrak{i} \xi_{t}\right)+g_{t}(w)}{\exp \left(2 \mathfrak{i} \xi_{t}\right)-g_{t}(w)}, \quad g_{0}(w)=w, \quad \forall w \in \mathbb{D} \backslash \eta[0, t] .
$$

Radial $\mathrm{SLE}_{\kappa}$ is the radial Loewner chain with $\xi_{t}=B_{t}$ which is a standard Brownian motion and $\kappa=2 / a$.
Next, we introduce notations for $2 N$-tuple radial curves. For $\boldsymbol{t}=\left(t_{1}, \ldots, t_{2 N}\right) \in \mathbb{R}_{+}^{2 N}$, suppose $\left\{\eta_{j}\left(\left[0, t_{j}\right]\right), 1 \leq j \leq 2 N\right\}$ are disjoint. Let $D_{\boldsymbol{t}}$ be the connected component of $\mathbb{D} \backslash\left(\cup_{j} \eta_{j}\left(\left[0, t_{j}\right]\right)\right)$ containing the origin. Let $g_{\boldsymbol{t}}: D_{\boldsymbol{t}} \rightarrow \mathbb{D}$ be the unique conformal transformations with $g_{\boldsymbol{t}}(0)=0$ and $g_{\boldsymbol{t}}^{\prime}(0)>0$. We set

$$
\aleph(\boldsymbol{t})=\log g_{\boldsymbol{t}}^{\prime}(0)
$$

We say that the collection of curves $\left(\eta_{j}\left(\left[0, t_{j}\right]\right), 1 \leq j \leq 2 N\right)$ have $a$-common parameterization if for each $t<\tau:=\min _{1 \leq j \leq 2 N} t_{j}$,

$$
\partial_{j} \aleph(t, t, \ldots, t)=2 a, \quad j \in\{1,2, \ldots, 2 N\} .
$$

In particular, under $a$-common parameterization, we denote $g_{t}:=g_{(t, t, \ldots, t)}$ and then

$$
g_{t}^{\prime}(0)=\exp (4 a N t)
$$

Moreover, under $a$-common parameterization, $g_{t}$ satisfies the following radial Loewner equation (see, e.g., HL21, Proposition 3.1])

$$
\partial_{t} g_{t}(w)=2 a g_{t}(w) \sum_{j=1}^{2 N} \frac{\exp \left(2 \mathfrak{i} \theta_{t}^{j}\right)+g_{t}(w)}{\exp \left(2 \mathfrak{i} \theta_{t}^{j}\right)-g_{t}(w)}, \quad \forall w \in \mathbb{D} \backslash\left(\cup_{j} \eta_{j}([0, t])\right), \quad \forall t<\tau .
$$

We say that $\left\{\left(\eta_{j}(t), 0 \leq t<\tau\right)\right\}_{1 \leq j \leq 2 N}$ is the radial Loewner chain with $a$-common parameterization and with driving functions $\left\{\left(\theta_{t}^{j}, 0 \leq t<\tau\right)\right\}_{1 \leq j \leq 2 N}$.

Now, we are ready to state the conclusion about scaling limit of Ising interfaces in annulus. Fix $p>0$ and $\theta^{1}<\cdots<\theta^{2 N}<\theta^{1}+\pi$ and write $\boldsymbol{\theta}=\left(\theta^{1}, \ldots, \theta^{2 N}\right)$. Denote $x_{j}=\exp \left(2 \mathfrak{i} \theta^{j}\right)$ for $1 \leq j \leq 2 N$ and write $\boldsymbol{x}=\left(x_{1}, \ldots, x_{2 N}\right)$. Consider the annular polygon ( $\left.\mathbb{A}_{p} ; x_{1}, \ldots, x_{2 N}\right)$. Suppose that a sequence $\left(\mathcal{A}^{\delta} ; x_{1}^{\delta}, \ldots, x_{2 N}^{\delta}\right)$ of discrete annular polygons converges to $\left(\mathbb{A}_{p} ; x_{1}, \ldots, x_{2 N}\right)$ in the close-Carathéodory sense (see Section 3). Consider the critical Ising model on $\mathcal{A}^{\delta, \bullet}$ with boundary conditions (1.1). For each $j \in\{1,2 \ldots, 2 N\}$, let $\eta_{j}^{\delta}$ be the interface starting from $x_{j}^{\delta}$. Using the techniques from Izy17 and CHI22], the collection of interfaces $\left(\eta_{1}^{\delta}, \ldots, \eta_{2 N}^{\delta}\right)$ converge weakly under the topology induced by 1.3) to a collection of continuous simple curves $\left(\eta_{1}, \ldots, \eta_{2 N}\right)$, and we denote by $\mathbb{P}_{\text {Ising }}^{\left(A_{p} ; \boldsymbol{x}\right)}$ the limiting distribution (see Proposition 3.2. Under $\mathbb{P}_{\text {Ising }}^{\left(\mathcal{A}_{p} ; \boldsymbol{x}\right)}$, the curves $\left(\eta_{1}, \ldots, \eta_{2 N}\right)$ may meet each other or hit the inner hole,
see Figure 1.1. As $p \rightarrow \infty$, it is less likely that all $2 N$ interfaces get close to the inner hole before they meet each other. Our first main conclusion is about this rare event: we first derive the asymptotic of the probability of this rare event, and we then derive the limiting distribution as $p \rightarrow \infty$ of the curves $\left(\eta_{1}, \ldots, \eta_{2 N}\right)$ conditional on the rare event.
Theorem 1.1. Fix $\theta^{1}<\cdots<\theta^{2 N}<\theta^{1}+\pi$ and write $\boldsymbol{\theta}=\left(\theta^{1}, \ldots, \theta^{2 N}\right)$. Denote $x_{j}=\exp \left(2 \mathrm{i} \theta^{j}\right)$ for $1 \leq j \leq 2 N$ and write $\boldsymbol{x}=\left(x_{1}, \ldots, x_{2 N}\right)$. For $p>0$, denote by $\mathbb{P}_{\text {Ising }}^{\left(\boldsymbol{A}_{p} ; \boldsymbol{x}\right)}$ the law of the limit $\left(\eta_{1}, \ldots, \eta_{2 N}\right)$ as described above (see Proposition 3.2).
(i) There exists a constant $C \in(1, \infty)$ such that

$$
\begin{equation*}
C^{-1} \exp \left(-\frac{16 N^{2}-1}{24} p\right) \leq \mathbb{P}_{\text {Ising }}^{\left(\mathbb{A}_{p} ; \boldsymbol{x}\right)}\left[\eta_{1}, \ldots, \eta_{2 N} \text { all hit } e^{-p} \mathbb{D}\right] \leq C \exp \left(-\frac{16 N^{2}-1}{24} p\right) . \tag{1.4}
\end{equation*}
$$

(ii) Denote by $\mathbb{P}_{\text {Ising } \mid p}^{\left(\mathbb{A}_{p} \boldsymbol{x}\right)}$ the law of the limit $\left(\eta_{1}, \ldots, \eta_{2 N}\right)$ conditional on the event $\left\{\eta_{1}, \ldots, \eta_{2 N}\right.$ all hit $\left.e^{-p} \mathbb{D}\right\}$. Denote by $\mathbb{P}_{\kappa=3 \mid *}^{(\boldsymbol{\theta})}$ the law of $2 N$-sided radial $\mathrm{SLE}_{3}$ in polygon $\left(\mathbb{D} ; \exp \left(2 \mathrm{i} \theta^{1}\right), \ldots, \exp \left(2 \mathfrak{i} \theta^{2 N}\right)\right)$ introduced by [HL21], see Section 2.2. We parameterize the process $\boldsymbol{\eta}=\left(\eta_{1}, \ldots, \eta_{2 N}\right)$ by $\frac{2}{3}$-common parameterization and denote by $\left(\mathcal{F}_{t}, t \geq 0\right)$ the filtration generated by $(\boldsymbol{\eta}(t), t \geq 0)$. Then, for any $s>0$, when both measures $\mathbb{P}_{\text {Ising }\left.\right|_{p}}^{\left(\mathbb{A}_{p} \boldsymbol{*}\right)}$ and $\mathbb{P}_{\kappa=3 \mid *}^{(\boldsymbol{\theta})}$ are restricted to $\mathcal{F}_{s}$, the total variation distance between the two measures goes to zero as $p \rightarrow \infty$ :

$$
\begin{equation*}
\lim _{p \rightarrow \infty} \operatorname{dist}_{T V}\left(\mathbb{P}_{\text {Ising } \mid p}^{\left(\mathbb{A}_{p} ; \boldsymbol{x}\right)}\left[\cdot \mid \mathcal{F}_{s}\right], \mathbb{P}_{\kappa=3 \mid *}^{(\boldsymbol{\theta})}\left[\cdot \mid \mathcal{F}_{s}\right]\right)=0 . \tag{1.5}
\end{equation*}
$$

(iii) Denote by $\nu_{\text {Ising } \mid p}^{(\boldsymbol{\theta})}$ the law of the driving function $\left(\boldsymbol{\theta}_{t}=\left(\theta_{t}^{1}, \ldots, \theta_{t}^{2 N}\right), t \geq 0\right)$ under $\mathbb{P}_{\text {Ising } \mid p}^{\left(\boldsymbol{A}_{p} ; \boldsymbol{x}\right)}$. Denote by $\nu_{\kappa=3 \mid *}^{(\boldsymbol{\theta})}$ the law of $2 N$-radial Bessel process:

$$
\begin{equation*}
\mathrm{d} \theta_{t}^{j}=\mathrm{d} B_{t}^{j}+\frac{4}{3} \sum_{k \neq j} \cot \left(\theta_{t}^{j}-\theta_{t}^{k}\right) \mathrm{d} t, \quad 1 \leq j \leq 2 N \tag{1.6}
\end{equation*}
$$

where $\left\{B^{j}\right\}_{1 \leq j \leq 2 N}$ are independent standard Brownian motions. Denote by $\left(\mathcal{G}_{t}, t \geq 0\right)$ the filtration generated by $\left(\boldsymbol{\theta}_{t}, t \geq 0\right)$. Then, for any $s>0$, when both measures $\nu_{\text {Ising } \mid p}^{(\boldsymbol{\theta})}$ and $\nu_{\kappa=3 \mid *}^{(\boldsymbol{\theta})}$ are restricted to $\mathcal{G}_{s}$, the total variation distance between the two measures goes to zero as $p \rightarrow \infty$ :

$$
\begin{equation*}
\lim _{p \rightarrow \infty} \operatorname{dist}_{T V}\left(\nu_{\text {Ising } \mid p}^{(\boldsymbol{\theta})}\left[\cdot \mid \mathcal{G}_{s}\right], \nu_{\kappa=3 \mid *}^{(\boldsymbol{\theta})}\left[\left.\cdot\right|_{\mathcal{G}_{s}}\right]\right)=0 \tag{1.7}
\end{equation*}
$$

The proof of Theorem 1.1 relies crucially on an estimate of multiple chordal SLE in Theorem 1.2 and we will explain our strategy to prove Theorem 1.1 after the statement of Corollary 1.4. Here we give several remarks for Theorem 1.1:

- The number $\frac{16 N^{2}-1}{24}$ in (1.4) is the so-called $2 N$-arm exponent of Ising model derived in Wu18. We will give a different proof of (1.4) in Section 3.3 , where the main ingredient is estimate of multiple chordal SLE $_{\kappa}$ (Theorem 1.2).
- The invariant density for (1.6) is the so-called Dyson's circular ensemble Dys62. The convergence in (1.7) goes back to Car03a, Car03b.
- The conclusions in Theorem 1.1 hold regardless of the boundary conditions of the Ising model on the inner boundary. Suppose we consider the Ising model in annular polygon with boundary conditions (1.1) on the outer boundary and another boundary condition in the inner boundary, for instance, any finite combination of $\oplus / \ominus /$ free. Using the same strategy in Section 3.2 , we are able to derive the analogue conclusion for Proposition 3.2 where the partition function $\mathcal{H}$ needs to be adjusted to the new boundary condition in the inner boundary. Whereas, the analogue conclusions for Theorem 1.1 still hold with exactly the same proof.


### 1.2 Green's function for multiple chordal SLE with $\kappa \in(0,4]$

In this section, we focus on multiple chordal SLE. The motivation to study such process is to describe the scaling limit of interfaces in polygons. We call $\left(\Omega ; x_{1}, \ldots, x_{2 N}\right)$ a polygon if $\Omega \subset \mathbb{C}$ is a simply connected domain such that $\partial \Omega$ is locally connected and $x_{1}, \ldots, x_{2 N}$ are $2 N$ marked points lying on $\partial \Omega$ in counterclockwise order. We denote by $\left(x_{1} x_{2}\right)$ the boundary arc from $x_{1}$ to $x_{2}$ in counterclockwise order. We consider $N$ non-crossing simple curves in $\Omega$ such that each curve connects two points among $\left\{x_{1}, \ldots, x_{2 N}\right\}$. These curves can have various planar connectivities. We describe such connectivities by link patterns $\alpha=\left\{\left\{a_{1}, b_{1}\right\}, \ldots,\left\{a_{N}, b_{N}\right\}\right\}$ where $\left\{a_{1}, b_{1}, \ldots, a_{N}, b_{N}\right\}=\{1,2, \ldots, 2 N\}$, and denote by $\mathrm{LP}_{N}$ the set of all link patterns. Note that $\# \mathrm{LP}_{N}$ is the Catalan number $C_{N}=\frac{1}{N+1}\binom{2 N}{N}$. When $N=1$, we denote by $X\left(\Omega ; x_{1}, x_{2}\right)$ the set of continuous simple unparameterized curves in $\Omega$ connecting $x_{1}$ and $x_{2}$ such that they only touch the boundary $\partial \Omega$ in $\left\{x_{1}, x_{2}\right\}$. In general, for $\alpha=\left\{\left\{a_{1}, b_{1}\right\}, \ldots,\left\{a_{N}, b_{N}\right\}\right\} \in$ $\mathrm{LP}_{N}$, we denote by $X_{\alpha}\left(\Omega ; x_{1}, \ldots, x_{2 N}\right)$ the set of families $\left(\gamma_{1}, \ldots, \gamma_{N}\right)$ of pairwise disjoint curves where $\gamma_{j} \in X\left(\Omega ; x_{a_{j}}, x_{b_{j}}\right)$ for all $j \in\{1, \ldots, N\}$.

Fix $\kappa \in(0,4]$. For $N \geq 1$ and $\alpha \in \mathrm{LP}_{N}$, there exists a unique probability measure on $\left(\gamma_{1}, \ldots, \gamma_{N}\right) \in$ $X_{\alpha}\left(\Omega ; x_{1}, \ldots, x_{2 N}\right)$ such that, for each $j \in\{1, \ldots, N\}$, the conditional law of $\gamma_{j}$ given $\left\{\gamma_{1}, \ldots, \gamma_{N}\right\} \backslash\left\{\gamma_{j}\right\}$ is the chordal SLE $\kappa_{\kappa}$ connecting $x_{a_{j}}$ and $x_{b_{j}}$ in the connected component of the domain $\Omega \backslash \bigcup_{k \neq j} \gamma_{k}$ having $x_{a_{j}}$ and $x_{b_{j}}$ on its boundary. See [BPW21, Theorem 1.2]. We call this measure chordal $N$-SLE $\kappa_{\kappa}$ in polygon $\left(\Omega ; x_{1}, \ldots, x_{2 N}\right)$ associated to link pattern $\alpha$. Our second main conclusion is the following estimate of chordal $N$-SLE ${ }_{\kappa}$.

Theorem 1.2. Fix $\kappa \in(0,4]$. Fix $\theta^{1}<\cdots<\theta^{2 N}<\theta^{1}+\pi$ and write $\boldsymbol{\theta}=\left(\theta^{1}, \ldots, \theta^{2 N}\right)$. We denote $x_{j}=$ $\exp \left(2 \mathfrak{i} \theta^{j}\right)$ for $1 \leq j \leq 2 N$ and write $\boldsymbol{x}=\left(x_{1}, \ldots, x_{2 N}\right)$. We denote by $\mathbb{P}_{\alpha}^{(\mathbb{D} ; \boldsymbol{x})}$ the law of chordal $N$-SLE ${ }_{\kappa}$ in polygon $\left(\mathbb{D} ; \exp \left(2 \mathfrak{i} \theta^{1}\right), \ldots, \exp \left(2 \mathrm{i} \theta^{2 N}\right)\right.$ ) associated to link pattern $\alpha \in \operatorname{LP}_{N}$ and suppose $\left(\gamma_{1}, \ldots, \gamma_{N}\right) \sim$ $\mathbb{P}_{\alpha}^{(\mathbb{D} ; \boldsymbol{x})}$. We have

$$
\mathbb{P}_{\alpha}^{(\mathbb{D} ; \boldsymbol{x})}\left[\operatorname{dist}\left(0, \gamma_{j}\right)<r, 1 \leq j \leq N\right]=C G_{\alpha}(\boldsymbol{\theta}) r^{A_{2 N}}\left(1+O\left(r^{u}\right)\right), \quad \text { as } r \rightarrow 0+\text {, }
$$

where dist is Euclidean distance and

- $A_{2 N}$ is $2 N$-arm exponent:

$$
\begin{equation*}
A_{2 N}=\frac{16 N^{2}-(4-\kappa)^{2}}{8 \kappa} \tag{1.8}
\end{equation*}
$$

- $G_{\alpha}$ is Green's function for chordal $N-$ SLE $_{\kappa}$ in Definition 1.3 .
- $C \in(0, \infty)$ is a constant depending on $\kappa, N, \alpha$ and $u>0$ is a constant depending on $\kappa, N$.

Definition 1.3. Fix $\kappa \in(0,4]$. For $\theta^{1}<\cdots<\theta^{2 N}<\theta^{1}+\pi$ and $\alpha \in \operatorname{LP}_{N}$, we define Green's function for chordal $N-$ SLE $_{\kappa}$ as

$$
G_{\alpha}\left(\theta^{1}, \ldots, \theta^{2 N}\right):=\frac{\mathcal{G}_{*}\left(\theta^{1}, \ldots, \theta^{2 N}\right)}{\mathcal{G}_{\alpha}\left(\theta^{1}, \ldots, \theta^{2 N}\right)},
$$

where $\mathcal{G}_{*}$ is the partition function for $2 N$-sided radial SLE $_{\kappa}$ :

$$
\begin{equation*}
\mathcal{G}_{*}\left(\theta^{1}, \ldots, \theta^{2 N}\right):=\prod_{1 \leq j<k \leq 2 N}\left|\sin \left(\theta^{k}-\theta^{j}\right)\right|^{2 / \kappa} \tag{1.9}
\end{equation*}
$$

and $\mathcal{G}_{\alpha}$ is the pure partition function for chordal $N$-SLE ${ }_{\kappa}$ defined in (2.5).
Theorem 1.2 is proved for $N=1$ in [LR12, LR15] and is proved for $N=2$ in [Zha20; and we will prove it for general $N \geq 3$ and $\alpha \in \mathrm{LP}_{N}$ in Section 2. The main ingredients of the proof are properties of chordal $N$-SLE $\kappa_{\kappa}$ from [PW19] (see Section 2.1) and properties of $2 N$-sided radial SLE ${ }_{\kappa}$ from [HL21]
(see Section 2.2). With these two inputs, we may derive the conclusion using a similar analysis as in LR12, LR15. Although the proof strategy is pretty clear, the proof itself still involves a non-trivial calculation, see Section 2.3. We remark that [LR12, LR15] and Zha20] prove the conclusion with $N=1$ and $N=2$ for $\kappa \in(0,8)$, whereas we prove the conclusion for $N \geq 3$ and for $\kappa \in(0,4]$. We are not able to extend our conclusion to $\kappa>4$ because the tools on chordal $N$-SLE ${ }_{\kappa}$ from [PW19] and the tools on $2 N$-sided radial SLE $_{\kappa}$ from [HL21] are only available for $\kappa \leq 4$ so far.

As a consequence of Theorem 1.2, we are able to describe the law of chordal $N$-SLE ${ }_{\kappa}$ conditioned to go through the origin. Suppose $\left(\gamma_{1}, \ldots, \gamma_{N}\right) \sim \mathbb{P}_{\alpha}^{(\mathbb{D} ; \boldsymbol{x})}$ is chordal $N$-SLE ${ }_{\kappa}$ in polygon $\left(\mathbb{D} ; x_{1}, \ldots, x_{2 N}\right)$ associated to link pattern $\alpha=\left\{\left\{a_{1}, b_{1}\right\}, \ldots,\left\{a_{N}, b_{N}\right\}\right\} \in \operatorname{LP}_{N}$. Recall that $\gamma_{j}$ is a curve in $\mathbb{D}$ from $x_{a_{j}}$ to $x_{b_{j}}$. We view $\left(\gamma_{1}, \ldots, \gamma_{N}\right)$ as a $2 N$-tuple of continuous simple curves $\boldsymbol{\eta}=\left(\eta_{1}, \ldots, \eta_{2 N}\right)$ : for $j \in\{1, \ldots, N\}$, we define $\eta_{a_{j}}$ to be $\gamma_{j}$ and $\eta_{b_{j}}$ to be the time-reversal of $\gamma_{j}$. In this way, $\eta_{j}$ is a continuous simple curve in $\mathbb{D}$ starting from $x_{j}$ for $j \in\{1, \ldots, 2 N\}$.

Corollary 1.4. Fix $\kappa \in(0,4]$ and $a=2 / \kappa$ and $\alpha \in \operatorname{LP}_{N}$. Fix $\theta^{1}<\cdots<\theta^{2 N}<\theta^{1}+\pi$ and write $\boldsymbol{\theta}=\left(\theta^{1}, \ldots, \theta^{2 N}\right)$. We denote $x_{j}=\exp \left(2 \mathrm{i} \theta^{j}\right)$ for $1 \leq j \leq 2 N$ and write $\boldsymbol{x}=\left(x_{1}, \ldots, x_{2 N}\right)$.

- For $p>0$, denote by $\mathbb{P}_{\alpha \mid p}^{(\mathbb{D} ; \boldsymbol{x})}$ the measure $\mathbb{P}_{\alpha}^{(\mathbb{D} ; \boldsymbol{x})}$ conditional on the event $\left\{\eta_{1}, \ldots, \eta_{2 N}\right.$ all hit $\left.e^{-p} \mathbb{D}\right\}$.
- Denote by $\mathbb{P}_{*}^{(\boldsymbol{\theta})}$ the law of $2 N$-sided radial $\mathrm{SLE}_{\kappa}$ in polygon $\left(\mathbb{D} ; \exp \left(2 \mathfrak{i} \theta^{1}\right), \ldots, \exp \left(2 \mathfrak{i} \theta^{2 N}\right)\right)$, see Section 2.2.

We parameterize the process $\boldsymbol{\eta}=\left(\eta_{1}, \ldots, \eta_{2 N}\right)$ by a-common parameterization and denote by $\left(\mathcal{F}_{t}, t \geq 0\right)$ the filtration generated by $(\boldsymbol{\eta}(t), t \geq 0)$. Then, for any $s>0$, when both measures $\mathbb{P}_{\alpha \mid p}^{(\mathbb{D} ; \boldsymbol{x})}$ and $\mathbb{P}_{*}^{(\boldsymbol{\theta})}$ are restricted to $\mathcal{F}_{s}$, the total variation distance between the two measures goes to zero as $p \rightarrow \infty$ :

$$
\begin{equation*}
\lim _{p \rightarrow \infty} \operatorname{dist}_{T V}\left(\mathbb{P}_{\alpha \mid p}^{(\mathbb{D} ; \boldsymbol{x})}\left[\cdot| |_{\mathcal{F}_{s}}\right], \mathbb{P}_{*}^{(\boldsymbol{\theta})}\left[\cdot| |_{\mathcal{F}_{s}}\right]\right)=0 . \tag{1.10}
\end{equation*}
$$

Furthermore, we also have the following convergence of the driving functions. Denote by $\left(\boldsymbol{\theta}_{t}, t \geq 0\right)$ the driving function of $(\boldsymbol{\eta}(t), t \geq 0)$ under $\mathbb{P}_{\alpha}^{(\mathbb{D} ; \boldsymbol{x})}$, it satisfies the SDE

$$
\begin{equation*}
\mathrm{d} \theta_{t}^{j}=\mathrm{d} B_{t}^{j}+\left(\partial_{j} \log \mathcal{G}_{\alpha}\right)\left(\theta_{t}^{1}, \ldots, \theta_{t}^{2 N}\right) \mathrm{d} t+a \sum_{k \neq j} \cot \left(\theta_{t}^{j}-\theta_{t}^{k}\right) \mathrm{d} t, \quad 1 \leq j \leq 2 N, \quad 0 \leq t<T, \tag{1.11}
\end{equation*}
$$

where $\left\{B^{j}\right\}_{1 \leq j \leq 2 N}$ are independent standard Brownian motions and $T$ is the lifetime, and we denote by $\left(\mathcal{G}_{t}, t \geq 0\right)$ the filtration generated by $\left(\boldsymbol{\theta}_{t}, t \geq 0\right)$.

- For $t>0$, denote by $\nu_{\alpha \mid t}^{(\boldsymbol{\theta})}$ the law of driving function under $\mathbb{P}_{\alpha}^{(\mathbb{D} ; \boldsymbol{x})}$ conditional on $\{T>t\}$.
- Denote by $\nu_{*}^{(\boldsymbol{\theta})}$ the law of $2 N$-radial Bessel process as in [HL21]:

$$
\begin{equation*}
\mathrm{d} \theta_{t}^{j}=\mathrm{d} B_{t}^{j}+2 a \sum_{k \neq j} \cot \left(\theta_{t}^{j}-\theta_{t}^{k}\right) \mathrm{d} t, \quad 1 \leq j \leq 2 N, \tag{1.12}
\end{equation*}
$$

where $\left\{B^{j}\right\}_{1 \leq j \leq 2 N}$ are independent standard Brownian motions.
Consequently, for any $s>0$, when both measures $\nu_{\alpha \mid t}^{(\boldsymbol{\theta})}$ and $\nu_{*}^{(\boldsymbol{\theta})}$ are restricted to $\mathcal{G}_{s}$, the total variation distance between the two measures goes to zero as $t \rightarrow \infty$ :

$$
\begin{equation*}
\lim _{t \rightarrow \infty} \operatorname{dist}_{T V}\left(\nu_{\alpha \mid t}^{(\boldsymbol{\theta})}\left[\cdot \mid \mathcal{G}_{s}\right], \nu_{*}^{(\boldsymbol{\theta})}\left[\cdot \mid \mathcal{G}_{s}\right]\right)=0 . \tag{1.13}
\end{equation*}
$$

We see from Corollary 1.4 that $2 N$-sided radial $\mathrm{SLE}_{\kappa}$ can be viewed as chordal $N$-SLE ${ }_{\kappa}$ conditioned to the event that all curves go through the origin, and that the driving function of chordal $N-$ SLE $_{\kappa}$ as a radial Loewner chain with $a$-common parameterization conditioned on the same event converges to $2 N$-radial Bessel process, the driving function of $2 N$-sided radial $\mathrm{SLE}_{\kappa}$.

Now, let us explain how we prove Theorem 1.1. Fix $\theta^{1}<\cdots<\theta^{2 N}<\theta^{1}+\pi$ and write $\boldsymbol{\theta}=$ $\left(\theta^{1}, \ldots, \theta^{2 N}\right)$. We denote $x_{j}=\exp \left(2 \mathrm{i} \theta^{j}\right)$ for $1 \leq j \leq 2 N$ and write $\boldsymbol{x}=\left(x_{1}, \ldots, x_{2 N}\right)$. Recall that $\mathbb{P}_{\text {Ising }}^{\left(\mathcal{A}_{p} ; \boldsymbol{x}\right)}$ denotes the law of the limit $\left(\eta_{1}, \ldots, \eta_{2 N}\right)$ of Ising interfaces in annulus, as in Proposition 3.2 We will compare $\mathbb{P}_{\text {Ising }}^{\left(\mathcal{A}_{p} ; \boldsymbol{x}\right)}$ with the scaling limit of Ising interfaces in polygons $\left(\mathbb{D} ; x_{1}, \ldots, x_{2 N}\right)$, whose law is denoted by $\mathbb{P}_{\text {Ising }}^{(\mathbb{D} ; \boldsymbol{x})}$. We denote by $\mathbb{P}_{\kappa=3 \mid \alpha}^{(\mathbb{D} ; \boldsymbol{x})}$ the chordal $N$-SLE ${ }_{3}$ in polygon $\left(\mathbb{D} ; x_{1}, \ldots, x_{2 N}\right)$ associated to link pattern $\alpha \in \mathrm{LP}_{N}$. Then the limit $\mathbb{P}_{\text {Ising }}^{(\mathbb{D} ; \boldsymbol{x})}$ is a linear combination of $\left\{\mathbb{P}_{\kappa=3 \mid \alpha}^{(\mathbb{D} ; \boldsymbol{x})}\right\}_{\alpha \in \mathrm{LP}_{N}}$, as proved in Izy17, BPW21, PW23, Kar22, see Proposition 3.1. The analogue of Theorem 1.1 for $\mathbb{P}_{\text {Ising }}^{(\mathbb{D} ; \boldsymbol{x})}$ holds due to Theorem 1.2 and Corollary 1.4 . Then we show that Theorem 1.1 also hold for $\mathbb{P}_{\text {Ising }}^{\left(\mathcal{A}_{p} ; \boldsymbol{*}\right)}$ by comparing it with $\mathbb{P}_{\text {Ising }}^{(\mathbb{D} ; \boldsymbol{x})}$. This is accomplished by constructing a good coupling between the two measures, see Section 3.3.

## 2 Multiple chordal SLE and multiple radial SLE

In this section, we consider the relation between multiple chordal SLE and multiple radial SLE. We fix the following parameters throughout this section:

$$
\begin{equation*}
\kappa \in(0,4], \quad a=\frac{2}{\kappa}, \quad b=\frac{6-\kappa}{2 \kappa}, \quad \tilde{b}=\frac{(\kappa-2)(6-\kappa)}{8 \kappa}, \quad c=\frac{(6-\kappa)(3 \kappa-8)}{2 \kappa} . \tag{2.1}
\end{equation*}
$$

Furthermore, we fix $N \geq 1$ and $\theta^{1}<\cdots<\theta^{2 N}<\theta^{1}+\pi$ and write $\boldsymbol{\theta}=\left(\theta^{1}, \ldots, \theta^{2 N}\right)$. We denote $x_{j}=\exp \left(2 \mathrm{i} \theta^{j}\right)$ for $1 \leq j \leq 2 N$ and denote $\boldsymbol{x}=\left(x_{1}, \ldots, x_{2 N}\right)$. Recall that $\mathbb{P}_{\alpha}^{(\mathbb{D} ; \boldsymbol{x})}$ denotes the law of chordal $N-$ SLE $_{\kappa}$ in polygon $\left(\mathbb{D} ; \exp \left(2 \mathfrak{i} \theta^{1}\right), \ldots, \exp \left(2 \mathfrak{i} \theta^{2 N}\right)\right)$ associated to link pattern $\alpha \in \operatorname{LP}_{N}$. In this section, we also denote

$$
\mathbb{P}_{\alpha}^{(\boldsymbol{\theta})}=\mathbb{P}_{\alpha}^{(\mathbb{D} ; \boldsymbol{x})} .
$$

We view it as a measure on $2 N$-tuples of curves $\boldsymbol{\eta}=\left(\eta_{1}, \ldots, \eta_{2 N}\right)$ as in Section 1.2. Recall that we have introduced $a$-common parameterization for $2 N$-tuples of curves in Section 1.1. Under $a$-common parameterization, we denote by $T$ the lifetime of $\boldsymbol{\eta}=\left(\eta_{1}, \ldots, \eta_{2 N}\right)$, i.e., the first time that $\boldsymbol{\eta}$ hits the origin or that two of the curves in $\boldsymbol{\eta}$ meet. Under $\mathbb{P}_{\alpha}^{(\boldsymbol{\theta})}$, the lifetime $T$ is finite almost surely and we have the following estimate.

Proposition 2.1. For $t>0$,

$$
\begin{equation*}
\mathbb{P}_{\alpha}^{(\boldsymbol{\theta})}[T>t]=\mathcal{J}_{\alpha} G_{\alpha}(\boldsymbol{\theta}) e^{-A_{2 N} \cdot 4 a N t}\left(1+O\left(e^{-B_{2 N} \cdot 4 a N t}\right)\right), \tag{2.2}
\end{equation*}
$$

where $\mathcal{J}_{\alpha}$ is a normalization constant defined in (2.21), $G_{\alpha}$ is Green's function for chordal $N$-SLE ${ }_{\kappa}$ in Definition 1.3, and $A_{2 N}$ is the $2 N$-arm exponent (1.8) and $B_{2 N}>0$ depends only on $\kappa$ and $N$.

We will give preliminaries on chordal $N$ - SLE $_{\kappa}$ in Section 2.1 and give preliminaries on $2 N$-sided radial $\mathrm{SLE}_{\kappa}$ in Section 2.2. We then derive transition density and quasi-invariant density of chordal $N$-SLE $\kappa$ in Section 2.3. With these at hand, we prove Proposition 2.1 and Theorem 1.2 and Corollary 1.4 in Section 2.4.

### 2.1 Preliminaries: chordal $N-$ SLE $_{\kappa}$

In this section, we will describe the Loewner chain of chordal $N-$ SLE $_{\kappa}$. This involves the notion of pure paritition functions of multiple SLE $_{\kappa}$. These are the recursive collection $\left\{\mathcal{Z}_{\alpha}: \alpha \in \bigsqcup_{N \geq 0} \mathrm{LP}_{N}\right\}$ of functions

$$
\mathcal{Z}_{\alpha}:\left\{\left(x_{1}, \ldots, x_{2 N}\right) \in \mathbb{R}^{2 N}: x_{1}<\cdots<x_{2 N}\right\} \rightarrow \mathbb{R}
$$

uniquely determined by the following 4 properties:

- BPZ equations: for all $j \in\{1, \ldots, 2 N\}$,

$$
\left[\frac{1}{2} \partial_{j}^{2}+\sum_{k \neq j}\left(\frac{a}{x_{k}-x_{j}} \partial_{k}-\frac{a b}{\left(x_{k}-x_{j}\right)^{2}}\right)\right] \mathcal{Z}_{\alpha}\left(x_{1}, \ldots, x_{2 N}\right)=0 .
$$

- Möbius covariance: for all Möbius maps $\varphi$ of the upper half-plane $\mathbb{H}$ such that $\varphi\left(x_{1}\right)<\cdots<\varphi\left(x_{2 N}\right)$, we have

$$
\begin{equation*}
\mathcal{Z}_{\alpha}\left(x_{1}, \ldots, x_{2 N}\right)=\prod_{j=1}^{2 N} \varphi^{\prime}\left(x_{j}\right)^{b} \times \mathcal{Z}_{\alpha}\left(\varphi\left(x_{1}\right), \ldots, \varphi\left(x_{2 N}\right)\right) \tag{2.3}
\end{equation*}
$$

- Asymptotics: with $\mathcal{Z}_{\emptyset} \equiv 1$ for the empty link pattern $\emptyset \in \operatorname{LP}_{0}$, the collection $\left\{\mathcal{Z}_{\alpha}: \alpha \in \operatorname{LP}_{N}\right\}$ satisfies the following recursive asymptotics property. Fix $N \geq 1$ and $j \in\{1,2, \ldots, 2 N-1\}$. Then, we have

$$
\lim _{x_{j}, x_{j+1} \rightarrow \xi} \frac{\mathcal{Z}_{\alpha}\left(x_{1}, \ldots, x_{2 N}\right)}{\left(x_{j+1}-x_{j}\right)^{-2 b}}= \begin{cases}\mathcal{Z}_{\alpha /\{j, j+1\}}\left(x_{1}, \ldots, x_{j-1}, x_{j+2}, \ldots, x_{2 N}\right), & \text { if }\{j, j+1\} \in \alpha, \\ 0, & \text { if }\{j, j+1\} \notin \alpha,\end{cases}
$$

where $\xi \in\left(x_{j-1}, x_{j+2}\right)$ (with the convention that $x_{0}=-\infty$ and $x_{2 N+1}=+\infty$ ), and $\alpha /\{k, l\}$ denotes the link pattern in $\mathrm{LP}_{N-1}$ obtained by removing $\{k, l\}$ from $\alpha$ and then relabeling the remaining indices so that they are the first $2(N-1)$ positive integers.

- The functions are positive and satisfy the following power-law bound:

$$
0<\mathcal{Z}_{\alpha}\left(x_{1}, \ldots, x_{2 N}\right) \leq \prod_{\{k, l\} \in \alpha}\left|x_{k}-x_{l}\right|^{-2 b}, \quad \text { for all } x_{1}<\cdots<x_{2 N} .
$$

The uniqueness when $\kappa \in(0,8)$ of such collection of functions were proved in [FK15a]. The existence when $\kappa \in(0,4]$ were proved in [PW19]. For other results related to the existence of such functions, see FK15b, KP16, Wu20].

We extend the definition of $\mathcal{Z}_{\alpha}$ to more general polygons $\left(\Omega ; x_{1}, \ldots, x_{2 N}\right)$ whose marked boundary points $x_{1}, \ldots, x_{2 N}$ lie on sufficiently regular boundary segments (e.g. $C^{1+\epsilon}$ for some $\epsilon>0$ ) as

$$
\begin{equation*}
\mathcal{Z}_{\alpha}\left(\Omega ; x_{1}, \ldots, x_{2 N}\right):=\prod_{j=1}^{2 N}\left|\varphi^{\prime}\left(x_{j}\right)\right|^{b} \times \mathcal{Z}_{\alpha}\left(\varphi\left(x_{1}\right), \ldots, \varphi\left(x_{2 N}\right)\right), \tag{2.4}
\end{equation*}
$$

where $\varphi$ is any conformal map from $\Omega$ onto $\mathbb{H}$ with $\varphi\left(x_{1}\right)<\cdots<\varphi\left(x_{2 N}\right)$. In this section, we are interested in the polygon $\left(\mathbb{D} ; \exp \left(2 i \theta^{1}\right), \ldots, \exp \left(2 i \theta^{2 N}\right)\right)$ with $\theta^{1}<\cdots<\theta^{2 N}<\theta^{1}+\pi$, and we denote

$$
\begin{equation*}
\mathcal{G}_{\alpha}\left(\theta^{1}, \ldots, \theta^{2 N}\right)=\mathcal{Z}_{\alpha}\left(\mathbb{D} ; \exp \left(2 \mathfrak{i} \theta^{1}\right), \ldots, \exp \left(2 \mathfrak{i} \theta^{2 N}\right)\right) . \tag{2.5}
\end{equation*}
$$

By direct calculation, $\mathcal{G}_{\alpha}$ satisfies the following PDE: for all $j \in\{1, \ldots, 2 N\}$,

$$
\begin{equation*}
\left[\frac{1}{2} \partial_{j}^{2}+\sum_{k \neq j}\left(a \cot \left(\theta^{k}-\theta^{j}\right) \partial_{k}-a b \csc ^{2}\left(\theta^{k}-\theta^{j}\right)\right)-2 a \tilde{b}\right] \mathcal{G}_{\alpha}\left(\theta^{1}, \ldots, \theta^{2 N}\right)=0, \tag{2.6}
\end{equation*}
$$

and the following power-law bound:

$$
\begin{equation*}
0<\mathcal{G}_{\alpha}\left(\theta^{1}, \ldots, \theta^{2 N}\right) \leq 2^{-2 N b} \prod_{\{k, l\} \in \alpha}\left|\sin \left(\theta^{k}-\theta^{l}\right)\right|^{-2 b}, \quad \text { for all } \theta^{1}<\cdots<\theta^{2 N}<\theta^{1}+\pi \tag{2.7}
\end{equation*}
$$

Next, we will describe the Loewner evolution of chordal $N$ - SLE $_{\kappa}$. To this end, we first introduce the usual parameterization. We fix $N \geq 1$ and let $\boldsymbol{\theta}=\left(\theta^{1}, \ldots, \theta^{2 N}\right)$ with $\theta^{1}<\theta^{2}<\cdots<\theta^{2 N}<\theta^{1}+\pi$. Let $\boldsymbol{\eta}=\left(\eta_{1}, \ldots, \eta_{2 N}\right)$ be a $2 N$-tuple of continuous simple curves $\eta_{j}:\left[0, t_{j}\right] \rightarrow \overline{\mathbb{D}}$ such that $\eta_{j}(0)=\exp \left(2 \mathfrak{i} \theta^{j}\right)$ and $\eta_{j}\left(0, t_{j}\right) \subset \mathbb{D} \backslash\{0\}$. For $j \in\{1, \ldots, 2 N\}$, let $D_{t}^{j}$ be the connected components of $\mathbb{D} \backslash \eta_{j}([0, t])$ containing the origin. Let $g_{t}^{j}: D_{t}^{j} \rightarrow \mathbb{D}$ be the unique conformal transformations with $g_{t}^{j}(0)=0$ and $\left(g_{t}^{j}\right)^{\prime}(0)>0$. We say that $\eta_{j}=\left(\eta_{j}(t), 0 \leq t<t_{j}\right)$ has a-usual parameterization if we have

$$
\left(g_{t}^{j}\right)^{\prime}(0)=\exp (2 a t), \quad \forall t<t_{j} .
$$

Under this parameterization, $g_{t}^{j}$ satisfies the following radial Loewner equation (see, e.g., HL21, Proposition 3.1])

$$
\partial_{t} g_{t}^{j}(w)=2 a g_{t}^{j}(w) \frac{\exp \left(2 \mathfrak{i} \xi_{t}^{j}\right)+g_{t}^{j}(w)}{\exp \left(2 \mathfrak{i} \xi_{t}^{j}\right)-g_{t}^{j}(w)}, \quad \forall w \in \mathbb{D} \backslash \eta_{j}([0, t]), \quad \forall t<t_{j}
$$

We say that $\left(\eta_{j}(t), 0 \leq t<t_{j}\right)$ is the radial Loewner chain with $a$-usual parameterization and with driving function ( $\xi_{t}^{j}, 0 \leq t<t_{j}$ ).

Let $\left(\gamma_{1}, \ldots, \gamma_{N}\right) \sim \mathbb{P}_{\alpha}^{(\boldsymbol{\theta})}$ be the chordal $N-$ SLE $_{\kappa}$ in polygon $\left(\mathbb{D} ; \exp \left(2 \mathfrak{i} \theta^{1}\right), \ldots, \exp \left(2 \mathrm{i} \theta^{2 N}\right)\right)$ associated to $\alpha \in \mathrm{LP}_{N}$. We view it as a $2 N$-tuple of continuous simple curves $\boldsymbol{\eta}=\left(\eta_{1}, \ldots, \eta_{2 N}\right)$ as described in Section 1.2. From [PW19, Proposition 4.10] and a standard argument as [SW05, Theorem 3], for $j \in\{1, \ldots, 2 N\}$, if we parameterize $\eta_{j}$ with $a$-usual parameterization, then its driving function ( $\xi_{t}^{j}, t \geq 0$ ) satisfies

$$
\left\{\begin{array}{l}
\mathrm{d} \xi_{t}^{j}=\mathrm{d} B_{t}^{j}+\left(\partial_{j} \log \mathcal{G}_{\alpha}\right)\left(V_{t}^{1}, \ldots, V_{t}^{j-1}, \xi_{t}^{j}, V_{t}^{j+1}, \ldots, V_{t}^{2 N}\right) \mathrm{d} t, \quad \xi_{0}^{j}=\theta^{j} ;  \tag{2.8}\\
\mathrm{d} V_{t}^{k}=a \cot \left(V_{t}^{k}-\xi_{t}^{j}\right) \mathrm{d} t, \quad V_{0}^{k}=\theta^{k}, \quad k \in\{1, \ldots, j-1, j+1, \ldots, 2 N\}
\end{array}\right.
$$

where $\left(B_{t}^{j}, t \geq 0\right)$ is a standard Brownian motion.

### 2.2 Preliminaries: $2 N$-sided radial SLE

Fix $\theta^{1}<\cdots<\theta^{2 N}<\theta^{1}+\pi$ and write $\boldsymbol{\theta}=\left(\theta^{1}, \ldots, \theta^{2 N}\right)$. Recall from (1.9) that

$$
\mathcal{G}_{*}\left(\theta^{1}, \ldots, \theta^{2 N}\right):=\prod_{1 \leq j<k \leq 2 N}\left|\sin \left(\theta^{k}-\theta^{j}\right)\right|^{a}
$$

We consider $2 N$ radial curves $\boldsymbol{\eta}=\left(\eta_{1}, \ldots, \eta_{2 N}\right)$ in the polygon $\left(\mathbb{D} ; \exp \left(2 \mathrm{i} \theta^{1}\right), \ldots, \exp \left(2 \mathrm{i} \theta^{2 N}\right)\right)$ with $a$ common parameterization, and define the following normalized conformal maps:

- $g_{t}^{j}: \mathbb{D} \backslash \eta_{j}([0, t]) \rightarrow \mathbb{D}$ is conformal with $g_{t}^{j}(0)=0,\left(g_{t}^{j}\right)^{\prime}(0)>0,1 \leq j \leq 2 N$.
- $g_{t}: \mathbb{D} \backslash \bigcup_{j=1}^{2 N} \eta_{j}([0, t]) \rightarrow \mathbb{D}$ is conformal with $g_{t}(0)=0, g_{t}^{\prime}(0)=\exp (4 a N t)>0$.
- $g_{t, j}: \mathbb{D} \backslash \bigcup_{k \neq j} g_{t}^{j}\left(\eta_{k}([0, t])\right) \rightarrow \mathbb{D}$ is conformal with $g_{t, j}(0)=0, g_{t, j}^{\prime}(0)>0,1 \leq j \leq 2 N$.

Then $g_{t}=g_{t, j} \circ g_{t}^{j}$ for $1 \leq j \leq 2 N$. Let $h_{t}^{j}$ be the covering conformal map of $g_{t}^{j}$, i.e.,

$$
g_{t}^{j}\left(e^{2 \mathfrak{i} \zeta}\right)=\exp \left(2 \mathfrak{i} h_{t}^{j}(\zeta)\right) \text { with } h_{0}^{j}(\zeta)=\zeta \text { for } \zeta \in \mathbb{H}
$$

Define $h_{t}$ and $h_{t, j}$ similarly for $g_{t}$ and $g_{t, j}$. Denote by $\left(\xi_{t}^{j}, t \geq 0\right)$ the driving function of $\eta_{j}$ as a radial Loewner curve, and $\left(\boldsymbol{\theta}_{t}=\left(\theta_{t}^{1}, \ldots, \theta_{t}^{2 N}\right), t \geq 0\right)$ the driving functions of $\left(\eta_{1}, \ldots, \eta_{2 N}\right)$ as a radial Loewner chain with $a$-common paramterization as described in Section 1.1.

Let $\mathbb{P}$ denote the probability measure under which $\left(\eta_{1}, \ldots, \eta_{2 N}\right)$ are $2 N$ independent radial $\mathrm{SLE}_{\kappa}$ in $\mathbb{D}$ started from $\left(\exp \left(2 \mathfrak{i} \theta^{1}\right), \ldots, \exp \left(2 \mathfrak{i} \theta^{2 N}\right)\right)$ respectively. From [HL21, Proposition 3.11],

$$
\begin{equation*}
M_{t}^{*}=g_{t}^{\prime}(0)^{\frac{\left(4 N^{2}-1\right) a}{4}-(2 N-1) \tilde{b}} \prod_{j=1}^{2 N} h_{t, j}^{\prime}\left(\xi_{t}^{j}\right)^{b} g_{t, j}^{\prime}(0)^{\tilde{b}} \times \mathcal{G}_{*}\left(\theta_{t}^{1}, \ldots, \theta_{t}^{2 N}\right) \exp \left(\frac{c}{2} \sum_{j=1}^{2 N} \mu_{t}^{j}\right) \tag{2.9}
\end{equation*}
$$

is a local martingale with respect to $\mathbb{P}$, where $\mu_{t}^{j}$ is defined by

$$
\mu_{t}^{j}=-\frac{a}{6} \int_{0}^{t} S h_{s, j}\left(\xi_{s}^{j}\right) \mathrm{d} s+\frac{a}{3} \int_{0}^{t}\left(1-h_{s, j}^{\prime}\left(\xi_{s}^{j}\right)^{2}\right) \mathrm{d} s
$$

and $S h:=\left(\frac{h^{\prime \prime}}{h^{\prime}}\right)^{\prime}-\frac{1}{2}\left(\frac{h^{\prime \prime}}{h^{\prime}}\right)^{2}=\frac{h^{\prime \prime \prime}}{h^{\prime}}-\frac{3}{2}\left(\frac{h^{\prime \prime}}{h^{\prime}}\right)^{2}$ denotes the Schwarzian derivative of $h$. Denote by $\mathbb{P}_{*}^{(\boldsymbol{\theta})}$ the probability measure obtained by tilting $\mathbb{P}$ by $M_{t}^{*}$, then

$$
\mathrm{d} \theta_{t}^{j}=\mathrm{d} B_{t}^{j}+2 a \sum_{k \neq j} \cot \left(\theta_{t}^{j}-\theta_{t}^{k}\right) \mathrm{d} t, \quad 1 \leq j \leq 2 N
$$

where $\left\{B^{j}\right\}_{1 \leq j \leq 2 N}$ are independent standard Brownian motions under $\mathbb{P}_{*}^{(\boldsymbol{\theta})}$. Note that this is the same SDE as in 1.12 .

The radial Loewner chain $\left(\boldsymbol{\eta}(t)=\left(\eta_{1}(t), \ldots, \eta_{2 N}(t)\right), t \geq 0\right)$ with $a$-common parameterization and with driving functions $\left(\boldsymbol{\theta}_{t}=\left(\theta_{t}^{1}, \ldots, \theta_{t}^{2 N}\right), t \geq 0\right)$ satisfying $\operatorname{SDE}(1.12)$ is called the $2 N$-sided radial $\mathrm{SLE}_{\kappa}$ in polygon $\left(\mathbb{D} ; \exp \left(2 \mathfrak{i} \theta^{1}\right), \ldots, \exp \left(2 \mathfrak{i} \theta^{2 N}\right)\right)$, introduced in HL21]. Recall that the lifetime $T$ is the first time that $\boldsymbol{\eta}$ hits the origin or that two of the curves in $\boldsymbol{\eta}$ meet. From [HL21, Proposition 5.4], we have $\mathbb{P}_{*}^{(\boldsymbol{\theta})}[T=\infty]=1$. We then recall some conclusions from [HL21] about the transition density of $\left(\boldsymbol{\theta}_{t}, t \geq 0\right)$.

For $N \geq 1$, denote by $\mathcal{X}_{2 N}^{\prime}$ the torus $[0, \pi)^{2 N}$ with periodic boundary conditions and $\mathcal{X}_{2 N}$ the set of $\boldsymbol{\theta}=\left(\theta^{1}, \ldots, \theta^{2 N}\right) \in \mathcal{X}_{2 N}^{\prime}$ such that we can find representatives with $\theta^{1}<\cdots<\theta^{2 N}<\theta^{1}+\pi$. For each $v>0$ and $\boldsymbol{\theta} \in \mathcal{X}_{2 N}$, define

$$
\begin{equation*}
F_{v}(\boldsymbol{\theta})=\prod_{1 \leq j<k \leq 2 N}\left|\sin \left(\theta^{k}-\theta^{j}\right)\right|^{v}, \quad f_{v}(\boldsymbol{\theta})=\mathcal{I}_{v}^{-1} F_{v}(\boldsymbol{\theta}), \quad \text { with } \quad \mathcal{I}_{v}=\int_{\mathcal{X}_{2 N}} F_{v}(\boldsymbol{\theta}) \mathrm{d} \boldsymbol{\theta} \tag{2.10}
\end{equation*}
$$

Note that $F_{v}(\boldsymbol{\theta}) \in(0,1]$ for $\boldsymbol{\theta} \in \mathcal{X}_{2 N}$, and $\mathcal{G}_{*}(\boldsymbol{\theta})$ in 1.9 is exactly $F_{a}(\boldsymbol{\theta})$.
Lemma 2.2. HL21, Proposition 5.5] Fix $\kappa \in(0,4]$ and $a=2 / \kappa$. Denote by $p_{*}(t ; \boldsymbol{\theta}, \cdot)$ the transition density for $\left(\boldsymbol{\theta}_{t}, t \geq 0\right)$ under $\mathbb{P}_{*}^{(\boldsymbol{\theta})}$. Then, for any $\boldsymbol{\theta}, \boldsymbol{\theta}^{\prime} \in \mathcal{X}_{2 N}$,

$$
\begin{equation*}
p_{*}\left(t ; \boldsymbol{\theta}, \boldsymbol{\theta}^{\prime}\right)=p_{*}\left(\boldsymbol{\theta}^{\prime}\right)\left(1+O\left(e^{-B_{2 N} \cdot 4 a N t}\right)\right) \tag{2.11}
\end{equation*}
$$

where $B_{2 N}>0$ is a constant depending on $\kappa, N$ and $p_{*}\left(\boldsymbol{\theta}^{\prime}\right)$ is the invariant density for $\left(\boldsymbol{\theta}_{t}, t \geq 0\right)$ :

$$
\begin{equation*}
p_{*}\left(\boldsymbol{\theta}^{\prime}\right)=f_{4 a}\left(\boldsymbol{\theta}^{\prime}\right), \quad \boldsymbol{\theta}^{\prime} \in \mathcal{X}_{2 N} \tag{2.12}
\end{equation*}
$$

The invariant density $(2.12)$ is called Dyson's circular ensemble in Car03a, Car03b.

### 2.3 Transition density for chordal $N-$ SLE $_{\kappa}$

For $\boldsymbol{\theta}=\left(\theta^{1}, \ldots, \theta^{2 N}\right) \in \mathcal{X}_{2 N}$, recall that $\mathbb{P}_{\alpha}^{(\boldsymbol{\theta})}$ denotes the law of chordal $N$-SLE ${ }_{\kappa}$ in the polygon $\left(\mathbb{D} ; \exp \left(2 \mathfrak{i} \theta^{1}\right), \ldots, \exp \left(2 \mathrm{i} \theta^{2 N}\right)\right)$ associated to link pattern $\alpha \in \mathrm{LP}_{N}$. Denote by $\left(\boldsymbol{\theta}_{t}=\left(\theta_{t}^{1}, \ldots, \theta_{t}^{2 N}\right), 0 \leq t<\right.$ $T)$ the driving function of chordal $N-\mathrm{SLE}_{\kappa}$ as a radial Loewner chain with $a$-common parameterization. In this section, we study the growth of $\left(\boldsymbol{\theta}_{t}, 0 \leq t<T\right)$ in $\mathcal{X}_{2 N}$ under $\mathbb{P}_{\alpha}^{(\boldsymbol{\theta})}$. Denote by $p_{\alpha}(t ; \cdot, \cdot)$ the transition density. By saying that $p_{\alpha}(t ; \cdot, \cdot)$ is the transition density, we mean that for any $t>0$ and $\boldsymbol{\theta} \in \mathcal{X}_{2 N}$, if $\left(\boldsymbol{\theta}_{t}, 0 \leq t<T\right)$ starts from $\boldsymbol{\theta}$, then for any bounded measurable function $h$ on $\mathcal{X}_{2 N}$,

$$
\mathbb{E}_{\alpha}^{(\boldsymbol{\theta})}\left[\mathbb{1}_{\{T>t\}} h\left(\boldsymbol{\theta}_{t}\right)\right]=\int_{\mathcal{X}_{2 N}} p_{\alpha}\left(t ; \boldsymbol{\theta}, \boldsymbol{\theta}^{\prime}\right) h\left(\boldsymbol{\theta}^{\prime}\right) \mathrm{d} \boldsymbol{\theta}^{\prime} .
$$

In particular,

$$
\begin{equation*}
\mathbb{P}_{\alpha}^{(\boldsymbol{\theta})}[T>t]=\int_{\mathcal{X}_{2 N}} p_{\alpha}\left(t ; \boldsymbol{\theta}, \boldsymbol{\theta}^{\prime}\right) \mathrm{d} \boldsymbol{\theta}^{\prime} . \tag{2.13}
\end{equation*}
$$

The goal of this section is to derive the transition densities $p_{\alpha}\left(t ; \boldsymbol{\theta}, \boldsymbol{\theta}^{\prime}\right)$. To this end, we first derive the Radon-Nikodym derivative between $\mathbb{P}_{\alpha}^{(\boldsymbol{\theta})}$ and the law of $2 N$ independent radial $\mathrm{SLE}_{\kappa}$.
Lemma 2.3. Fix $\theta^{1}<\cdots<\theta^{2 N}<\theta^{1}+\pi$ and write $\boldsymbol{\theta}=\left(\theta^{1}, \ldots, \theta^{2 N}\right)$.

- Recall that $\mathbb{P}_{\alpha}^{(\boldsymbol{\theta})}$ denotes the probability measure of chordal $N-\operatorname{SLE}_{\kappa}$ in polygon $\left(\mathbb{D} ; \exp \left(2 i \theta^{1}\right), \ldots, \exp \left(2 i \theta^{2 N}\right)\right)$ associated to $\alpha \in \mathrm{LP}_{N}$ and we view it as a measure on $2 N$-tuples of curves $\boldsymbol{\eta}=\left(\eta_{1}, \ldots, \eta_{2 N}\right)$.
- Suppose $\mathbb{P}$ is the probability measure on $\boldsymbol{\eta}=\left(\eta_{1}, \ldots, \eta_{2 N}\right)$ where $\left(\eta_{1}, \ldots, \eta_{2 N}\right)$ are independent radial $\operatorname{SLE}_{\kappa}$ in $\mathbb{D}$ started from $\left(\exp \left(2 \mathrm{i} \theta^{1}\right), \ldots, \exp \left(2 \mathrm{i} \theta^{2 N}\right)\right)$ respectively.

Under the a-common parameterization and we use the same notations as in Section 2.2, the RadonNikodym derivative between $\mathbb{P}_{\alpha}^{(\boldsymbol{\theta})}$ and $\mathbb{P}$ when both measures are restricted to $\mathcal{F}_{t}$ and $\{T>t\}$ is

$$
\frac{\mathrm{dP}_{\alpha}^{(\boldsymbol{\theta})}\left[\cdot \cdot_{\mathcal{F}_{t} \cap\{T>t\}}\right]}{\mathrm{dP}\left[\left.\cdot\right|_{\mathcal{F}_{t} \cap\{T>t\}}\right]}=\frac{M_{t}^{\alpha}}{M_{0}^{\alpha}}, \quad t>0,
$$

where

$$
\begin{equation*}
M_{t}^{\alpha}=g_{t}^{\prime}(0)^{-2 N \tilde{b}} \prod_{j=1}^{2 N} h_{t, j}^{\prime}\left(\xi_{t}^{j}\right)^{b} g_{t, j}^{\prime}(0)^{\tilde{b}} \times \mathcal{G}_{\alpha}\left(\theta_{t}^{1}, \ldots, \theta_{t}^{2 N}\right) \exp \left(\frac{c}{2} \sum_{j=1}^{2 N} \mu_{t}^{j}\right), \quad 0 \leq t<T . \tag{2.14}
\end{equation*}
$$

To prove Lemma 2.3, we need to introduce a local martingale with $2 N$ time parameters. For $\boldsymbol{t}=\left(t_{1}, \ldots, t_{2 N}\right) \in \mathbb{R}_{+}^{2 N}$, suppose $\left\{\eta_{j}\left(\left[0, t_{j}\right]\right)\right\}_{1 \leq j \leq 2 N}$ are disjoint. We consider the following normalized conformal maps:

- $g_{t_{j}}^{j}: \mathbb{D} \backslash \eta_{j}\left(\left[0, t_{j}\right]\right) \rightarrow \mathbb{D}$ is conformal with $g_{t_{j}}^{j}(0)=0,\left(g_{t_{j}}^{j}\right)^{\prime}(0)=\exp \left(2 a t_{j}\right)>0,1 \leq j \leq 2 N$.
- $g_{\boldsymbol{t}}: \mathbb{D} \backslash \bigcup_{j=1}^{2 N} \eta_{j}\left(\left[0, t_{j}\right]\right) \rightarrow \mathbb{D}$ is conformal with $g_{\boldsymbol{t}}(0)=0, g_{\boldsymbol{t}}^{\prime}(0)=\exp (\aleph(\boldsymbol{t}))>0$.
- $g_{\boldsymbol{t}, j}: \mathbb{D} \backslash \bigcup_{k \neq j} g_{t_{j}}^{j}\left(\eta_{k}\left(\left[0, t_{k}\right]\right)\right) \rightarrow \mathbb{D}$ is conformal with $g_{\boldsymbol{t}, j}(0)=0, g_{\boldsymbol{t}, j}^{\prime}(0)>0,1 \leq j \leq 2 N$.

Then $g_{\boldsymbol{t}}=g_{\boldsymbol{t}, j} \circ g_{t_{j}}^{j}$ for $1 \leq j \leq 2 N$. Let $h_{t_{j}}^{j}, h_{\boldsymbol{t}}$ and $h_{\boldsymbol{t}, j}$ be the covering conformal maps of $g_{t_{j}}^{j}, g_{\boldsymbol{t}}$ and $g_{t, j}$ respectively. Denote by $\left(\xi_{t_{j}}^{j}, t_{j} \geq 0\right)$ the driving function of $\eta_{j}$ as a radial Loewner chain with $a$-usual parameterization. Then we have radial Loewner equations

$$
\partial_{t_{j}} g_{t_{j}}^{j}(z)=2 a g_{t_{j}}^{j}(z) \frac{\exp \left(2 \mathfrak{i} \xi_{t_{j}}^{j}\right)+g_{t_{j}}^{j}(z)}{\exp \left(2 \mathfrak{i} \xi_{t_{j}}^{j}\right)-g_{t_{j}}^{j}(z)}, \quad \text { and } \quad \partial_{t_{j}} h_{t_{j}}^{j}(\zeta)=a \cot \left(h_{t_{j}}^{j}(\zeta)-\xi_{t_{j}}^{j}\right) .
$$

Let $\boldsymbol{\theta}_{\boldsymbol{t}}=\left(\theta_{\boldsymbol{t}}^{1}, \ldots, \theta_{\boldsymbol{t}}^{2 N}\right)$ with $\theta_{\boldsymbol{t}}^{j}=h_{\boldsymbol{t}, j}\left(\xi_{t_{j}}^{j}\right), 1 \leq j \leq 2 N$.

Lemma 2.4. Suppose $\mathbb{P}$ is the probability measure on $\boldsymbol{\eta}=\left(\eta_{1}, \ldots, \eta_{2 N}\right)$ where $\left(\eta_{1}, \ldots, \eta_{2 N}\right)$ are independent radial $\mathrm{SLE}_{\kappa}$ in $\mathbb{D}$ started from $\left(\exp \left(2 \mathfrak{i} \theta^{1}\right), \ldots, \exp \left(2 \mathrm{i} \theta^{2 N}\right)\right)$ respectively. Then the process

$$
\begin{equation*}
M_{\boldsymbol{t}}^{\alpha}=g_{\boldsymbol{t}}^{\prime}(0)^{-2 N \tilde{b}} \prod_{j=1}^{2 N} h_{\boldsymbol{t}, j}^{\prime}\left(\xi_{t_{j}}^{j}\right)^{b} g_{\boldsymbol{t}, j}^{\prime}(0)^{\tilde{b}} \times \mathcal{G}_{\alpha}\left(\theta_{\boldsymbol{t}}^{1}, \ldots, \theta_{\boldsymbol{t}}^{2 N}\right) \exp \left(\frac{c}{2} \sum_{j=1}^{2 N} \mu_{\boldsymbol{t}}^{j}\right) \tag{2.15}
\end{equation*}
$$

is a $2 N$-time-parameter local martingale with respect to $\mathbb{P}$, where $\mu_{\boldsymbol{t}}^{j}$ is given by

$$
\mu_{\boldsymbol{t}}^{j}=-\frac{a}{6} \int_{0}^{t_{j}} S h_{\boldsymbol{t}, j}\left(\xi_{t_{j}}^{j}\right) \mathrm{d} t_{j}+\frac{a}{3} \int_{0}^{t_{j}}\left(1-h_{\boldsymbol{t}, j}^{\prime}\left(\xi_{t_{j}}^{j}\right)^{2}\right) \mathrm{d} t_{j}
$$

Proof. Since $\theta_{\boldsymbol{t}}^{j}=h_{\boldsymbol{t}, j}\left(\xi_{t_{j}}^{j}\right)$ for $1 \leq j \leq 2 N$, by Itô's formula and a standard calculation, we have

$$
\mathrm{d} \theta_{\boldsymbol{t}}^{j}=h_{\boldsymbol{t}, j}^{\prime}\left(\xi_{t_{j}}^{j}\right) \mathrm{d} \xi_{t_{j}}^{j}-b h_{\boldsymbol{t}, j}^{\prime \prime}\left(\xi_{t_{j}}^{j}\right) \mathrm{d} t_{j}+a \sum_{k \neq j} \cot \left(\theta_{\boldsymbol{t}}^{j}-\theta_{\boldsymbol{t}}^{k}\right) h_{\boldsymbol{t}, k}^{\prime}\left(\xi_{t_{k}}^{k}\right)^{2} \mathrm{~d} t_{k}, \quad 1 \leq j \leq 2 N .
$$

Note that $M_{\boldsymbol{t}}^{\alpha}$ defined in 2.15 has a decomposition $M_{\boldsymbol{t}}^{\alpha}=N_{\boldsymbol{t}} \cdot N_{\boldsymbol{t}}^{\alpha}$, where

$$
N_{\boldsymbol{t}}=g_{\boldsymbol{t}}^{\prime}(0)^{-(2 N-1) \tilde{b}} \prod_{j=1}^{2 N} h_{\boldsymbol{t}, j}^{\prime}\left(\xi_{t_{j}}^{j}\right)^{b} g_{\boldsymbol{t}, j}^{\prime}(0)^{\tilde{b}} \times \exp \left(\frac{c}{2} \sum_{j=1}^{2 N} \mu_{\boldsymbol{t}}^{j}+a b \sum_{j=1}^{2 N} \int_{0}^{t_{j}} \sum_{k \neq j} \csc ^{2}\left(\theta_{\boldsymbol{t}}^{j}-\theta_{\boldsymbol{t}}^{k}\right) h_{\boldsymbol{t}, j}^{\prime}\left(\xi_{t_{j}}^{j}\right)^{2} \mathrm{~d} t_{j}\right),
$$

and

$$
N_{\boldsymbol{t}}^{\alpha}=g_{\boldsymbol{t}}^{\prime}(0)^{-\tilde{b}} \mathcal{G}_{\alpha}\left(\theta_{\boldsymbol{t}}^{1}, \ldots, \theta_{\boldsymbol{t}}^{2 N}\right) \times \exp \left(-a b \sum_{j=1}^{2 N} \int_{0}^{t_{j}} \sum_{k \neq j} \csc ^{2}\left(\theta_{\boldsymbol{t}}^{j}-\theta_{\boldsymbol{t}}^{k}\right) h_{\boldsymbol{t}, j}^{\prime}\left(\xi_{t_{j}}^{j}\right)^{2} \mathrm{~d} t_{j}\right) .
$$

It is proved in HL21 that $N_{t}$ is a local martingale with respect to $\mathbb{P}$ satisfying

$$
\mathrm{d} N_{\boldsymbol{t}}=N_{\boldsymbol{t}} \sum_{j=1}^{2 N} b \frac{h_{\boldsymbol{t}, j}^{\prime \prime}\left(\xi_{t_{j}}^{j}\right)}{h_{\boldsymbol{t}, j}^{\prime}\left(\xi_{t_{j}}^{j}\right)} \mathrm{d} \xi_{t_{j}}^{j} .
$$

Denote by $\mathbb{Q}$ the probability measure obtained by tilting $\mathbb{P}$ by $N_{\boldsymbol{t}}$. By Girsanov's theorem, under $\mathbb{Q}$, we have

$$
\mathrm{d} \theta_{\boldsymbol{t}}^{j}=h_{\boldsymbol{t}, j}^{\prime}\left(\xi_{t_{j}}^{j}\right) \mathrm{d} B_{t_{j}}^{j}+a \sum_{k \neq j} \cot \left(\theta_{\boldsymbol{t}}^{j}-\theta_{\boldsymbol{t}}^{k}\right) h_{\boldsymbol{t}, k}^{\prime}\left(\xi_{t_{k}}^{k}\right)^{2} \mathrm{~d} t_{k}, \quad 1 \leq j \leq 2 N,
$$

where $\left\{B^{j}\right\}_{1 \leq j \leq 2 N}$ are independent standard Brownian motions.
It remains to prove that $N_{t}^{\alpha}$ is a local martingale with respect to $\mathbb{Q}$. From the PDE (2.6), we have

$$
\begin{align*}
\frac{\mathrm{d} \mathcal{G}_{\alpha}\left(\theta_{\boldsymbol{t}}^{1}, \ldots, \theta_{\boldsymbol{t}}^{2 N}\right)}{\mathcal{G}_{\alpha}\left(\theta_{\boldsymbol{t}}^{1}, \ldots, \theta_{\boldsymbol{t}}^{2 N}\right)}= & \sum_{j=1}^{2 N}\left[\left(\partial_{j} \log \mathcal{G}_{\alpha}\right)\left(\theta_{\boldsymbol{t}}^{1}, \ldots, \theta_{\boldsymbol{t}}^{2 N}\right) \mathrm{d} \theta_{\boldsymbol{t}}^{j}+\frac{1}{2} \frac{\partial_{j}^{2} \mathcal{G}_{\alpha}\left(\theta_{\boldsymbol{t}}^{1}, \ldots, \theta_{\boldsymbol{t}}^{2 N}\right)}{\mathcal{G}_{\alpha}\left(\theta_{\boldsymbol{t}}^{1}, \ldots, \theta_{\boldsymbol{t}}^{2 N}\right)} h_{\boldsymbol{t}, j}^{\prime}\left(\xi_{t_{j}}^{j}\right)^{2} \mathrm{~d} t_{j}\right] \\
= & \sum_{j=1}^{2 N}\left(\partial_{j} \log \mathcal{G}_{\alpha}\right)\left(\theta_{\boldsymbol{t}}^{1}, \ldots, \theta_{\boldsymbol{t}}^{2 N}\right) h_{\boldsymbol{t}, j}^{\prime}\left(\xi_{t_{j}}^{j}\right) \mathrm{d} B_{t_{j}}^{j}+2 a \tilde{b} \sum_{j=1}^{2 N} h_{\boldsymbol{t}, j}^{\prime}\left(\xi_{t_{j}}^{j}\right)^{2} \mathrm{~d} t_{j} \\
& +a b \sum_{j=1}^{2 N} \sum_{k \neq j} \csc ^{2}\left(\theta_{\boldsymbol{t}}^{k}-\theta_{\boldsymbol{t}}^{j}\right) h_{\boldsymbol{t}, j}^{\prime}\left(\xi_{t_{j}}^{j}\right)^{2} \mathrm{~d} t_{j} . \tag{2.16}
\end{align*}
$$

Moreover, $\partial_{t_{j}} \log g_{\boldsymbol{t}}^{\prime}(0)=\partial_{t_{j}} \aleph(\boldsymbol{t})=2 a h_{\boldsymbol{t}, j}^{\prime}\left(\xi_{t_{j}}^{j}\right)^{2}$ for $1 \leq j \leq 2 N$ gives

$$
\begin{equation*}
\frac{\mathrm{d} g_{\boldsymbol{t}}^{\prime}(0)^{-\tilde{b}}}{g_{\boldsymbol{t}}^{\prime}(0)^{-\tilde{b}}}=-2 a \tilde{b} \sum_{j=1}^{2 N} h_{\boldsymbol{t}, j}^{\prime}\left(\xi_{t_{j}}^{j}\right)^{2} \mathrm{~d} t_{j} . \tag{2.17}
\end{equation*}
$$

Combining (2.16) and (2.17), we see that $N_{t}^{\alpha}$ is a local martingale with respect to $\mathbb{Q}$ satisfying

$$
\mathrm{d} N_{\boldsymbol{t}}^{\alpha}=N_{\boldsymbol{t}}^{\alpha} \sum_{j=1}^{2 N}\left(\partial_{j} \log \mathcal{G}_{\alpha}\right)\left(\theta_{\boldsymbol{t}}^{1}, \ldots, \theta_{\boldsymbol{t}}^{2 N}\right) h_{\boldsymbol{t}, j}^{\prime}\left(\xi_{t_{j}}^{j}\right) \mathrm{d} B_{t_{j}}^{j}
$$

This completes the proof.
Proof of Lemma 2.3. Denote by $\mathbb{P}_{\alpha}$ the probability measure obtained by tilting $\mathbb{P}$ by $M_{t}^{\alpha}$ in (2.15), then for $1 \leq j \leq 2 N$,

$$
\begin{equation*}
\mathrm{d} \theta_{\boldsymbol{t}}^{j}=h_{\boldsymbol{t}, j}^{\prime}\left(\xi_{t_{j}}^{j}\right) \mathrm{d} B_{t_{j}}^{j}+\left(\partial_{j} \log \mathcal{G}_{\alpha}\right)\left(\theta_{\boldsymbol{t}}^{1}, \ldots, \theta_{\boldsymbol{t}}^{2 N}\right) h_{\boldsymbol{t}, j}^{\prime}\left(\xi_{t_{j}}^{j}\right)^{2} \mathrm{~d} t_{j}+a \sum_{k \neq j} \cot \left(\theta_{\boldsymbol{t}}^{j}-\theta_{\boldsymbol{t}}^{k}\right) h_{\boldsymbol{t}, k}^{\prime}\left(\xi_{t_{k}}^{k}\right)^{2} \mathrm{~d} t_{k}, \tag{2.18}
\end{equation*}
$$

where $\left\{B^{j}\right\}_{1 \leq j \leq 2 N}$ are independent standard Brownian motions under $\mathbb{P}_{\alpha}$. We will argue that $\mathbb{P}_{\alpha}$ is the same as $\mathbb{P}_{\alpha}^{(\boldsymbol{\theta})}$.

On the one hand, by the domain Markov property of chordal $N-$ SLE $_{\kappa},\left(\eta_{1}, \ldots, \eta_{2 N}\right)$ commute with each other in the following sense. Suppose that $\left\{\eta_{j}\left(\left[0, T_{j}\right]\right)\right\}_{1 \leq j \leq 2 N}$ are disjoint. Let $\tau_{j}$ be a stopping time before $T_{j}$ for $1 \leq j \leq 2 N$. For each $\eta_{j}$, conditionally on $\bigcup_{k \neq j} \eta_{k}\left(\left[0, \tau_{k}\right]\right)$, if $g: \mathbb{D} \backslash \bigcup_{k \neq j} \eta_{k}\left(\left[0, \tau_{k}\right]\right) \rightarrow \mathbb{D}$ is conformal with $g(0)=0$ and $g^{\prime}(0)>0$, then the $g$-image of $\eta_{j}$ is a radial Loewner chain in $\mathbb{D}$ started from $g\left(x_{j}\right)$ with $a$-usual parameterization and with driving function ( $\xi_{t}^{j}, t \geq 0$ ) satisfying SDE (2.8) up to a time change.

On the other hand, from (2.18) we know that under the measure $\mathbb{P}_{\alpha}$ and conditionally on $\bigcup_{k \neq j} \eta_{k}\left(\left[0, \tau_{k}\right]\right)$, $\left(g\left(\eta_{j}\left(t_{j}\right)\right), t_{j} \geq 0\right)$ is a radial Loewner chain in $\mathbb{D}$ started from $g\left(x_{j}\right)$ and driven by $\left(\theta_{t_{j}}^{j}, t_{j} \geq 0\right)$ satisfying the SDE

$$
\mathrm{d} \theta_{t_{j}}^{j}=h_{\boldsymbol{t}, j}^{\prime}\left(\xi_{t_{j}}^{j}\right) \mathrm{d} B_{t_{j}}^{j}+\left(\partial_{j} \log \mathcal{G}_{\alpha}\right)\left(\theta_{\boldsymbol{t}}^{1}, \ldots, \theta_{\boldsymbol{t}}^{2 N}\right) h_{\boldsymbol{t}, j}^{\prime}\left(\xi_{t_{j}}^{j}\right)^{2} \mathrm{~d} t_{j},
$$

where $\boldsymbol{t}=\left(\tau_{1}, \ldots, \tau_{j-1}, t_{j}, \tau_{j+1}, \ldots, \tau_{2 N}\right), t_{j} \geq 0$. This is the same as SDE 2.8) after a time change, which implies that the radial Loewner curves $\left(\eta_{1}, \ldots, \eta_{2 N}\right)$ under $\mathbb{P}_{\alpha}$ locally commute with each other in the sense of the last paragraph. Therefore, the joint law $\mathbb{P}_{\alpha}^{(\boldsymbol{\theta})}$ of chordal $N$ - $\operatorname{SLE}_{\kappa}\left(\eta_{1}, \ldots, \eta_{2 N}\right)$ coincides with $\mathbb{P}_{\alpha}$ up to any stopping time before the lifetime.

Finally, we parameterize these $2 N$-tuple of curves with $a$-common parameterization by making the time change $\mathrm{d} t_{j}=h_{\boldsymbol{t}, j}^{\prime}\left(\xi_{t_{j}}^{j}\right)^{-2} \mathrm{~d} t$ (see HL21, Lemma 3.2]), and take the same notations as in Section 2.2, then the $2 N$-time-parameter local martingale 2.15 becomes $M_{t}^{\alpha}$ in (2.14). This completes the proof. In addition, the SDE (2.18) becomes (1.11) under $a$-common parameterization, which describes the driving function under $\mathbb{P}_{\alpha}^{(\boldsymbol{\theta})}$.

Now, we are ready to derive the transition densities and quasi-invariant densities for $\left(\boldsymbol{\theta}_{t}, 0 \leq t<T\right)$ under $\mathbb{P}_{\alpha}^{(\boldsymbol{\theta})}$.

Lemma 2.5. Under $\mathbb{P}_{\alpha}^{(\boldsymbol{\theta})},\left(\boldsymbol{\theta}_{t}, 0 \leq t<T\right)$ is a Markov process with transition density

$$
\begin{equation*}
p_{\alpha}\left(t ; \boldsymbol{\theta}, \boldsymbol{\theta}^{\prime}\right)=p_{*}\left(t ; \boldsymbol{\theta}, \boldsymbol{\theta}^{\prime}\right) e^{-A_{2 N} \cdot 4 a N t} \frac{G_{\alpha}(\boldsymbol{\theta})}{G_{\alpha}\left(\boldsymbol{\theta}^{\prime}\right)}, \tag{2.19}
\end{equation*}
$$

where $A_{2 N}$ is the $2 N$-arm exponent defined in 1.8) and $G_{\alpha}=\mathcal{G}_{*} / \mathcal{G}_{\alpha}$ is the Green's function in Definition 1.3 .

Proof. For each $t>0$, from (2.14), Lemma 2.3 and (2.9), we obtain the Radon-Nikodym derivative of $\mathbb{P}_{\alpha}^{(\boldsymbol{\theta})}$ against $\mathbb{P}_{*}^{(\boldsymbol{\theta})}$ when both measures are restricted to $\mathcal{F}_{t}$ and $\{T>t\}$ :

$$
\begin{equation*}
\frac{\mathrm{dP}_{\alpha}^{(\boldsymbol{\theta})}\left[\left.\cdot\right|_{\mathcal{F}_{t} \cap\{T>t\}}\right]}{\mathrm{dP}_{*}^{(\boldsymbol{\theta})}\left[\left.\cdot\right|_{\mathcal{F}_{t}}\right]}=\frac{M_{t}^{\alpha} / M_{0}^{\alpha}}{M_{t}^{*} / M_{0}^{*}}=g_{t}^{\prime}(0)^{-A_{2 N}} \frac{\mathcal{G}_{\alpha}\left(\boldsymbol{\theta}_{t}\right) / \mathcal{G}_{\alpha}(\boldsymbol{\theta})}{\mathcal{G}_{*}\left(\boldsymbol{\theta}_{t}\right) / \mathcal{G}_{*}(\boldsymbol{\theta})}=e^{-A_{2 N} \cdot 4 a N t} \frac{G_{\alpha}(\boldsymbol{\theta})}{G_{\alpha}\left(\boldsymbol{\theta}_{t}\right)} \tag{2.20}
\end{equation*}
$$

where

$$
A_{2 N}=\frac{\left(4 N^{2}-1\right) a}{4}+\tilde{b}=\frac{16 N^{2}-(4-\kappa)^{2}}{8 \kappa}
$$

is the $2 N$-arm exponent. Since $\left(\boldsymbol{\theta}_{t}, t \geq 0\right)$ is a Markov process with transition density $p_{*}\left(t ; \boldsymbol{\theta}, \boldsymbol{\theta}^{\prime}\right)$ under $\mathbb{P}_{*}^{(\boldsymbol{\theta})}$, the Radon-Nikodym derivative gives the transition density $p_{\alpha}\left(t ; \boldsymbol{\theta}, \boldsymbol{\theta}^{\prime}\right)$.

Lemma 2.6. The constant

$$
\begin{equation*}
\mathcal{J}_{\alpha}=\int_{\mathcal{X}_{2 N}} f_{4 a}(\boldsymbol{\theta}) G_{\alpha}(\boldsymbol{\theta})^{-1} \mathrm{~d} \boldsymbol{\theta} \tag{2.21}
\end{equation*}
$$

is finite, where $f_{4 a}$ is defined in 2.10 and $G_{\alpha}$ is Green's function in Definition 1.3. We define

$$
\begin{equation*}
p_{\alpha}(\boldsymbol{\theta})=\mathcal{J}_{\alpha}^{-1} f_{4 a}(\boldsymbol{\theta}) G_{\alpha}(\boldsymbol{\theta})^{-1} \tag{2.22}
\end{equation*}
$$

Then $p_{\alpha}(\boldsymbol{\theta})$ is a quasi-invariant density for $\left(\boldsymbol{\theta}_{t}, 0 \leq t<T\right)$ under $\mathbb{P}_{\alpha}^{(\boldsymbol{\theta})}$ in the sense that

$$
\begin{equation*}
\int_{\mathcal{X}_{2 N}} p_{\alpha}(\boldsymbol{\theta}) p_{\alpha}\left(t ; \boldsymbol{\theta}, \boldsymbol{\theta}^{\prime}\right) \mathrm{d} \boldsymbol{\theta}=p_{\alpha}\left(\boldsymbol{\theta}^{\prime}\right) e^{-A_{2 N} \cdot 4 a N t} \tag{2.23}
\end{equation*}
$$

Moreover, for any $\boldsymbol{\theta}, \boldsymbol{\theta}^{\prime} \in \mathcal{X}_{2 N}$, we have

$$
\begin{equation*}
p_{\alpha}\left(t ; \boldsymbol{\theta}, \boldsymbol{\theta}^{\prime}\right)=\mathcal{J}_{\alpha} G_{\alpha}(\boldsymbol{\theta}) e^{-A_{2 N} \cdot 4 a N t} p_{\alpha}\left(\boldsymbol{\theta}^{\prime}\right)\left(1+O\left(e^{-B_{2 N} \cdot 4 a N t}\right)\right) \tag{2.24}
\end{equation*}
$$

Proof. Note that

$$
f_{4 a}(\boldsymbol{\theta}) G_{\alpha}(\boldsymbol{\theta})^{-1}=\mathcal{I}_{4 a}^{-1} F_{4 a}(\boldsymbol{\theta}) \mathcal{G}_{\alpha}(\boldsymbol{\theta}) \mathcal{G}_{*}(\boldsymbol{\theta})^{-1}=\mathcal{I}_{4 a}^{-1} F_{3 a}(\boldsymbol{\theta}) \mathcal{G}_{\alpha}(\boldsymbol{\theta})
$$

From the power-law bound 2.7 ) and the relation $2 b=3 a-1$, we know that $F_{3 a}(\boldsymbol{\theta}) \mathcal{G}_{\alpha}(\boldsymbol{\theta})$ is bounded on $\mathcal{X}_{2 N}$. Thus $\mathcal{J}_{\alpha}$ is a finite constant. The relation 2.23 follows from Lemma 2.2 and Lemma 2.5. Finally, we have

$$
\begin{align*}
p_{\alpha}\left(t ; \boldsymbol{\theta}, \boldsymbol{\theta}^{\prime}\right) & =e^{-A_{2 N} \cdot 4 a N t} p_{*}\left(t ; \boldsymbol{\theta}, \boldsymbol{\theta}^{\prime}\right) \frac{G_{\alpha}(\boldsymbol{\theta})}{G_{\alpha}\left(\boldsymbol{\theta}^{\prime}\right)}  \tag{dueto2.19}\\
& =e^{-A_{2 N} \cdot 4 a N t} f_{4 a}\left(\boldsymbol{\theta}^{\prime}\right)\left(1+O\left(e^{-B_{2 N} \cdot 4 a N t}\right)\right) \frac{G_{\alpha}(\boldsymbol{\theta})}{G_{\alpha}\left(\boldsymbol{\theta}^{\prime}\right)} \\
& =\mathcal{J}_{\alpha} G_{\alpha}(\boldsymbol{\theta}) e^{-A_{2 N} \cdot 4 a N t} p_{\alpha}\left(\boldsymbol{\theta}^{\prime}\right)\left(1+O\left(e^{-B_{2 N} \cdot 4 a N t}\right)\right)
\end{align*}
$$

(due to 2.11)
(due to 2.22)
which proves 2.24 .

### 2.4 Proof of Proposition 2.1 , Theorem 1.2 and Corollary 1.4

Proof of Proposition 2.1. For each $\boldsymbol{\theta}=\left(\theta^{1}, \ldots, \theta^{2 N}\right) \in \mathcal{X}_{2 N}$, we have

$$
\begin{array}{rlr}
\mathbb{P}_{\alpha}^{(\boldsymbol{\theta})}[T>t] & =\int_{\mathcal{X}_{2 N}} p_{\alpha}\left(t ; \boldsymbol{\theta}, \boldsymbol{\theta}^{\prime}\right) \mathrm{d} \boldsymbol{\theta}^{\prime} & \text { (due to (2.13)) } \\
& =\int_{\mathcal{X}_{2 N}} e^{-A_{2 N} \cdot 4 a N t} p_{*}\left(t ; \boldsymbol{\theta}, \boldsymbol{\theta}^{\prime}\right) \frac{G_{\alpha}(\boldsymbol{\theta})}{G_{\alpha}\left(\boldsymbol{\theta}^{\prime}\right)} \mathrm{d} \boldsymbol{\theta}^{\prime} & \text { (due to (2.19)) } \\
& =\int_{\mathcal{X}_{2 N}} e^{-A_{2 N} \cdot 4 a N t} f_{4 a}\left(\boldsymbol{\theta}^{\prime}\right)\left(1+O\left(e^{-B_{2 N} \cdot 4 a N t}\right)\right) \frac{G_{\alpha}(\boldsymbol{\theta})}{G_{\alpha}\left(\boldsymbol{\theta}^{\prime}\right)} \mathrm{d} \boldsymbol{\theta}^{\prime} & \text { (due to (2.11)) } \\
& =\mathcal{J}_{\alpha} G_{\alpha}(\boldsymbol{\theta}) e^{-A_{2 N} \cdot 4 a N t}\left(1+O\left(e^{-B_{2 N} \cdot 4 a N t}\right)\right),
\end{array}
$$

where $\mathcal{J}_{\alpha}$ is defined in 2.21 . This completes the proof.

Proof of Theorem 1.2. For $r>0$, we denote

$$
P(\boldsymbol{\theta} ; r):=\mathbb{P}_{\alpha}^{(\boldsymbol{\theta})}\left[\operatorname{dist}\left(0, \gamma_{j}\right)<r, 1 \leq j \leq N\right],
$$

then it suffices to prove the asmyptotic

$$
\begin{equation*}
P(\boldsymbol{\theta} ; r)=C \cdot G_{\alpha}(\boldsymbol{\theta}) r^{A_{2 N}}\left(1+O\left(r^{u}\right)\right), \quad \text { as } r \rightarrow 0+ \tag{2.25}
\end{equation*}
$$

where $C \in(0, \infty)$ is a constant depending on $\kappa, N, \alpha$ and $u>0$ is a constant depending on $\kappa, N$. To prove 2.25, on the one hand, we will compare this probability with $\mathbb{P}_{\alpha}^{(\boldsymbol{\theta})}[T>t]$ for proper $t$, whose asymptotic is known due to Proposition 2.1. On the other hand, we define

$$
\begin{equation*}
P(r):=\int_{\mathcal{X}_{2 N}} p_{\alpha}(\boldsymbol{\theta}) P(\boldsymbol{\theta} ; r) \mathrm{d} \boldsymbol{\theta} \tag{2.26}
\end{equation*}
$$

where $p_{\alpha}(\boldsymbol{\theta})$ is the quasi-invariant density for $\left(\boldsymbol{\theta}_{t}, 0 \leq t<T\right)$ under $\mathbb{P}_{\alpha}^{(\boldsymbol{\theta})}$ defined in 2.22 , and we will prove the asymptotic

$$
\begin{equation*}
P(r)=L r^{A_{2 N}}(1+O(r)), \quad \text { as } r \rightarrow 0+, \tag{2.27}
\end{equation*}
$$

for some constant $L>0$. Combining (2.27) and (2.24), we will obtain (2.25).
First, to compare the events $\left\{\operatorname{dist}\left(0, \gamma_{j}\right)<r, 1 \leq j \leq N\right\}$ and $\{T>t\}$, we regard $\left(\gamma_{1}, \ldots, \gamma_{N}\right)$ as a $2 N$-tuple of curves $\left(\eta_{1}, \ldots, \eta_{2 N}\right)$ as described in Section 1.2 and derive the relation between different time parameterizations of the curves. Suppose that for each $1 \leq j \leq 2 N, \eta_{j}$ is parameterized with $a$-usual parameterization. Then we get a $2 N$-time parameter $\boldsymbol{t}=\left(t_{1}, \ldots, t_{2 N}\right)$. Recall the normalized conformal maps $g_{t_{j}}^{j}, g_{\boldsymbol{t}}, g_{\boldsymbol{t}, j}$ and the corresponding covering conformal maps defined in Section 2.3 . A standard calculation as in Zha20, Section 3.1] gives that

$$
\mathrm{d} \log g_{\boldsymbol{t}}^{\prime}(0)=\mathrm{d} \aleph(\boldsymbol{t})=2 a \sum_{j=1}^{2 N} h_{\boldsymbol{t}, j}^{\prime}\left(\xi_{t_{j}}^{j}\right)^{2} \mathrm{~d} t_{j} .
$$

For each $1 \leq j \leq 2 N$, we have $h_{\boldsymbol{t}, j}^{\prime}\left(\xi_{t_{j}}^{j}\right)=\left|g_{\boldsymbol{t}, j}^{\prime}\left(e^{2 i \xi_{t_{j}}^{j}}\right)\right| \in(0,1]$, and for $\boldsymbol{t}=\left(0, \ldots, 0, t_{j}, 0, \ldots, 0\right)$, we have $\aleph(\boldsymbol{t})=2 a t_{j}$. Therefore, for $\boldsymbol{t}=\left(t_{1}, \ldots, t_{2 N}\right)$,

$$
2 a \max _{1 \leq j \leq 2 N} t_{j} \leq \aleph(\boldsymbol{t}) \leq 2 a\left(t_{1}+\cdots+t_{2 N}\right)
$$

From [HL21, Lemma 3.2], there exists a time change $\boldsymbol{t}=\boldsymbol{t}(t)=\left(t_{1}(t), \ldots, t_{2 N}(t)\right)$ with $t_{j}^{\prime}(t)=h_{t, j}^{\prime}\left(\xi_{t_{j}}^{j}\right)^{-2}$ for $1 \leq j \leq 2 N$, such that $\left(\boldsymbol{\eta}(t)=\left(\eta_{1}\left(t_{1}(t)\right), \ldots, \eta_{2 N}\left(t_{2 N}(t)\right)\right), 0 \leq t<T\right)$ is parameterized with $a$-common parameterization. In this case, we have $\aleph(t)=4 a N t$, which gives the relation

$$
\max _{1 \leq j \leq 2 N} t_{j} \leq 2 N t \leq t_{1}+\cdots+t_{2 N}
$$

or we may write it as

$$
\begin{equation*}
t \leq t_{j}(t) \leq 2 N t, \quad \text { for all } 1 \leq j \leq 2 N \tag{2.28}
\end{equation*}
$$

Second, we prove the relation

$$
\begin{equation*}
\left\{\operatorname{dist}\left(0, \gamma_{j}\right)<r, 1 \leq j \leq N\right\} \subset\left\{T>-\frac{1}{4 a N} \log (4 r)\right\} \tag{2.29}
\end{equation*}
$$

Suppose that for each $1 \leq j \leq 2 N, \eta_{j}$ is parameterized with $a$-usual parameterization, and we define $\tau_{j}=\min \left(\inf \left\{t_{j}: \operatorname{dist}\left(0, \eta_{j}\left(0, t_{j}\right]\right) \leq r\right\}, t_{j}(T)\right)$. On the event $\left\{\operatorname{dist}\left(0, \gamma_{j}\right)<r, 1 \leq j \leq N\right\}$, for each
$1 \leq j \leq N$, we have $\tau_{a_{j}} \wedge \tau_{b_{j}}<\infty$, and by Koebe's $1 / 4$ Theorem, $\tau_{a_{j}} \wedge \tau_{b_{j}}>-\frac{1}{2 a} \log (4 r)$. Note that $\left\{\eta_{j}\left(0, \tau_{j}\right), 1 \leq j \leq 2 N\right\}$ are still disjoint, then by (2.28), the lifetime $T$ of $\left(\eta_{1}, \ldots, \eta_{2 N}\right)$ has a lower bound

$$
T>\frac{1}{2 N} \max _{1 \leq j \leq 2 N} \tau_{j}>-\frac{1}{4 a N} \log (4 r) .
$$

This completes the proof of 2.29 .
Third, we will derive the asymptotic 2.27). Fix some $s \in\left[0,-\frac{1}{4 a N} \log (4 r)\right]$. On the one hand, we have $\left\{\operatorname{dist}\left(0, \gamma_{j}\right)<r, 1 \leq j \leq N\right\} \subset\{T>s\}$ from (2.29). On the other hand, when $T>s$ happens, by Koebe's $1 / 4$ Theorem and (2.28), we have

$$
\operatorname{dist}\left(0, \eta_{j}(0, s]\right) \geq \frac{1}{4} e^{-2 a t_{j}(s)} \geq \frac{1}{4} e^{-4 a N s} \geq r, \quad \text { for all } 1 \leq j \leq 2 N .
$$

Therefore, the event $\left\{\operatorname{dist}\left(0, \gamma_{j}\right)<r, 1 \leq j \leq N\right\}$ happens if and only if $\{T>s\}$ holds, and the event $\left\{\operatorname{dist}\left(0, \gamma_{j} \backslash\left(\eta_{a_{j}}(0, s] \bigcup \eta_{b_{j}}(0, s]\right)\right)<r, 1 \leq j \leq N\right\}$ happens. Suppose that $T>s$ happens and let $0<R_{1}<R_{2}<1$ be such that

$$
\begin{equation*}
\frac{e^{-4 a N s} R_{1}}{\left(1-R_{1}\right)^{2}}=\frac{e^{-4 a N s} R_{2}}{\left(1+R_{2}\right)^{2}}=r \tag{2.30}
\end{equation*}
$$

By Koebe's distortion Theorem, we have

$$
\left\{|z|<R_{1}\right\} \subset g_{s}(\{|z|<r\}) \subset\left\{|z|<R_{2}\right\} .
$$

Then the domain Markov property for chordal $N-$ SLE $_{\kappa}$ gives that,

$$
\begin{equation*}
P\left(\boldsymbol{\theta}_{s} ; R_{1}\right) \leq \mathbb{P}_{\alpha}^{(\boldsymbol{\theta})}\left[\operatorname{dist}\left(0, \gamma_{j}\right)<r, 1 \leq j \leq N \mid \mathcal{F}_{s}, T>s\right] \leq P\left(\boldsymbol{\theta}_{s} ; R_{2}\right) . \tag{2.31}
\end{equation*}
$$

From the definition (2.26) of $P(r)$ and the property (2.23) of quasi-invariant density $p_{\alpha}$, we obtain

$$
\begin{equation*}
e^{-A_{2 N} \cdot 4 a N s} P\left(R_{1}\right) \leq P(r) \leq e^{-A_{2 N} \cdot 4 a N s} P\left(R_{2}\right) . \tag{2.32}
\end{equation*}
$$

To find the asymptotic of $P(r)$ as $r \rightarrow 0+$, we define for $r>0$,

$$
q(r)=r^{-A_{2 N}} P(r) .
$$

Suppose $r, R \in(0,1)$ with $r<\frac{R}{(1+R)^{2}}$. Then we have the following estimates:

- The upper bound: by choosing $s>0$ such that $e^{4 a N s}=\frac{R / r}{(1+R)^{2}}$, we conclude from (2.32) that

$$
P(r) \leq e^{-A_{2 N} \cdot 4 a N s} P(R)=\left(\frac{R / r}{(1+R)^{2}}\right)^{-A_{2 N}} P(R) \text {, i.e., } q(r) \leq(1+R)^{2 A_{2 N}} q(R)
$$

- The lower bound: by choosing $s>0$ such that $e^{4 a N s}=\frac{R / r}{(1-R)^{2}}$, we conclude from (2.32) that

$$
P(r) \geq e^{-A_{2 N} \cdot 4 a N s} P(R)=\left(\frac{R / r}{(1-R)^{2}}\right)^{-A_{2 N}} P(R) \text {, i.e., } q(r) \geq(1-R)^{2 A_{2 N}} q(R) .
$$

Combining the upper and lower bounds, we obtain

$$
\begin{equation*}
(1-R)^{2 A_{2 N}} q(R) \leq q(r) \leq(1+R)^{2 A_{2 N}} q(R), \quad \text { for } r<\frac{R}{(1+R)^{2}} . \tag{2.33}
\end{equation*}
$$

Thus, $\lim _{r \rightarrow 0+} \log q(r)$ converges to a finite number, which implies that $\lim _{r \rightarrow 0+} q(r)$ converges to a finite positive number, denoted as $L$. Fixing $R \in(0,1)$ and sending $r \rightarrow 0+$ in 2.33, we get

$$
L(1+R)^{-2 A_{2 N}} \leq q(R) \leq L(1-R)^{-2 A_{2 N}} .
$$

which implies the asymptotic $q(r)=L(1+O(r))$ as $r \rightarrow 0+$, and proves (2.27).
Finally, we come to the proof of the asymptotic (2.25). From the relation 2.30), for $j=1,2$, we have $R_{j}=e^{4 a N s} r\left(1+O\left(e^{4 a N s} r\right)\right)$ as $r \rightarrow 0+$. Then, we obtain

$$
\begin{array}{rlr}
P(\boldsymbol{\theta} ; r)= & \mathbb{P}_{\alpha}^{(\boldsymbol{\theta})}[T>s] \times P\left(e^{4 a N s} r\left(1+O\left(e^{4 a N s} r\right)\right)\right) & \text { (due to 2.24) and (2.31)) } \\
= & \mathcal{J}_{\alpha} G_{\alpha}(\boldsymbol{\theta}) e^{-A_{2 N} \cdot 4 a N s}\left(1+O\left(e^{-B_{2 N} \cdot 4 a N s}\right)\right) & \\
& \times L\left(e^{4 a N s} r\left(1+O\left(e^{4 a N s} r\right)\right)\right)^{A_{2 N}}\left(1+O\left(e^{4 a N s} r\right)\right) & \quad \text { (due to 2.2) and (2.27)) } \\
= & \mathcal{J}_{\alpha} L G_{\alpha}(\boldsymbol{\theta}) r^{A_{2 N}}\left(1+O\left(e^{-B_{2 N} \cdot 4 a N s}\right)+O\left(e^{4 a N s} r\right)\right), & \text { as } r \rightarrow 0+.
\end{array}
$$

Taking $C=\mathcal{J}_{\alpha} L>0, u=\frac{B_{2 N}}{1+B_{2 N}}>0$ and $s>0$ such that $e^{-\left(1+B_{2 N}\right) 4 a N s}=r$, we obtain (2.25) and complete the proof.

Proof of Corollary 1.4. Fix $s>0$. We first show the convergence in 1.10 . For $p>0$, we define

$$
E_{p}=\left\{\eta_{1}, \ldots, \eta_{2 N} \text { all hit } e^{-p} \mathbb{D}\right\}
$$

For $p>0$ large enough (such that $\operatorname{dist}\left(0, \eta_{j}(0, s]\right) \geq \frac{1}{4} e^{-4 a N s}>e^{-p}$ ), from the domain Markov property of chordal $N-$ SLE $_{\kappa}$, we have

$$
\frac{\mathrm{dP}_{\alpha \mid p}^{(\boldsymbol{\theta})}\left[\left.\cdot\right|_{\mathcal{F}_{s}}\right]}{\mathrm{dP}_{\alpha}^{(\boldsymbol{\theta})}\left[\left.\cdot\right|_{\mathcal{F}_{s} \cap\{T>s\}}\right]}=\frac{\mathbb{P}_{\alpha}^{\left(\boldsymbol{\theta}_{s}\right)}\left[\tilde{E}_{p}\right]}{\mathbb{P}_{\alpha}^{\boldsymbol{\theta})}\left[E_{p}\right]}, \quad \text { where } \tilde{E}_{p}=\left\{\eta_{1}, \ldots, \eta_{2 N} \text { all hit } g_{s}\left(e^{-p} \mathbb{D}\right)\right\} .
$$

From the similar analysis after (2.30), we know that by Koebe's distortion Theorem, there exist $p_{1}, p_{2}>0$ with $e^{-p_{j}}=e^{-p+4 a N s}\left(1+O\left(e^{-p}\right)\right)$ such that $e^{-p_{1}} \mathbb{D} \subset g_{s}\left(e^{-p} \mathbb{D}\right) \subset e^{-p_{2}} \mathbb{D}$. Then we have

$$
\mathbb{P}_{\alpha}^{\left(\boldsymbol{\theta}_{s}\right)}\left[E_{p_{1}}\right] \leq \mathbb{P}_{\alpha}^{\left(\boldsymbol{\theta}_{s}\right)}\left[\tilde{E}_{p}\right] \leq \mathbb{P}_{\alpha}^{\left(\boldsymbol{\theta}_{s}\right)}\left[E_{p_{2}}\right],
$$

and by (2.25),

$$
\mathbb{P}_{\alpha}^{\left(\boldsymbol{\theta}_{s}\right)}\left[\tilde{E}_{p}\right]=C \cdot G_{\alpha}\left(\theta_{s}^{1}, \ldots, \theta_{s}^{2 N}\right) e^{A_{2 N} \cdot 4 a N s} e^{-p A_{2 N}}\left(1+O\left(e^{-u p}\right)\right)
$$

Therefore, we obtain

$$
\frac{\mathrm{dP}_{\alpha \mid p}^{(\boldsymbol{\theta})}\left[\left.\cdot\right|_{\mathcal{F}_{s}}\right]}{\mathrm{dP}_{\alpha}^{(\boldsymbol{\theta})}\left[\left.\cdot\right|_{\mathcal{F}_{s} \cap\{T>s\}}\right]}=\frac{\mathbb{P}_{\alpha}^{\left(\boldsymbol{\theta}_{s}\right)}\left[\tilde{E}_{p}\right]}{\mathbb{P}_{\alpha}^{(\boldsymbol{\theta})}\left[E_{p}\right]}=e^{A_{2 N} \cdot 4 a N s} \frac{G_{\alpha}\left(\theta_{s}^{1}, \ldots, \theta_{s}^{2 N}\right)}{G_{\alpha}\left(\theta^{1}, \ldots, \theta^{2 N}\right)}\left(1+O\left(e^{-u p}\right)\right) .
$$

Combining with 2.20, we conclude that

$$
\frac{\mathrm{d} \mathbb{P}_{\alpha \mid p}^{(\boldsymbol{\theta})}\left[\left.\cdot\right|_{\mathcal{F}_{s}}\right]}{\mathrm{dP}_{*}^{(\boldsymbol{\theta})}\left[\cdot| |_{\mathcal{F}_{s}}\right]}=1+O\left(e^{-u p}\right) \rightarrow 1 \text { uniformly as } p \rightarrow \infty
$$

which implies that

$$
\lim _{p \rightarrow \infty} \mathbb{E}_{*}^{(\boldsymbol{\theta})}\left[\left(1-\frac{\mathrm{d} \mathbb{P}_{\alpha \mid p}^{(\boldsymbol{\theta})}\left[\left.\cdot\right|_{\mathcal{F}_{s}}\right]}{\mathrm{dP}_{*}^{\boldsymbol{\theta})}\left[\left.\cdot\right|_{\mathcal{F}_{s}}\right]}\right)^{+}\right]=0
$$

This gives the convergence in total-variation distance 1.10 .
Next, we show the convergence in (1.13). From the end of the proof of Lemma 2.3, we know that the driving function $\left(\boldsymbol{\theta}_{t}, t \geq 0\right)$ under $\mathbb{P}_{\alpha}^{(\boldsymbol{\theta})}$ with $a$-common parameterization satisfies SDE 1.11). We denote by $\mathbb{P}_{\alpha \mid t}^{(\boldsymbol{\theta})}$ the measure $\mathbb{P}_{\alpha}^{(\boldsymbol{\theta})}$ conditional on $\{T>t\}$. Since $\nu_{\alpha \mid t}^{(\boldsymbol{\theta})}$ is the induced measure on the driving
function $\left(\boldsymbol{\theta}_{t}, t \geq 0\right)$ under $\mathbb{P}_{\alpha \mid t}^{(\boldsymbol{x})}$ and $\nu_{*}^{(\boldsymbol{\theta})}$ is the induced measure on the driving function under $\mathbb{P}_{*}^{(\boldsymbol{\theta})}$, it remains to prove that for any $s>0$,

$$
\begin{equation*}
\lim _{t \rightarrow \infty} \operatorname{dist}_{T V}\left(\mathbb{P}_{\alpha \mid t}^{(\boldsymbol{\theta})}\left[\cdot \mid \mathcal{F}_{s}\right], \mathbb{P}_{*}^{(\boldsymbol{\theta})}\left[\cdot \mid \mathcal{F}_{s}\right]\right)=0 . \tag{2.34}
\end{equation*}
$$

For any $t>s>0$, from the domain Markov property of chordal $N-$ SLE $_{\kappa}$ and Proposition 2.1, we have

$$
\frac{\mathrm{dP}_{\alpha \mid t}^{(\boldsymbol{\theta})}\left[\left.\cdot\right|_{\mathcal{F}_{s}}\right]}{\mathrm{dP}_{\alpha}^{(\boldsymbol{\theta})}\left[\left.\cdot\right|_{\mathcal{F}_{s} \cap\{T>s\}}\right]}=\frac{\mathbb{P}_{\alpha}^{\left(\boldsymbol{\theta}_{s}\right)}[T>t-s]}{\mathbb{P}_{\alpha}^{(\boldsymbol{\theta})}[T>t]}=e^{A_{2 N} \cdot 4 a N s} \frac{G_{\alpha}\left(\theta_{s}^{1}, \ldots, \theta_{s}^{2 N}\right)}{G_{\alpha}\left(\theta^{1}, \ldots, \theta^{2 N}\right)}\left(1+O\left(e^{-B_{2 N} \cdot 4 a N t}\right)\right) .
$$

Combining with 2.20, we conclude that

$$
\frac{\mathrm{dP}_{\alpha \mid t}^{(\boldsymbol{\theta})}\left[\left.\cdot\right|_{\mathcal{F}_{s}}\right]}{\mathrm{dP}_{*}^{(\boldsymbol{\theta})}\left[\left.\cdot\right|_{\mathcal{F}_{s}}\right]}=1+O\left(e^{-B_{2 N} \cdot 4 a N t}\right) \rightarrow 1 \text { uniformly as } t \rightarrow \infty .
$$

This gives the convergence in total-variation distance (2.34) thus (1.13), and completes the proof.

## 3 Ising model

In this section, we will consider convergence of Ising interfaces in polygons and in annulus. To this end, we first give the notion of convergence of polygons and convergence of annulus.

Convergence of polygons Let $l \geq 1$. A discrete polygon is a finite graph $\Omega$ of $\mathbb{Z}^{2}$ with $l$ marked points $x_{1}, \ldots, x_{l}$ on its boundary, whose precise definition is given as follows. Let $x_{1}, \ldots, x_{l} \in V\left(\mathbb{Z}^{2}\right)$ be $l$ distinct vertices. Let $\left(x_{1} x_{2}\right), \ldots,\left(x_{l} x_{1}\right)$ be $l$ paths in $\mathbb{Z}^{2}$ satisfying the following 4 conditions: (1): all the paths are edge-avoiding and $\left(x_{j-1} x_{j}\right) \cap\left(x_{j} x_{j+1}\right)=\left\{x_{j}\right\}$ for $1 \leq j \leq l$; (2): if $j \notin\{k-1, k+1\}$, then $\left(x_{k} x_{k+1}\right) \cap\left(x_{j} x_{j+1}\right)=\emptyset$; (3): the loop obtained by concatenating all $\left(x_{j} x_{j+1}\right)$ is a Jordan curve; (4): the infinite connected component of $\mathbb{Z}^{2} \backslash\left(\cup_{j}\left(x_{j} x_{j+1}\right)\right)$ is on the right of the path $\left(x_{1} x_{2}\right)$. Given $\left\{\left(x_{j} x_{j+1}\right)\right\}_{1 \leq j \leq l}$, the discrete polygon $\left(\Omega ; x_{1}, \ldots, x_{l}\right)$ is defined in the following way: $\Omega$ is a subgraph of $\mathbb{Z}^{2}$ induced by the vertices lying on or enclosed by the loop obtained by concatenating all ( $x_{j} x_{j+1}$ ). The (discrete) dual annular polygon $\left(\Omega^{\bullet} ; x_{1}^{\bullet}, \ldots, x_{l}^{\bullet}\right)$ is defined via the primal annular polygon as follows. The dual graph $\Omega^{\bullet}$ of $\Omega$ is defined to be a subgraph of $\left(\mathbb{Z}^{2}\right)^{\bullet}$ with edge set consisting of edges lying on the inner of the planar domain corresponding to $\Omega$ and vertex set consisting of endpoints of these edges. For $1 \leq j \leq l$, let $x_{j}^{\bullet}$ be a dual vertex on the boundary of $\Omega^{\bullet}$ that is nearest to $x_{j}$.

Let $\left\{\Omega^{\delta}\right\}_{\delta>0}$ and $\Omega$ be planar simply connected domains $\Omega^{\delta}, \Omega \subsetneq \mathbb{C}$, all containing a common point $u$. We say that $\Omega^{\delta}$ converges to $\Omega$ in the sense of kernel convergence with respect to $u$, denoted $\Omega^{\delta} \rightarrow \Omega$, if the following 2 conditions are satisfied: (1): every $z \in \Omega$ has some neighborhood $U_{z}$ such that $U_{z} \subset \Omega^{\delta}$, for all small enough $\delta>0$; and (2): for every point $p \in \partial \Omega$, there exists a sequence $p^{\delta} \in \partial \Omega^{\delta}$ such that $p^{\delta} \rightarrow p$. If $\Omega^{\delta} \rightarrow \Omega$ in the sense of kernel convergence with respect to $u$, the same convergence holds with respect to any $\tilde{u} \in \Omega$. We say that $\Omega^{\delta} \rightarrow \Omega$ in the Carathéodory sense as $\delta \rightarrow 0$. Note that $\Omega^{\delta} \rightarrow \Omega$ in the Carathéodory sense if and only if there exist conformal maps $\varphi_{\delta}$ from $\mathbb{D}$ onto $\Omega^{\delta}$, and a conformal map $\varphi$ from $\mathbb{D}$ onto $\Omega$, such that $\varphi_{\delta} \rightarrow \varphi$ locally uniformly on $\mathbb{D}$ as $\delta \rightarrow 0$. For polygons, we say that a sequence of discrete polygons $\left(\Omega^{\delta} ; x_{1}^{\delta}, \ldots, x_{l}^{\delta}\right)$ converges as $\delta \rightarrow 0$ to an polygon $\left(\Omega ; x_{1}, \ldots, x_{l}\right)$ in the Carathéodory sense if there exist conformal maps $\varphi_{\delta}$ from $\mathbb{D}$ onto $\Omega^{\delta}$, and a conformal map $\varphi$ from $\mathbb{D}$ onto $\Omega$, such that $\varphi_{\delta} \rightarrow \varphi$ locally uniformly on $\mathbb{D}$, and $\varphi_{\delta}^{-1}\left(x_{j}^{\delta}\right) \rightarrow \varphi^{-1}\left(x_{j}\right)$ for all $1 \leq j \leq l$.

Note that Carathéodory convergence allows wild behavior of the boundaries around the marked points. In order to ensure precompactness of the interfaces in Proposition 3.1, we need a convergence on polygons stronger than the above Carathéodory convergence. We say that a sequence of discrete polygons $\left(\Omega^{\delta} ; x_{1}^{\delta}, \ldots, x_{l}^{\delta}\right)$ converges as $\delta \rightarrow 0$ to an polygon $\left(\Omega ; x_{1}, \ldots, x_{l}\right)$ in the close-Carathéodory sense if it
converges in the Carathéodory sense, and in addition, for each $j \in\{1, \ldots, l\}$, we have $x_{j}^{\delta} \rightarrow x_{j}$ as $\delta \rightarrow 0$ and the following is fulfilled: Given a reference point $u \in \Omega$ and $r>0$ small enough, let $S_{r}$ be the arc of $\partial B\left(x_{j}, r\right) \cap \Omega$ disconnecting (in $\left.\Omega\right) x_{j}$ from $u$ and from all other arcs of this set. We require that, for each $r$ small enough and for all sufficiently small $\delta$ (depending on $r$ ), the boundary point $x_{j}^{\delta}$ is connected to the midpoint of $S_{r}$ inside $\Omega^{\delta} \cap B\left(x_{j}, r\right)$. This notion was introduced by Karrila in Kar18, see in particular [Kar18, Theorem 4.2]. (See also [Kar19] and CW21.)

Later, we will consider Ising interfaces in polygons with alternating $\oplus / \ominus$ boundary conditions (3.1) in Section 3.1; and we will consider Ising interfaces in polygons with alternating $\oplus / \ominus /$ free boundary conditions (3.5) in Section 3.2.1.

Convergence of annular polygons A discrete annular polygon is a finite doubly connected subgraph $\mathcal{A}$ of $\mathbb{Z}^{2}$ (that is, a finite connected subgraph of $\mathbb{Z}^{2}$ whose complement in $\mathbb{Z}^{2}$ has two connected components) with $2 N$ marked points $x_{1}, x_{2}, \ldots, x_{2 N}$ on the outer boundary in counterclockwise order, whose precise definition is given as follows. Let $x_{1}, \ldots, x_{2 N} \in V\left(\mathbb{Z}^{2}\right)$ be $2 N$ distinct vertices. Let $\left(x_{1} x_{2}\right), \ldots,\left(x_{2 N} x_{1}\right)$ be $2 N$ paths in $\mathbb{Z}^{2}$ satisfying the following 5 conditions: (1): all the paths are edge-avoiding and $\left(x_{j-1} x_{j}\right) \cap$ $\left(x_{j} x_{j+1}\right)=\left\{x_{j}\right\}$ for $1 \leq j \leq 2 N$, where $x_{0}:=x_{2 N}$ and $x_{2 N+1}:=x_{1}$ by convention; (2): if $j \notin$ $\{k-1, k+1\}$, then $\left(x_{k} x_{k+1}\right) \cap\left(x_{j} x_{j+1}\right)=\emptyset$; (3): the loop obtained by concatenating all $\left(x_{j} x_{j+1}\right)$ is a Jordan curve, denote it by $\partial_{\mathrm{o}}$ and call it the outer boundary of $\mathcal{A}$; (4): the infinite connected component of $\mathbb{Z}^{2} \backslash\left(\cup_{j}\left(x_{j} x_{j+1}\right)\right)$ is on the right of the path $\left(x_{1} x_{2}\right)$; (5): there exists a Jordan curve $\partial_{\mathrm{i}}$ consisting of edges on $\mathbb{Z}^{2}$ such that $\partial_{\mathrm{i}}$ is contained in the bounded planar domain enclosed by $\partial_{0}$ and that there is no edge in $\mathbb{Z}^{2}$ connecting $\partial_{\mathrm{i}}$ to $\partial_{\mathrm{o}}$, and we call $\partial_{\mathrm{i}}$ the inner boundary of $\mathcal{A}$. Given $\left\{\left(x_{j} x_{j+1}\right)\right\}_{1 \leq j \leq 2 N}$, the discrete annular polygon $\left(\mathcal{A} ; x_{1}, \ldots, x_{2 N}\right)$ is defined in the following way: $\mathcal{A}$ is a subgraph of $\mathbb{Z}^{2}$ induced by vertices lying on or enclosed by the two disjoint Jordan curves $\partial_{\mathrm{o}}$ and $\partial_{\mathrm{i}}$. The (discrete) dual annular polygon $\left(\mathcal{A}^{\bullet} ; x_{1}^{\bullet}, \ldots, x_{2 N}^{\bullet}\right)$ is defined via the primal annular polygon as follows. The dual graph $\mathcal{A}^{\bullet}$ of $\mathcal{A}$ is defined to be a subgraph of $\left(\mathbb{Z}^{2}\right)^{\bullet}$ with edge set consisting of edges lying on the inner of the planar domain corresponding to $\mathcal{A}$ and vertex set consisting of endpoints of these edges. Then $\mathcal{A}^{\bullet}$ is an annular subgraph of $\left(\mathbb{Z}^{2}\right)^{\bullet}$, and we denote by $\partial_{\mathrm{o}}^{\bullet}, \partial_{\mathrm{i}}^{\bullet}$ its outer and inner boundaries, respectively. For $1 \leq j \leq 2 N$, let $x_{j}^{\bullet}$ be a dual vertex of $\partial_{0}^{\bullet}$ that is nearest to $x_{j}$.

We say that a sequence of discrete annular polygons $\left(\mathcal{A}^{\delta} ; x_{1}^{\delta}, \ldots, x_{2 N}^{\delta}\right)$ converges as $\delta \rightarrow 0$ to a polygon $\left(\mathcal{A} ; x_{1}, \ldots, x_{2 N}\right)$ in the Carathéodory sense if there exist covering maps $\varphi_{\delta}$ from $\mathbb{D}$ onto $\mathcal{A}^{\delta}$, and a covering map $\varphi$ from $\mathbb{D}$ onto $\mathcal{A}$, such that $\varphi_{\delta} \rightarrow \varphi$ locally uniformly on $\mathbb{D}$, and $\varphi_{\delta}^{-1}\left(x_{j}^{\delta}\right) \rightarrow \varphi^{-1}\left(x_{j}\right)$ for all $1 \leq j \leq 2 N$. The convergence in the close-Carathéodory sense is defined in the same way as for polygons where we only need to replace the simply connected domain $\Omega$ by the annular domain $\mathcal{A}$.

Later, we will consider Ising interfaces in annulus with boundary conditions 1.1) in Section 3.2.

### 3.1 Convergence of multiple Ising interfaces in polygons

In this section, we recall conclusions about the convergence of Ising interfaces in polygons. For $\delta>0$, we will consider critical Ising model on a discrete dual polygon $\left(\Omega^{\delta, \bullet} ; x_{1}^{\delta, \bullet}, \ldots, x_{2 N}^{\delta, \bullet}\right)$ with alternating boundary condition:

$$
\begin{equation*}
\oplus \text { on } \cup_{j=1}^{N}\left(x_{2 j-1}^{\delta, \bullet} x_{2 j}^{\delta, \bullet}\right), \quad \text { and } \quad \ominus \text { on } \cup_{j=1}^{N}\left(x_{2 j}^{\delta, \bullet} x_{2 j+1}^{\delta, \bullet}\right) . \tag{3.1}
\end{equation*}
$$

For each $j \in\{1,2, \ldots, 2 N\}$, we define the Ising interface $\eta_{j}^{\delta}$ starting from $x_{j}^{\delta}$ as follows. If $j$ is odd, $\eta_{j}^{\delta}$ starts from $x_{j}^{\delta}$, traverses on the edges of $\Omega^{\delta}$, and turns at every dual-vertex in such a way that it always has dual-vertices with spin $\oplus$ on its left and spin $\ominus$ on its right. If there is an indetermination when arriving at a vertex, it turns left. If $j$ is even, the interface $\eta_{j}^{\delta}$ is defined similarly with the left/right switched. When the discrete polygons $\left(\Omega^{\delta} ; x_{1}^{\delta}, \ldots, x_{2 N}^{\delta}\right)$ converge in the close-Carathéodory sense, the tightness of the collection of interfaces $\left\{\left(\eta_{1}^{\delta}, \ldots, \eta_{2 N}^{\delta}\right)\right\}_{\delta>0}$ under topology $\left.\sqrt{1.3}\right)$ is standard nowadays, see e.g., [Kar19, Theorem 4.1]; the key ingredient is RSW estimates, see [KS17].

In this section, we will describe the limiting distribution of the interfaces $\left(\eta_{1}^{\delta}, \ldots, \eta_{2 N}^{\delta}\right)$ under boundary condition (3.1). To this end, we first define the so-called total partition functions for the Ising model in polygons. For $N \geq 1$, we let $\Pi_{N}$ denote the set of all pair partitions $\varpi=\left\{\left\{a_{1}, b_{1}\right\}, \ldots,\left\{a_{N}, b_{N}\right\}\right\}$ of the set $\{1,2, \ldots, 2 N\}$, that is, partitions of this set into $N$ disjoint two-element subsets $\left\{a_{j}, b_{j}\right\} \subseteq\{1,2, \ldots, 2 N\}$, with the convention that

$$
a_{1}<a_{2}<\cdots<a_{N} \text { and } a_{j}<b_{j} \text { for } j \in\{1,2, \ldots, N\}
$$

We also denote by $\operatorname{sgn}(\varpi)$ the sign of the partition $\varpi$ defined as the sign of

$$
\text { the product } \prod(a-c)(a-d)(b-c)(b-d) \text { over pairs of distinct elements }\{a, b\},\{c, d\} \in \varpi
$$

Define

$$
\mathcal{Z}(\mathbb{H} ; \cdot):\left\{\left(x_{1}, \ldots, x_{2 N}\right) \in \mathbb{R}^{2 N}: x_{1}<\cdots<x_{2 N}\right\} \rightarrow \mathbb{R}
$$

by

$$
\begin{equation*}
\mathcal{Z}\left(\mathbb{H} ; x_{1}, \ldots, x_{2 N}\right):=\operatorname{Pf}\left(\frac{1}{x_{k}-x_{j}}\right)_{j, k=1}^{2 N}=\sum_{\varpi \in \Pi_{N}} \operatorname{sgn}(\varpi) \sum_{\{a, b\} \in \varpi} \frac{1}{x_{b}-x_{a}} . \tag{3.2}
\end{equation*}
$$

This gives the definition of the total partition function for the polygon $\left(\mathbb{H} ; x_{1}, \ldots, x_{2 N}\right)$. Note that the total partition function $\mathcal{Z}$ satisfies the Möbius covariance rule (2.3) with $\kappa=3$ and $b=1 / 2$, see e.g., [KP16, Proposition 4.6]. We may extend the definition of $\mathcal{Z}$ to general polygon $\left(\Omega ; x_{1}, \ldots, x_{2 N}\right)$ whose marked points $x_{1}, \ldots, x_{2 N}$ lie on sufficiently regular boundary segments ( $C^{1+\epsilon}$ for some $\epsilon>0$ ) as in (2.4) with $\kappa=3$ and $b=1 / 2$ :

$$
\begin{equation*}
\mathcal{Z}\left(\Omega ; x_{1}, \ldots, x_{2 N}\right)=\prod_{j=1}^{2 N}\left|\varphi^{\prime}\left(x_{j}\right)\right|^{1 / 2} \times \mathcal{Z}\left(\mathbb{H} ; \varphi\left(x_{1}\right), \ldots, \varphi\left(x_{2 N}\right)\right), \tag{3.3}
\end{equation*}
$$

where $\varphi$ is any conformal map from $\Omega$ onto $\mathbb{H}$ with $\varphi\left(x_{1}\right)<\cdots<\varphi\left(x_{2 N}\right)$.
Let $\left(\Omega ; x_{1}, \ldots, x_{2 N}\right)$ be a polygon and write $\boldsymbol{x}=\left(x_{1}, \ldots, x_{2 N}\right)$. We denote by $\mathbb{P}_{\kappa=3 \mid \alpha}^{(\Omega ; \boldsymbol{x})}$ the law of chordal $N$-SLE ${ }_{\kappa}$ in polygon $(\Omega ; \boldsymbol{x})$ associated to link pattern $\alpha \in \operatorname{LP}_{N}$ with $\kappa=3$. We then define a probability measure $\mathbb{P}_{\text {Ising }}^{(\Omega ; \boldsymbol{x})}$ on $2 N$-tuples of curves $\boldsymbol{\eta}=\left(\eta_{1}, \ldots, \eta_{2 N}\right)$ in polygon $\left(\Omega ; x_{1}, \ldots, x_{2 N}\right)$ by

$$
\begin{equation*}
\mathbb{P}_{\text {Ising }}^{(\Omega ; \boldsymbol{x})}:=\sum_{\alpha \in \mathrm{LP}_{N}} \frac{\mathcal{Z}_{\alpha}(\Omega ; \boldsymbol{x})}{\mathcal{Z}(\Omega ; \boldsymbol{x})} \times \mathbb{P}_{\kappa=3 \mid \alpha}^{(\Omega ; \boldsymbol{x})}, \tag{3.4}
\end{equation*}
$$

where $\mathcal{Z}_{\alpha}$ is pure partition function (2.4) with $\kappa=3, b=1 / 2$ and $\mathcal{Z}$ is defined in (3.2) and (3.3).
Proposition 3.1. Fix a polygon $\left(\Omega ; x_{1}, \ldots, x_{2 N}\right)$ and write $\boldsymbol{x}=\left(x_{1}, \ldots, x_{2 N}\right)$. Suppose that a sequence of discrete polygons $\left(\Omega^{\delta} ; x_{1}^{\delta}, \ldots, x_{2 N}^{\delta}\right)$ converges to $\left(\Omega ; x_{1}, \ldots, x_{2 N}\right)$ in the close-Carathéodory sense. Consider the Ising model on $\Omega^{\delta, \bullet}$ with boundary condition (3.1). For $j \in\{1,2, \ldots, 2 N\}$, let $\eta_{j}^{\delta}$ be the interface starting from $x_{j}^{\delta}$. Then the law of the collection of interfaces $\left(\eta_{1}^{\delta}, \ldots, \eta_{2 N}^{\delta}\right)$ converges weakly to $\mathbb{P}_{\text {Ising }}^{(\Omega ; \boldsymbol{x})}$ under the topology induced by (1.3).
Proof. See Izy17, BPW21, PW23, Kar22.

### 3.2 Convergence of multiple Ising interfaces in annulus

In this section, we consider the convergence of Ising interfaces in annulus. For $\delta>0$, we will focus on critical Ising model on a discrete dual annular polygon $\left(\mathcal{A}^{\delta, \bullet} ; x_{1}^{\delta, \bullet}, \ldots, x_{2 N}^{\delta, \bullet}\right)$ with boundary conditions 1.1): $\oplus$ on $\cup_{j=1}^{N}\left(x_{2 j-1}^{\delta, \bullet} x_{2 j}^{\delta, \bullet}\right), \quad \ominus$ on $\cup_{j=1}^{N}\left(x_{2 j}^{\delta, \bullet} x_{2 j+1}^{\delta, \bullet}\right), \quad$ and $\quad$ free on $\partial_{\mathrm{i}}^{\delta, \bullet}$.
We then define the Ising interface $\eta_{j}^{\delta}$ starting from $x_{j}^{\delta}$ as before. The goal of this section is the following convergence of the collection of interfaces $\left(\eta_{1}^{\delta}, \ldots, \eta_{2 N}^{\delta}\right)$.

Proposition 3.2. Let $\left(\mathcal{A} ; x_{1}, \ldots, x_{2 N}\right)$ be an annular polygon and write $\boldsymbol{x}=\left(x_{1}, \ldots, x_{2 N}\right)$. Suppose that a sequence $\left(\mathcal{A}^{\delta} ; x_{1}^{\delta}, \ldots, x_{2 N}^{\delta}\right)$ of discrete annular polygons converges to $\left(\mathcal{A} ; x_{1}, \ldots, x_{2 N}\right)$ in the closeCarathéodory sense. Consider the critical Ising model on $\mathcal{A}^{\delta, \bullet}$ with boundary conditions (1.1). For $j \in\{1,2 \ldots, 2 N\}$, let $\eta_{j}^{\delta}$ be the interface starting from $x_{j}^{\delta}$. Then the law of the collection of interfaces $\left(\eta_{1}^{\delta}, \ldots, \eta_{2 N}^{\delta}\right)$ converges weakly under the topology induced by (1.3), and we denote by $\mathbb{P}_{\text {Ising }}^{(\mathcal{A} ; \boldsymbol{x})}$ the limiting distribution.

In this setup, the Ising interfaces always have a convergent subsequence in the curve space ( $X^{2 N}$, Dist).
Lemma 3.3. Assume the same setup as in Proposition 3.2. The family of laws of $\left\{\left(\eta_{1}^{\delta}, \ldots, \eta_{2 N}^{\delta}\right)\right\}_{\delta>0}$ is precompact in the space $\left(X^{2 N}\right.$, Dist) of curves under the metric (1.3). Furthermore, given any subsequential limit $\left(\eta_{1}, \ldots, \eta_{2 N}\right)$, for each $j \in\{1,2, \ldots, 2 N\}$, the curve $\eta_{j}$ satisfies one of the following two properties:

- either $\eta_{j}$ connecting $x_{j}$ to another marked points $x_{k}$, then $\eta_{j}$ is the time-reversal of $\eta_{k}$ and $\eta_{j} \cap$ $\left(\partial \mathcal{A} \cup\left(\cup_{l \neq j, k} \eta_{l}\right)\right)=\emptyset ;$
- or $\eta_{j}$ connecting $x_{j}$ to $\partial_{\mathrm{i}}$ and $\eta_{j} \cap\left(\partial_{\mathrm{o}} \cup\left(\cup_{k \neq j} \eta_{k}\right)\right)=\emptyset$.

Proof. The proof of this lemma is standard nowadays, see, e.g., Izy17, Proof of Corollary 1.2]. The key ingredient is RSW estimates, see KS17.

The goal of this section is to prove Proposition 3.2. In fact, this convergence of the joint distributions of $\left(\eta_{1}^{\delta}, \ldots, \eta_{2 N}^{\delta}\right)$ is a combination of previous conclusions about the convergence of a single Ising interface in various setups. We recall them in Sections 3.2.1 and 3.2.2.

### 3.2.1 Convergence of Ising interfaces in polygons with one free segment

For $\delta>0$, we consider critical Ising model on a discrete dual polygon ( $\Omega^{\delta, \bullet} ; x_{1}^{\delta, \bullet}, \ldots, x_{n+2}^{\delta,}$ ) with the following boundary conditions $\left(x_{0}^{\delta, \bullet}:=x_{n+2}^{\delta, \bullet}\right)$ :

$$
\begin{equation*}
(-1)^{j} \text { on }\left(x_{j-1}^{\delta \bullet} x_{j}^{\delta, \bullet}\right), \quad \text { for } j \in\{1, \ldots, n+1\}, \quad \text { and } \quad \text { free on }\left(x_{n+1}^{\delta, \bullet} x_{n+2}^{\delta, \bullet}\right) . \tag{3.5}
\end{equation*}
$$

For each $1 \leq j \leq n$, we define Ising interface $\eta_{j}^{\delta}$ starting from $x_{j}^{\delta}$. For each $r>0$, we define $T_{r}^{\delta}(j)$ to be the first time that when $\eta_{j}^{\delta}$ gets within Euclidean distance $r$ from the other marked points $\left\{x_{1}^{\delta}, \ldots, x_{j-1}^{\delta}, x_{j+1}^{\delta}, \ldots, x_{n}^{\delta}\right\}$ or the free boundary segment $\left(x_{n+1}^{\delta} x_{n+2}^{\delta}\right)$.

In order to describe the scaling limits of Ising interfaces under boundary conditions (3.5), we have to define the corresponding partition function $\mathcal{R}$. We define

$$
\mathcal{R}(\mathbb{H} ; \cdot):\left\{\left(x_{1}, \ldots, x_{n+2}\right) \in \mathbb{R}^{n+2}: x_{1}<\cdots<x_{n+2}\right\} \rightarrow \mathbb{R}
$$

as follows. If $n=2 m$ with $m \geq 1$, we define

$$
\begin{align*}
\mathcal{R}\left(\mathbb{H} ; x_{1}, \ldots, x_{2 m+2}\right)= & \left(x_{2 m+2}-x_{2 m+1}\right)^{-1 / 8} \times \prod_{k=1}^{2 m} \frac{1}{\sqrt{\left(x_{2 m+2}-x_{k}\right)\left(x_{2 m+1}-x_{k}\right)}} \\
& \times \sum_{\varpi \in \Pi_{m}} \operatorname{sgn}(\varpi) \prod_{\{a, b\} \in \varpi} \frac{\left(x_{2 m+1}-x_{a}\right)\left(x_{2 m+2}-x_{b}\right)+\left(x_{2 m+1}-x_{b}\right)\left(x_{2 m+2}-x_{a}\right)}{x_{b}-x_{a}}, \tag{3.6}
\end{align*}
$$

where $\Pi_{n}$ and $\operatorname{sgn}(\varpi)$ are defined before $(3.2$. If $n=2 m+1$ with $m \geq 0$, we define

$$
\begin{align*}
\mathcal{R}\left(\mathbb{H} ; x_{1}, \ldots, x_{2 m+3}\right)= & \left(x_{2 m+3}-x_{2 m+2}\right)^{3 / 8} \times \prod_{k=1}^{2 m+1} \frac{1}{\sqrt{\left(x_{2 m+2}-x_{k}\right)\left(x_{2 m+3}-x_{k}\right)}} \\
& \times \sum_{\varpi \in \Pi_{m+1}} \operatorname{sgn}(\varpi) \prod_{\substack{\{a, b\} \in \varpi \\
b \neq 2 m+2}} \frac{\left(x_{2 m+2}-x_{a}\right)\left(x_{2 m+3}-x_{b}\right)+\left(x_{2 m+2}-x_{b}\right)\left(x_{2 m+3}-x_{a}\right)}{x_{b}-x_{a}} . \tag{3.7}
\end{align*}
$$

We may extend the definition of $\mathcal{R}$ to general polygon $\left(\Omega ; x_{1}, \ldots, x_{n+2}\right)$ whose marked points $x_{1}, \ldots, x_{n+2}$ lie on sufficiently regular boundary segments ( $C^{1+\epsilon}$ for some $\epsilon>0$ ) as

$$
\begin{equation*}
\mathcal{R}\left(\Omega ; x_{1}, \ldots, x_{n+2}\right):=\prod_{j=1}^{n}\left|\varphi\left(x_{j}\right)\right|^{1 / 2} \times\left|\varphi\left(x_{n+1}\right)\right|^{1 / 16} \times\left|\varphi\left(x_{n+2}\right)\right|^{1 / 16} \times \mathcal{R}\left(\mathbb{H} ; \varphi\left(x_{1}\right), \ldots, \varphi\left(x_{n+2}\right)\right) \tag{3.8}
\end{equation*}
$$

where $\varphi$ is any conformal map from $\Omega$ onto $\mathbb{H}$ so that $-\infty<\varphi\left(x_{1}\right)<\cdots<\varphi\left(x_{n+2}\right)<\infty$. In particular, for a polygon $\left(\mathbb{D} ; \exp \left(2 \mathfrak{i} \theta^{1}\right), \ldots, \exp \left(2 \mathfrak{i} \theta^{n+2}\right)\right)$ with $\theta^{1}<\cdots<\theta^{n+2}<\theta^{1}+\pi$, we write

$$
\begin{equation*}
\mathcal{R}\left(\theta^{1}, \ldots, \theta^{n+2}\right)=\mathcal{R}\left(\mathbb{D} ; \exp \left(2 \mathfrak{i} \theta^{1}\right), \ldots, \exp \left(2 \mathfrak{i} \theta^{n+2}\right)\right) \tag{3.9}
\end{equation*}
$$

Then we have the following local convergence of a single interface:
Lemma 3.4. Fix a polygon $\left(\Omega ; x_{1}, \ldots, x_{n+2}\right)$. Let $\varphi$ be a conformal map from $\mathbb{D}$ onto $\Omega$ and write $\varphi^{-1}\left(x_{j}\right)=\exp \left(2 \mathfrak{i} \theta^{j}\right)$ with $\theta^{1}<\cdots<\theta^{n+2}<\theta^{1}+\pi$. Suppose that a sequence of discrete polygons $\left(\Omega^{\delta} ; x_{1}^{\delta}, \ldots, x_{n+2}^{\delta}\right)$ converges to $\left(\Omega ; x_{1}, \ldots, x_{n+2}\right)$ in the close-Carathéodory sense. Consider the Ising model on $\Omega^{\delta, \bullet}$ with boundary conditions (3.5). Fix $j \in\{1,2, \ldots, n\}$, let $\eta_{j}^{\delta}$ be the interface starting from $x_{j}^{\delta}$. Then for each $r>0$, the curve $\left(\eta_{j}^{\delta}(t), 0 \leq t \leq T_{r}^{\delta}(j)\right)$ converges weakly under the topology induced by (1.2) to the image under $\varphi$ of the Radial Loewner chain $\stackrel{\circ}{\eta}_{j}$ with the following driving function with the $\frac{2}{3}$-usual parameterization, up to the first time that the r-neighborhood of $\left\{x_{1}, \ldots, x_{j-1}, x_{j+1}, \ldots, x_{n}\right\} \cup\left(x_{n+1} x_{n+2}\right)$ is hit:

$$
\left\{\begin{array}{l}
\mathrm{d} \xi_{t}^{j}=\mathrm{d} B_{t}+\left(\partial_{j} \log \mathcal{R}\right)\left(V_{t}^{1}, \ldots, V_{t}^{j-1}, \xi_{t}^{j}, V_{t}^{j+1}, \ldots, V_{t}^{n+2}\right) \mathrm{d} t, \quad \xi_{0}^{j}=\theta^{j}  \tag{3.10}\\
\mathrm{~d} V_{t}^{k}=\frac{2}{3} \cot \left(V_{t}^{k}-\xi_{t}^{j}\right) \mathrm{d} t, \quad V_{0}^{k}=\theta^{k}, \text { for } k \in\{1,2, \ldots, n+2\} \backslash\{j\}
\end{array}\right.
$$

where $B$ is a standard Brownian motion and $\mathcal{R}$ is defined in (3.6)-(3.9).
Proof. This is a special case of Izy15, Theorem 3.1].

### 3.2.2 Convergence of Ising interfaces in annulus

Now, for $\delta>0$, we consider critical Ising model on a dual annular polygon $\left(\mathcal{A}^{\delta, \bullet} ; x_{1}^{\delta, \bullet}, \ldots, x_{2 N}^{\delta, \bullet}\right)$ with boundary conditions (1.1). Let $j \in\{1,2, \ldots, 2 N\}$. For each $r>0$, we define $T_{r}^{\delta}(j)$ to be the first time that when $\eta_{j}^{\delta}$ gets within Euclidean distance $r$ from the other marked points $\left\{x_{1}^{\delta}, \ldots, x_{j-1}^{\delta}, x_{j+1}^{\delta}, \ldots, x_{2 N}^{\delta}\right\}$ or the free inner boundary $\partial_{\mathrm{i}}^{\delta}$.

In order to describe the scaling limits of Ising interfaces under boundary conditions (1.1), we have to define the corresponding partition function $\mathcal{H}$. For $p>0$ and an annular polygon $\left(\mathbb{A}_{p} ; \exp \left(2 \mathfrak{i} \theta^{1}\right), \ldots, \exp \left(2 \mathfrak{i} \theta^{2 N}\right)\right)$ with $\theta^{1}<\cdots<\theta^{2 N}<\theta^{1}+\pi$, we write $x_{j}=\exp \left(2 \mathfrak{i} \theta^{j}\right)$ for $1 \leq j \leq 2 N$. We define

$$
\begin{align*}
\mathcal{H}\left(\mathbb{A}_{p} ; \theta^{1}, \ldots, \theta^{2 N}\right) & :=\operatorname{Pf}\left(\left(2 / \sqrt{x_{j} x_{k}}\right) \cdot \operatorname{cs}\left(\log \left(x_{j} / x_{k}\right)\right)\right)_{j, k=1}^{2 N} \\
& =\sum_{\varpi \in \Pi_{N}} \operatorname{sgn}(\varpi) \sum_{\{a, b\} \in \varpi}\left(2 / \sqrt{x_{a} x_{b}}\right) \cdot \operatorname{cs}\left(\log \left(x_{a} / x_{b}\right)\right), \tag{3.11}
\end{align*}
$$

where cs is the Jacobian elliptic function with half-periods $2 K=2 p$ and $2 K^{\prime}=2 \pi \mathfrak{i}$ (see e.g., AS92, Section 16.1]), and where $\Pi_{N}$ and $\operatorname{sgn}(\varpi)$ are defined before (3.2). Now consider a general annular polygon $\left(\mathcal{A} ; x_{1}, \ldots, x_{2 N}\right)$ with $\partial_{\mathrm{o}}=\partial \mathbb{D}$ and $x_{j}=\exp \left(2 \mathfrak{i} \theta^{j}\right)$ for $j \in\{1,2, \ldots, 2 N\}$ with $\theta^{1}<\cdots<\theta^{2 N}<\theta^{1}+\pi$. Suppose that $\mathcal{A}$ is conformally equivalent to some $\mathbb{A}_{p}$. We extend the definition of $\mathcal{H}$ via conformal image:

$$
\begin{equation*}
\mathcal{H}\left(\mathcal{A} ; \theta^{1}, \ldots, \theta^{2 N}\right):=\left(\prod_{j=1}^{2 N}\left|\varphi^{\prime}\left(x_{j}\right)\right|^{1 / 2}\right) \times \mathcal{H}\left(\mathbb{A}_{p} ; \tilde{\theta}^{1}, \ldots, \tilde{\theta}^{2 N}\right), \tag{3.12}
\end{equation*}
$$

where $\varphi$ is any conformal map from $\mathcal{A}$ onto $\mathbb{A}_{p}$ such that $\varphi(\partial \mathbb{D})=\partial \mathbb{D}$, and $\exp \left(2 \mathfrak{i} \tilde{\theta}_{j}\right)=\varphi\left(x_{j}\right)$ where $\tilde{\theta}^{1}<\cdots<\tilde{\theta}^{2 N}<\tilde{\theta}^{1}+\pi$. Then we have the following local convergence of a single interface:

Lemma 3.5. Assume the same setup as in Proposition 3.2. Let $\varphi$ be a conformal map from some $\mathbb{A}_{p}$ onto $\mathcal{A}$ and write $\varphi^{-1}\left(x_{j}\right)=\exp \left(2 i \theta^{j}\right)$ with $\theta^{1}<\cdots<\theta^{2 N}<\theta^{1}+\pi$. Fix $j \in\{1,2, \ldots, 2 N\}$. Then for each $r>0$, the curve $\left(\eta_{j}^{\delta}(t), 0 \leq t \leq T_{r}^{\delta}(j)\right)$ converges weakly under the topology induced by (1.2) to the image under $\varphi$ of the Radial Loewner chain $\grave{\eta}_{j}$ with the following driving function with the $\frac{2}{3}$-usual parameterization, up to the first time that the r-neighborhood of $\left\{x_{1}, \ldots, x_{j-1}, x_{j+1}, \ldots, x_{2 N}\right\} \cup \partial_{\mathrm{i}}$ is hit:

$$
\left\{\begin{array}{l}
\mathrm{d} \xi_{t}^{j}=\mathrm{d} B_{t}+\left(\partial_{j} \log \mathcal{H}\right)\left(\Lambda_{t}^{j} ; V_{t}^{1}, \ldots, V_{t}^{j-1}, \xi_{t}^{j}, V_{t}^{j+1}, \ldots, V_{t}^{2 N}\right) \mathrm{d} t, \quad \xi_{0}^{j}=\theta^{j},  \tag{3.13}\\
\mathrm{~d} V_{t}^{k}=\frac{2}{3} \cot \left(V_{t}^{k}-\xi_{t}^{j}\right) \mathrm{d} t, \quad V_{0}^{k}=\theta^{k}, \text { for } k \in\{1,2, \ldots, 2 N\} \backslash\{j\},
\end{array}\right.
$$

where $B$ is a standard Brownian motion, $\mathcal{H}$ is defined in (3.11)-(3.12) and $\Lambda_{t}^{j}:=g_{t}^{j}\left(\mathbb{A}_{p} \backslash \dot{\eta}_{j}([0, t])\right)$, and where $g_{t}^{j}$ is the radial Loewner map associated with $\eta_{j}$.

Proof. This is a special case of [CHI22, Corollary 1.5].

### 3.2.3 From local convergence to global convergence

The convergence of interfaces in Sections $3.2 .1+3.2 .2$ is local in the sense that we only consider initial segments of the interface $\eta_{j}^{\delta}$ restricted to a neighborhood of $x_{j}^{\delta}$. However, in order to prove Proposition 3.2, we need the convergence of the whole interface $\eta_{j}^{\delta}$. We follow the framework of [Kar19, Section 5].

Lemma 3.6. Assume the same setup as in Lemma 3.4. Then the curve $\eta_{j}^{\delta}$ converges weakly under the topology induced by $\left(\overline{1.2}\right.$ ) to the image under $\varphi$ of a continuous random curve $\dot{\eta}_{j}$ starting from $x_{j}$. Moreover, $\stackrel{\eta}{\eta}_{j}$ is a radial Loewner chain, when using $\frac{2}{3}$-usual parameterization, it has the driving function satisfying the SDEs (3.10), up to the first time $\partial \mathbb{D} \backslash\left\{x_{j}\right\}$ is hit.

Lemma 3.7. Assume the same setup as in Lemma 3.5. Then the curve $\eta_{j}^{\delta}$ converges weakly under the topology induced by (1.2) to the image under $\varphi$ of a continuous curve $\eta_{j}$ starting from $x_{j}$. Moreover, $\eta_{j}$ is a radial Loewner chain, when using $\frac{2}{3}$-usual parameterization, it has the driving function satisfying the SDEs (3.13), up to the first time $\partial \mathcal{A} \backslash\left\{x_{j}\right\}$ is hit.

Proof of Lemmas 3.6 and 3.7 . The proof is essentially the same as the proof of Kar19, Theorem 5.8 \& Proposition 6.1], with the following inputs:

- Local convergence of $\eta_{j}^{\delta}$ under boundary conditions (3.5) and (1.1) in Lemmas 3.4 and 3.5 , respectively, which corresponds to [Kar19, Assumption 5.1];
- RSW estimates and domain Markov property for Ising model, which correspond to Kar19, Assumption 5.6].


### 3.2.4 Proof of Proposition 3.2

With tightness in Lemma 3.3 and convergence of a single interface in Lemmas 3.6 and 3.7, we are ready to prove Proposition 3.2 .

Proof of Proposition 3.2. By Lemma 3.3 (also by coupling them into the same probability space), we may choose a subsequence $\delta_{n} \rightarrow 0$ such that $\left(\eta_{1}^{\delta_{n}}, \ldots, \eta_{2 N}^{\delta_{n}}\right)$ converges to $\left(\eta_{1}, \ldots, \eta_{2 N}\right)$ in metric (1.3) as $n \rightarrow \infty$, almost surely. We denote by $\tau$ the hitting time of $\partial \mathcal{A} \backslash\left\{x_{1}\right\}$ by $\eta_{1}$, and denote by $\tau_{n}$ the hitting time of $\partial \mathcal{A}^{\delta_{n}}$ by $\eta_{1}^{\delta_{n}}$. There are two cases considering the location of $\eta_{1}(\tau)$ (resp., $\eta_{1}^{\delta_{n}}\left(\tau_{n}\right)$ ):

- $\eta_{1}(\tau)=x_{k}$ (resp., $\eta_{1}^{\delta_{n}}\left(\tau_{n}\right)=x_{k}^{\delta_{n}}$ ) for some even $k$ and we denote by $\mathcal{A}_{L}$ and $\mathcal{A}_{R}$ (resp., $\mathcal{A}_{L}^{\delta_{n}}$ and $\mathcal{A}_{R}^{\delta_{n}}$ ) the connected components of $\mathcal{A} \backslash \eta_{1}$ (resp., $\mathcal{A}^{\delta_{n}} \backslash \eta_{1}^{\delta_{n}}$ ) that are on the left and right hand sides of $\eta_{1}$ (resp., $\eta_{1}^{\delta_{n}}$ ), respectively;
- $\eta_{1}(\tau) \in \partial_{\mathrm{i}}$ (resp., $\eta_{1}^{\delta_{n}}\left(\tau_{n}\right) \in \partial_{\mathrm{i}}^{\delta_{n}}$ ) and we denote by $x_{L}^{*}$ and $x_{R}^{*}$ (resp., $x_{L}^{\left(*, \delta_{n}\right)}$ and $x_{R}^{\left(*, \delta_{n}\right)}$ ) the primal ends of $\partial\left(\mathcal{A} \backslash \eta_{1}\right)$ (resp., $\partial\left(\mathcal{A}^{\delta_{n}} \backslash \eta_{1}^{\delta_{n}}\right)$ ) correspond to $\eta_{1}(\tau)$ (resp., $\left.\eta_{1}^{\delta_{n}}\left(\tau_{n}\right)\right)$ lying on the left and right hand sides of $\eta_{1}$ (resp., $\eta_{1}^{\delta_{n}}$ ), respectively.
Thanks to Lemmas 3.5 and 3.7, the law of $\eta_{1}$ is independent of the subsequence $\left\{\delta_{n}\right\}_{n \geq 1}$. It remains to show that
given $\eta_{1}$, the conditional law of $\left(\eta_{2}, \ldots, \eta_{2 N}\right)$ is also independent of the subsequence $\left\{\delta_{n}\right\}_{n \geq 1}$.
We proceed by induction on $N \geq 1$.
First, we consider the base case $N=1$. On the event $\left\{\eta_{1}(\tau)=x_{2}\right\}$, the curve $\eta_{2}$ is the time-reversal of $\eta_{1}$, so that the conditional law of $\eta_{2}$ given $\eta_{1}$ is independent of $\left\{\delta_{n}\right\}_{n \geq 1}$, as desired. On the event $\left\{\eta_{1}(\tau) \in \partial_{\mathrm{i}}\right\}$, without loss of generality, we may assume that $\eta_{1}^{\delta_{n}}\left(\tau_{n}\right) \in \partial_{\mathrm{i}}^{\delta_{n}}$ for all $n \geq 1$. Then one can proceed as in [zy22, Proof of Lemma 5.6] to show that the discrete polygons ( $\mathcal{A}^{\delta_{n}} \backslash \eta_{1}^{\delta_{n}} ; x_{2}^{\delta_{n}}, x_{L}^{\left(*, \delta_{n}\right)}, x_{R}^{\left(*, \delta_{n}\right)}$ ) converge almost surely to $\left(\mathcal{A} \backslash \eta_{1} ; x_{2}, x_{L}^{*}, x_{R}^{*}\right)$ in the close-Carathéodory sense. Thus, almost surely, there exist conformal maps $\varphi_{n}$ (resp., $\varphi$ ) from $\mathbb{D}$ onto $\mathcal{A}^{\delta_{n}} \backslash \eta_{1}^{\delta_{n}}$ (resp., $\mathcal{A} \backslash \eta_{1}$ ) such that, as $n \rightarrow \infty$, the maps $\varphi_{n}$ converge uniformly on compact subsets of $\mathbb{D}$ to $\varphi$ and we have $\left(\varphi_{n}\right)^{-1}\left(x_{2}^{\delta_{n}}\right) \rightarrow\left(\varphi^{-1}\right)\left(x_{2}\right)$, $\left(\varphi_{n}\right)^{-1}\left(x_{L}^{\left(*, \delta_{n}\right)}\right) \rightarrow\left(\varphi^{-1}\right)\left(x_{L}^{*}\right)$ and $\left(\varphi_{n}\right)^{-1}\left(x_{R}^{\left(*, \delta_{n}\right)}\right) \rightarrow\left(\varphi^{-1}\right)\left(x_{R}^{*}\right)$.
- On the one hand, thanks to the domain Markov property of Ising model, Lemmas 3.4 and 3.6, the law of $\left(\varphi_{n}\right)^{-1}\left(\eta_{2}^{\delta_{n}}\right)$ converges weakly under the topology induced by 1.3) to a limit that is independent of the subsequence $\left\{\delta_{n}\right\}_{n \geq 1}$.
- On the other hand, thanks to Kar18, Theorem 4.2] and the hypothesis that $\left(\eta_{1}^{\delta_{n}}, \eta_{2}^{\delta_{n}}\right)$ converges almost surely to $\left(\eta_{1}, \eta_{2}\right)$ in the metric (1.3), one can proceed as in BPW21, Proof of Lemma 4.7] to show that $\left(\varphi_{n}\right)^{-1}\left(\eta_{2}^{\delta_{n}}\right)$ converges weakly to $\varphi^{-1}\left(\eta_{2}\right)$ under the topology induced by 1.3).
Thus, on the event $\left\{\eta_{1}(\tau) \in \partial_{\mathrm{i}}\right\}$, the conditional law of $\eta_{2}$ given $\eta_{1}$ is independent of the subsequence $\left\{\delta_{n}\right\}_{n \geq 1}$. To sum up, (3.14) holds for the base case $N=1$.

Second, let us consider the case $N \geq 2$. We make the induction hypothesis that (3.14) holds for all $N^{\prime} \leq N-1$. We now consider the case $N$.

- On the event $\left\{\eta_{1}(\tau)=x_{k}\right\}$, without loss of generality, we may assume that $\eta_{1}^{\delta_{n}}$ hits $x_{k}^{\delta_{n}}$ for all $n \geq 1$. One can proceed as in Izy22, Proof of Lemma 5.6] to show that $\left(\mathcal{A}_{L}^{\delta_{n}} ; x_{k+1}^{\delta_{n}}, \ldots, x_{2 N}^{\delta_{n}}\right)$ (resp., $\left.\left(\mathcal{A}_{R}^{\delta_{n}} ; x_{2}^{\delta_{n}}, \ldots, x_{k-1}^{\delta_{n}}\right)\right)$ converges almost surely to $\left(\mathcal{A}_{L} ; x_{k+1}, \ldots, x_{2 N}\right)$ (resp., $\left.\left(\mathcal{A}_{R} ; x_{2}, \ldots, x_{k-1}\right)\right)$ in the close-Carathéodory sense. Then, thanks to the domain Markov property of Ising model, the induction hypothesis, and Proposition 3.1, one can proceed as in the case of $N=1$ to show that given $\eta_{1}$, on the event $\left\{\eta_{1}(\tau)=x_{k}\right\}$, the conditional law of $\left(\eta_{2}, \ldots, \eta_{k-1}, \eta_{k+1}, \ldots, \eta_{2 N}\right)$ is the independent product of $\mathbb{P}_{\text {Ising }}^{\left(\mathcal{A}_{L} ; x_{k+1}, \ldots, x_{2 N}\right)}$ and $\mathbb{P}_{\text {Ising }}^{\left(\mathcal{A}_{R} ; x_{2}, \ldots, x_{k-1}\right)}$ and in particular, is independent of the subsequence $\left\{\delta_{n}\right\}_{n \geq 1}$.
- On the event $\left\{\eta_{1}(\tau) \in \partial_{\mathrm{i}}\right\}$, one can proceed as in [Izy22, Proof of Lemma 5.6] to show that the discrete polygons $\left(\mathcal{A}^{\delta_{n}} \backslash \eta_{1}^{\delta_{n}} ; x_{2}^{\delta_{n}}, \ldots, x_{2 N}^{\delta_{n}}, x_{L}^{\left(*, \delta_{n}\right)}, x_{R}^{\left(*, \delta_{n}\right)}\right)$ converge almost surely to $\left(\mathcal{A} \backslash \eta_{1} ; x_{2}, \ldots, x_{2 N}, x_{L}^{*}, x_{R}^{*}\right)$ in the close-Carathéodory sense. Then, thanks to the domain Markov property of Ising model and Lemmas 3.4 and 3.6, one can proceed as in the case of $N=1$ to show that given $\eta_{1}$, on the event $\left\{\eta_{1}(\tau) \in \partial_{\mathrm{i}}\right\}$, the conditional law of $\left(\eta_{2}, \ldots, \eta_{2 N}\right)$ is also independent of $\left\{\delta_{n}\right\}_{n \geq 1}$.

To sum up, (3.14) also holds for the case $N$, as we set out to prove.

### 3.3 Proof of Theorem 1.1

In this section, we combine Propositions 3.1 and 3.2 with tools from Section 2 to show Theorem 1.1. We fix parameters

$$
\kappa=3, \quad a=\frac{2}{3}, \quad b=\frac{1}{2} .
$$

Fix $\theta^{1}<\cdots<\theta^{2 N}<\theta^{1}+\pi$ and write $\boldsymbol{\theta}=\left(\theta^{1}, \ldots, \theta^{2 N}\right)$. Denote $x_{j}=\exp \left(2 i \theta^{j}\right)$ for $1 \leq j \leq 2 N$ and write $\boldsymbol{x}=\left(x_{1}, \ldots, x_{2 N}\right)$.

- Recall that $\mathbb{P}_{\text {Ising }}^{(\mathbb{D} ; \boldsymbol{x})}$ in Proposition 3.1 denotes the limiting distribution of Ising interfaces in polygon $\left(\mathbb{D} ; x_{1}, \ldots, x_{2 N}\right)$.
- Recall that $\mathbb{P}_{\text {Ising }}^{\left(\mathbb{A}_{p} ; \boldsymbol{x}\right)}$ in Proposition 3.2 denotes the limiting distribution of Ising interfaces in annular polygon ( $\mathbb{A}_{p} ; x_{1}, \ldots, x_{2 N}$ ).

We denote

$$
E_{p}=\left\{\eta_{1}, \ldots, \eta_{2 N} \text { all hit } e^{-p} \mathbb{D}\right\} .
$$

Lemma 3.8. There exist two constants $c_{1}, c_{2}>0$ that only depend on $N$ so that

$$
\begin{equation*}
c_{1} \leq \frac{\mathbb{P}_{\text {Ising }}^{\left(\mathbb{A}_{p} ; \boldsymbol{x}\right)}\left[E_{p}\right]}{\mathbb{P}_{\text {Ising }}^{(\mathbb{D} ; \boldsymbol{x})}\left[E_{p}\right]} \leq c_{2} . \tag{3.15}
\end{equation*}
$$

We postpone the proof of Lemma 3.8 to the next section. Assuming Lemma 3.8, we are ready to prove Theorem 1.1. For $\delta>0$ and $r \in(0,1]$, let $\Gamma_{r}^{\delta}$ be a closed simple loop consisting of edges in $\delta \mathbb{Z}^{2}$ so that $\Gamma_{r}^{\delta}$ tends to $r \partial \mathbb{D}$ as $\delta$ tends to 0 in the Hausdorff metric. Let $\Lambda_{r}^{\delta}$ be the discrete annular domain with outer boundary $\Gamma_{1}^{\delta}$ and inner boundary $\Gamma_{r}^{\delta}$. From now on, we fix a choice of $\Gamma_{r}^{\delta}$ and hence $\Lambda_{r}^{\delta}$ for $\delta>0$ and $r \in(0,1)$.

Proof of (1.4). According to Theorem 1.2 and (3.4), there exists a constant $\tilde{C} \in(1, \infty)$ that may depend on $\boldsymbol{x}$ so that

$$
\begin{equation*}
\tilde{C}^{-1} \exp \left(-\frac{16 N^{2}-1}{24} p\right) \leq \mathbb{P}_{\text {Ising }}^{(\mathbb{D} ; \boldsymbol{x})}\left[\eta_{1}, \ldots, \eta_{2 N} \text { all hit } e^{-p} \mathbb{D}\right] \leq \tilde{C} \exp \left(-\frac{16 N^{2}-1}{24} p\right) \tag{3.16}
\end{equation*}
$$

Then (1.4) follows readily from Lemma 3.8 and (3.16).
Proof of (1.5). We will compare the following three measures:

- Recall that $\mathbb{P}_{\text {Ising } \mid p}^{\left(\mathcal{A}_{p} ; \boldsymbol{p}\right)}$ denotes the law of the limit $\left(\eta_{1}, \ldots, \eta_{2 N}\right)$ in Proposition 3.2 conditional on $E_{p}$.
- Recall that $\mathbb{P}_{\kappa=3 \mid *}^{(\boldsymbol{\theta})}$ denotes the law of $2 N$-sided radial $\mathrm{SLE}_{3}$ in polygon $\left(\mathbb{D} ; \exp \left(2 \mathfrak{i} \theta^{1}\right), \ldots, \exp \left(2 \mathrm{i} \theta^{2 N}\right)\right.$ ).
- Denote by $\mathbb{P}_{\text {Ising } \mid p}^{(\mathbb{D} ; \boldsymbol{x})}$ the law of $\left(\eta_{1}, \ldots, \eta_{2 N}\right)$ under $\mathbb{P}_{\text {Ising }}^{(\mathbb{D} ; \boldsymbol{x})}$ in Proposition 3.1 conditional on $E_{p}$.

We parameterize $\boldsymbol{\eta}=\left(\eta_{1}, \ldots, \eta_{2 N}\right)$ by $\frac{2}{3}$-common parameterization and denote by $\left(\mathcal{F}_{t}, t \geq 0\right)$ the filtration generated by $(\boldsymbol{\eta}(t), t \geq 0)$. Fix any $s>0$, when all three measures are restricted to $\mathcal{F}_{s}$, the total variation distances go to zero as $p \rightarrow \infty$ :

$$
\begin{align*}
& \lim _{p \rightarrow \infty} \operatorname{dist}_{T V}\left(\mathbb{P}_{\text {Ising } \mid p}^{(\mathbb{D} ; \boldsymbol{x})}\left[\left.\cdot\right|_{\mathcal{F}_{s}}\right], \mathbb{P}_{\kappa=3 \mid *}^{(\boldsymbol{\theta})}\left[\cdot \mid \mathcal{F}_{s}\right]\right)=0 ;  \tag{3.17}\\
& \lim _{p \rightarrow \infty} \operatorname{dist}_{T V}\left(\mathbb{P}_{\text {Ising } \mid p}^{\left(\mathcal{A}_{p} ; \boldsymbol{x}\right)}\left[\left.\cdot\right|_{\left.\mathcal{F}_{s}\right]}\right], \mathbb{P}_{\text {Ising } \mid p}^{(\mathbb{D} ; \boldsymbol{x})}\left[\left.\cdot\right|_{\mathcal{F}_{s}}\right]\right)=0 . \tag{3.18}
\end{align*}
$$

The conclusion follows from these two convergences. The convergence in (3.17) follows from Corollary 1.4 and (3.4). To show the convergence in (3.18), it suffices to show that

$$
\begin{equation*}
\lim _{p \rightarrow \infty} \sup _{E \in \mathcal{F}_{s}}\left|\frac{\mathbb{P}_{\text {Ising }}^{\left(\mathbb{A}_{p} ; \boldsymbol{x}\right)}\left[E \cap E_{p}\right]}{\mathbb{P}_{\text {Ising }}^{\left(\mathbb{A}_{p} ; \boldsymbol{x}\right)}\left[E_{p}\right]}-\frac{\mathbb{P}_{\text {Ising }}^{(\mathbb{D} ; \boldsymbol{x})}\left[E \cap E_{p}\right]}{\mathbb{P}_{\text {Ising }}^{(\mathbb{D} ; \boldsymbol{x})}\left[E_{p}\right]}\right|=0 . \tag{3.19}
\end{equation*}
$$

Now let us prove (3.19).

- On the one hand, let $\left(\mathcal{A}^{\delta} ; x_{1}^{\delta}, \ldots, x_{2 N}^{\delta}\right)$ be a sequence of discrete annular polygons so that $\left(x_{j}^{\delta} x_{j+1}^{\delta}\right)$ converges to $\left(x_{j} x_{j+1}\right)$ for each $j$ under the Hausdorff distance and that $\mathcal{A}^{\delta}=\Lambda_{e^{-p}}^{\delta}$. Let $\mathcal{A}^{\delta \bullet \bullet}$ be the dual graph of $\mathcal{A}^{\delta}$ and define $x_{j}^{\delta \bullet \bullet}$ to be a vertex in $\left(\delta \mathbb{Z}^{2}\right)^{\bullet}$ that is nearest to $x_{j}^{\delta}$ for $1 \leq j \leq 2 N$. Denote by $\mathbb{P}_{\mathcal{A}}^{\delta}$ the Ising measure on $\mathcal{A}^{\delta, \bullet}$ with boundary conditions (1.1). Then, according to Proposition 3.2, the law of the collection of Ising interfaces $\left(\eta_{1}^{\delta}, \ldots, \eta_{2 N}^{\delta}\right)$ under $\mathbb{P}_{\mathcal{A}}^{\delta}$ converges weakly to $\mathbb{P}_{\text {Ising }}^{\left(\mathbb{A}_{p} ; \boldsymbol{x}\right)}$ as $\delta \rightarrow 0$ under the topology induced by (1.3).
- On the other hand, denote by $\Omega^{\delta}$ the simply connected subgraph of $\delta \mathbb{Z}^{2}$ induced by the vertices lying on or enclosed by the outer boundary of $\mathcal{A}^{\delta}$. Let $\Omega^{\delta, \bullet}$ be the dual graph of $\Omega^{\delta}$ and define $x_{j}^{\delta \bullet}$ to be a vertex in $\left(\delta \mathbb{Z}^{2}\right)^{\bullet}$ that is nearest to $x_{j}^{\delta}$ for $1 \leq j \leq 2 N$. Denote by $\mathbb{P}_{\Omega}^{\delta}$ the Ising measure on $\Omega^{\delta, \bullet}$ with boundary conditions (3.1). According to Proposition 3.1, the law of the collection of Ising interfaces $\left(\eta_{1}^{\delta}, \ldots, \eta_{2 N}^{\delta}\right)$ under $\mathbb{P}_{\Omega}^{\delta}$ converges weakly to $\mathbb{P}_{\text {Ising }}^{(\mathbb{D} ; \boldsymbol{x})}$ as $\delta \rightarrow 0$ under the topology induced by (1.3).

We denote

$$
E_{p}^{\delta}=\left\{\eta_{1}^{\delta}, \ldots, \eta_{2 N}^{\delta} \text { all hit } \Gamma_{e^{-p}}^{\delta}\right\}
$$

Thanks to Lemma 3.9 below (proven in Section 3.4), in the discrete, there exist constants $c_{3}, c_{4}>0$ that depend only on $\boldsymbol{x}$ so that for any $r \in\left(e^{-p}, 1\right)$, small enough $\delta>0$ and any event $E^{\delta}$ depends on status inside $\Lambda_{r}^{\delta}$, we have

$$
\begin{equation*}
\left|\mathbb{P}_{\mathcal{A}}^{\delta}\left[E^{\delta} \mid E_{p}^{\delta}\right]-\mathbb{P}_{\Omega}^{\delta}\left[E^{\delta} \mid E_{p}^{\delta}\right]\right| \leq c_{3}\left(\frac{e^{-p}}{r}\right)^{c_{4}} . \tag{3.20}
\end{equation*}
$$

According to Koebe's $\frac{1}{4}$ theorem and the definition of $\frac{2}{3}$-common parameterization, we have

$$
\begin{equation*}
\operatorname{dist}\left(0, \eta_{j}[0, s]\right) \geq \frac{1}{4} e^{-\frac{4 N s}{3}}, \quad \forall 1 \leq j \leq 2 N . \tag{3.21}
\end{equation*}
$$

Combining convergence of discrete interfaces with (3.20)-(3.21), we have that for $E \in \mathcal{F}_{s}$,

$$
\left|\frac{\mathbb{P}_{\text {Ising }}^{\left(\mathbb{A}_{p} ; \boldsymbol{x}\right)}\left[E \cap E_{p}\right]}{\mathbb{P}_{\text {Ising }}^{\left(A_{p} ; \boldsymbol{x}\right)}\left[E_{p}\right]}-\frac{\mathbb{P}_{\text {Ising }}^{(\mathbb{D} ; \boldsymbol{x})}\left[E \cap E_{p}\right]}{\mathbb{P}_{\text {Ising }}^{(\mathbb{D} ; \boldsymbol{x})}\left[E_{p}\right]}\right| \leq c_{3}\left(4 e^{-p+\frac{4 N s}{3}}\right)^{c_{4}} .
$$

This proves (3.19) and completes the proof of (1.5).

Lemma 3.9. Let $\mathbb{P}_{\mathcal{A}}^{\mathcal{\delta}}, \mathbb{P}_{\Omega}^{\delta}$ and $E_{p}^{\boldsymbol{\delta}}$ be as in the proof of 1.5 . Then there exist two constants $c_{3}, c_{4}>0$ that depend only on $\boldsymbol{x}$ so that for any $r \in\left(e^{-p}, 1\right)$ and any small enough $\delta>0$, there exist a coupling $\hat{\mathbb{P}}^{\delta}$ of two conditional measures $\mathbb{P}_{\mathcal{A}}^{\delta}\left[\cdot \mid E_{p}\right], \mathbb{P}_{\Omega}^{\delta}\left[\cdot \mid E_{p}\right]$ and an event $\mathcal{O}_{r}^{\delta}$ so that

$$
\hat{\mathbb{P}}^{\delta}\left[\mathcal{O}_{r}^{\delta}\right] \geq 1-c_{3}\left(\frac{e^{-p}}{r}\right)^{c_{4}}
$$

and that if $\mathcal{O}_{r}^{\delta}$ happens, then status of vertices in $\Lambda_{r}^{\delta}$ are the same under both measures $\mathbb{P}_{\mathcal{A}}^{\delta}\left[\cdot \mid E_{p}\right]$ and $\mathbb{P}_{\Omega}^{\delta}\left[\cdot \mid E_{p}\right]$. In particular, for any event $E^{\delta}$ depending on the status of vertices inside $\Lambda_{r}^{\delta}$, we have (3.20).
Proof of (1.7). This is immediate from (1.5) because $\nu_{\text {Ising } \mid p}^{(\boldsymbol{\theta})}$ is the induced measure on the driving function $\left(\boldsymbol{\theta}_{t}, t \geq 0\right)$ under $\mathbb{P}_{\text {Ising } \mid p}^{(\mathbb{D} ; \boldsymbol{x})}$ and $\nu_{\kappa=3 \mid *}^{(\boldsymbol{\theta})}$ is the induced measure on the driving function under $\mathbb{P}_{\kappa=3 \mid * *}^{(\boldsymbol{\theta})}$.

### 3.4 Proof of Lemmas 3.8 and 3.9

The goal of this section is to prove Lemmas 3.8 and 3.9. We first collect some properties of critical Ising model that we will use: a strong RSW estimates Lemma 3.10, spatial mixing property Lemma 3.11 and well-separatedness of arm events Lemma 3.12.

A discrete topological rectangle $(\Omega ; a, b, c, d)$ is a discrete polygon with 4 marked points. We denote by $\mathrm{d}_{\Omega}((a b),(c d))$ the discrete extremal distance between $(a b)$ and $(c d)$ in $\Omega$; see [Che16, Section 6]. The discrete extremal distance is uniformly comparable to its continuous counterpart-the classical extremal distance. The topological rectangle ( $\Omega ; a, b, c, d$ ) is crossed by $\oplus$ in an Ising configuration if there exists a path of $\oplus$ connecting $(a b)$ to $(c d)$ in $\Omega$. We denote this event by $\{(a b) \stackrel{\oplus}{\longleftrightarrow}(c d)\}$. We will use the following strong RSW estimate.

Lemma 3.10. [CDCH16, Corollary 1.7] For each $L>0$, there exists $c(L)>0$ such that the following holds: for any discrete topological rectangle $(\Omega ; a, b, c, d)$ with $\mathrm{d}_{\Omega}((a b),(c d)) \leq L$, we have

$$
\mu_{\beta_{c}, \Omega}^{\mathrm{mixed}}[(a b) \xrightarrow{\oplus}(c d)] \geq c(L),
$$

where the boundary conditions are free on $(a b) \cup(c d)$ and $\ominus$ on $(b c) \cup(d a)$.
With Lemma 3.10, it is immediate to prove Lemma 3.9
Proof of Lemma 3.9. This can be proved in the same way as the proof of GPS13, Proposition 3.1] for percolation model, with RSW estimate for critical percolation model replaced by the RSW estimates Lemma 3.10 for critical Ising model.

Lemma 3.11. There exist universal constants $c_{5}, c_{6}>0$ such that for any $0<r_{1}<r_{2}<1$, any boundary conditions $\tau, \xi$ such that $\tau=\xi$ on $\Gamma_{1}^{\delta}$, and any event $E$ depending on the status of vertices in $\Lambda_{r_{2}}^{\delta}$, we have the following estimate for all $\delta>0$ small enough:

$$
\left|1-\frac{\mu_{\beta_{c}, \Lambda_{r_{1}}^{\delta}}^{\tau}[E]}{\mu_{\beta_{c}, \Lambda_{r_{1}}^{\delta}}^{\xi}[E]}\right| \leq c_{5}\left(\frac{r_{1}}{r_{2}}\right)^{c_{6}} .
$$

Proof. The proof is essentially the same as that of [DCHN11, Proposition 5.11].
We now introduce arm events and well-separated arm events, which are important for the proof of Lemma 3.8. Fix $0<r_{1}<r_{2} \leq 1$ and consider the discrete annular domain $\Lambda_{r_{1}}^{\delta} \backslash \Lambda_{r_{2}}^{\delta}$. A simple path of $\oplus$ or of $\ominus$ connecting $\Gamma_{r_{2}}^{\delta}$ to $\Gamma_{r_{1}}^{\delta}$ is called an arm. We define $\mathcal{C}_{\delta}\left(r_{1}, r_{2}\right)$ to be the event that there are $2 N$ disjoint arms $\left(\gamma_{j}^{\delta}\right)_{1 \leq j \leq 2 N}$ connecting $\Gamma_{r_{2}}^{\delta}$ to $\Gamma_{r_{1}}^{\delta}$ in the discrete annular domain $\Lambda_{r_{1}}^{\delta} \backslash \Lambda_{r_{2}}^{\delta}$ with alternating spins $\oplus / \ominus / \cdots / \oplus / \ominus$, where $\left(\gamma_{j}^{\delta}\right)_{1 \leq j \leq 2 N}$ are in counterclockwise order.

A landing sequence $\left(I_{j}\right)_{1 \leq j \leq 2 N}$ is a sequence of disjoint subintervals on $\partial \mathbb{D}$ in counterclockwise order. We denote by $z\left(I_{j}\right)$ the center of $I_{j}$. We say $\left(I_{j}\right)_{1 \leq j \leq 2 N}$ is $\epsilon$-separated if:
(1): the intervals are at distance at least $2 \epsilon$ from each other;
(2): for each $I_{j}$, the length of $I_{j}$ is at least $2 \epsilon$.

We let $\omega_{j}=\oplus$ if $j$ is odd and $\omega_{j}=\ominus$ if $j$ is even. Given two $\epsilon$-separated landing sequences $\left(I_{j}\right)_{1 \leq j \leq 2 N}$ and $\left(I_{j}^{\prime}\right)_{1 \leq j \leq 2 N}$. We say that the arms $\left(\gamma_{k}^{\delta}\right)_{1 \leq j \leq 2 N}$ are $\epsilon$-well-separated with landing sequence $\left(I_{j}\right)_{1 \leq j \leq 2 N}$ on $\Gamma_{r_{2}}^{\delta}$ and landing sequence $\left(I_{j}^{\prime}\right)_{1 \leq j \leq 2 N}$ on $\Gamma_{r_{1}}^{\delta}$ with alternating spins if:
(1): for each $j$, the arm $\gamma_{j}^{\delta}$ connects $r_{2} I_{j}$ to $r_{1} I_{j}^{\prime}$;
(2): for each $j$, the arm $\gamma_{j}^{\delta}$ can be $\omega_{j}$-connected to distance $\epsilon r_{1}$ of $\Gamma_{r_{1}}^{\delta}$ inside

$$
\left\{z=r z^{\prime}: z^{\prime} \in I_{j}^{\prime}, r \in\left(r_{1}-\epsilon r_{1}, r_{1}+\epsilon r_{1}\right)\right\} ;
$$

(3): for each $j$, the arm $\gamma_{j}^{\delta}$ can be $\omega_{j}$-connected to distance $\epsilon r_{2}$ of $\Gamma_{r_{2}}^{\delta}$ inside

$$
\left\{z=r z^{\prime}: z^{\prime} \in I_{j}, r \in\left(r_{2}-\epsilon r_{2}, r_{2}+\epsilon r_{2}\right)\right\} .
$$

We denote this event by $\mathcal{C}_{\delta}^{I / I^{\prime}}\left(r_{1}, r_{2} ; \epsilon\right)$.
Lemma 3.12. Fix $\epsilon>0$. There exist two constants $c_{7}, c_{8}>0$ that only depend on $\epsilon$ and $N$ so that for any two $\epsilon$-separated landing sequences $\left(I_{j}\right)_{1 \leq j \leq 2 N},\left(I_{j}^{\prime}\right)_{1 \leq j \leq 2 N}$, for any $0<2 r_{0}<r_{1}<r_{2}<r_{3} / 2$ and for any boundary condition $\tau$ on $\Gamma_{r_{0}} \cup \Gamma_{r_{3}}$, we have the following estimate for all $\delta>0$ small enough:

$$
c_{7} \leq \frac{\mu_{\beta_{c}, \Lambda_{r_{0}} \backslash \Lambda_{r_{3}}^{\delta}}^{\tau}\left[\mathcal{C}_{\delta}\left(r_{1}, r_{2}\right)\right]}{\mu_{\beta_{c}, \Lambda_{r_{0}} \backslash \Lambda_{r_{3}}^{\delta}}^{\tau}\left[\mathcal{C}_{\delta}^{I / I^{\prime}}\left(r_{1}, r_{2} ; \epsilon\right)\right]} \leq c_{8} .
$$

Proof. The proof is exactly the same as the proof of [CDCH16, Proposition 5.6]. The key ingredient is the RSW estimates Lemma 3.10.

From now on, we fix a $\frac{1}{8 N}$-separated landing sequence $\left(I_{j}\right)_{1 \leq j \leq 2 N}$ and write $\mathcal{C}_{\delta}^{I}\left(r_{1}, r_{2}\right):=\mathcal{C}_{\delta}^{I / I}\left(r_{1}, r_{2} ; \frac{1}{8 N}\right)$. For fixed $r \in(0,1)$, we let $\left(R_{j}^{r}\right)_{1 \leq j \leq 2 N}$ be $2 N$ disjoint topological rectangles (that is, polygons with four marked points) in $\{z: r<|z|<1\}$ so that for each $j$,

$$
R_{j}^{r} \cap\left\{z: r<|z|<\left(1+\frac{1}{8 N}\right) r\right\}=\left\{z=r^{\prime} z^{\prime}: z^{\prime} \in I_{j}, r^{\prime} \in\left(r,\left(1+\frac{1}{8 N}\right) r\right)\right\}
$$

and that there are 2 sides of $R_{j}^{r}$ lying on $\left(x_{j}, x_{j+1}\right)$ and $r I_{j}$, respectively. Now we are ready to prove Lemma 3.8 .

Proof of Lemma 3.8. We adopt the same notations as in the proof of (1.5). We denote

$$
E_{p}^{\delta}=\left\{\eta_{1}^{\delta}, \ldots, \eta_{2 N}^{\delta} \text { all hit } \Gamma_{e^{-p}}^{\delta}\right\} .
$$

According to the convergence of discrete interfaces under $\mathbb{P}_{\mathcal{A}}^{\delta}$ and $\mathbb{P}_{\Omega}^{\delta}$, we have

$$
\begin{equation*}
\lim _{\delta \rightarrow 0} \mathbb{P}_{\mathcal{A}}^{\delta}\left[E_{p}^{\delta}\right]=\mathbb{P}_{\text {Ising }}^{\left(\mathbb{A}_{p} ; \boldsymbol{x}\right)}\left[E_{p}\right], \quad \lim _{\delta \rightarrow 0} \mathbb{P}_{\Omega}^{\delta}\left[E_{p}^{\delta}\right]=\mathbb{P}_{\text {Ising }}^{(\mathbb{D} ; \boldsymbol{x})}\left[E_{p}\right] . \tag{3.22}
\end{equation*}
$$

Now let us compare $\mathbb{P}_{\mathcal{A}}^{\delta}\left[E_{p}^{\delta}\right]$ and $\mathbb{P}_{\Omega}^{\delta}\left[E_{p}^{\delta}\right]$ in the discrete.
First, we choose $C>1$ so that for constants $c_{5}$ and $c_{6}$ in Lemma 3.11, we have

$$
\begin{equation*}
c_{5}\left(\frac{1}{C}\right)^{c_{6}} \leq \frac{1}{2} . \tag{3.23}
\end{equation*}
$$

Without loss of generality, We may assume that $p$ is large enough so that $C e^{-p}<\frac{1}{100}$. From Lemma 3.11. when $\delta>0$ is small enough, we have

$$
\begin{equation*}
1 / 2 \leq 1-c_{5} C_{p}^{-c_{6}} \leq \frac{\mathbb{P}_{\mathcal{A}}^{\delta}\left[\eta_{1}^{\delta}, \ldots, \eta_{2 N}^{\delta} \text { all hit } \Gamma_{C e^{-p}}^{\delta}\right]}{\mathbb{P}_{\Omega}^{\delta}\left[\eta_{1}^{\delta}, \ldots, \eta_{2 N}^{\delta} \text { all hit } \Gamma_{C e^{-p}}^{\delta}\right]} \leq 1+c_{5} C_{p}^{-c_{6}} \leq 3 / 2 . \tag{3.24}
\end{equation*}
$$

Second, we prove that there exists a constant $c_{9}>0$ that depends only on $N$ and $C$ in (3.23) so that

$$
\begin{align*}
& 1 \leq \frac{\mathbb{P}_{\mathcal{A}}^{\delta}\left[\eta_{1}^{\delta}, \ldots, \eta_{2 N}^{\delta} \text { all hit } \Gamma_{C e^{-p}}^{\delta}\right]}{\mathbb{P}_{\mathcal{A}}^{\delta}\left[\eta_{1}^{\delta}, \ldots, \eta_{2 N}^{\delta} \text { all hit } \Gamma_{e^{-p}}^{\delta}\right]} \leq c_{9},  \tag{3.25}\\
& 1 \leq \frac{\mathbb{P}_{\Omega}^{\delta}\left[\eta_{1}^{\delta}, \ldots, \eta_{2 N}^{\delta} \text { all hit } \Gamma_{C e^{-p}}^{\delta}\right]}{\mathbb{P}_{\Omega}^{\delta}\left[\eta_{1}^{\delta}, \ldots, \eta_{2 N}^{\delta} \text { all hit } \Gamma_{e^{-p}}^{\delta}\right]} \leq c_{9} . \tag{3.26}
\end{align*}
$$

The left hand sides follow immediately from the fact that $C>1$. Now let us prove right hand sides. Note that

$$
\begin{align*}
\mathbb{P}_{\mathcal{A}}^{\delta}\left[\eta_{1}^{\delta}, \ldots, \eta_{2 N}^{\delta} \text { all hit } \Gamma_{C e^{-p}}^{\delta}\right] & =\mathbb{P}_{\mathcal{A}}^{\delta}\left[\mathcal{C}_{\delta}\left(C e^{-p}, 1\right)\right] \\
& \leq \mathbb{P}_{\mathcal{A}}^{\delta}\left[\mathcal{C}_{\delta}\left(C e^{-p}, \frac{1}{10}\right)\right] \\
& \leq c_{8} \mathbb{P}_{\mathcal{A}}^{\delta}\left[\mathcal{C}_{\delta}^{I}\left(C e^{-p}, \frac{1}{10}\right)\right] \tag{3.27}
\end{align*}
$$

where the last inequality is due to Lemma 3.12. Conditional on the event $\mathcal{C}_{\delta}^{I}\left(C e^{-p}, \frac{1}{10}\right)$, for each $j$, denote by $\operatorname{Cross}_{j}^{(1)}$ the event that there exist 2 paths with spin $\omega_{j}$ so that one path connects $\frac{1}{10} I_{j}$ to $\partial \mathbb{D}$ inside $R_{j}^{\frac{1}{10}}$ and that the other path connectes $\left\{z=r z_{1}(j): r \in\left(\frac{1}{10}, \frac{1}{10}\left(1+\frac{1}{8 N}\right)\right)\right\}$ to $\left\{z=r z_{2}(j): r \in\left(\frac{1}{10}, \frac{1}{10}\left(1+\frac{1}{8 N}\right)\right)\right\}$ inside

$$
\left\{z=r z^{\prime}: z^{\prime} \in I_{j}, r \in\left(\frac{1}{10}, \frac{1}{10}\left(1+\frac{1}{8 N}\right)\right)\right\}
$$

where $z_{1}(j), z_{2}(j)$ are two end points of $I_{j}$. Conditional on the event $\mathcal{C}_{\delta}^{I}\left(C e^{-p}, \frac{1}{10}\right)$, for each $j$, denote by $\operatorname{Cross}_{j}^{(2)}$ the event that there exist 2 paths with spin $\omega_{j}$ so that one path connects $C e^{-p} I_{k}$ to $e^{-p} I_{k}$ inside $\left\{z=r z^{\prime}: z \in I_{k}, r \in\left(e^{-p}, C e^{-p}\right)\right\}$ and that the other path connects $\left\{z=r z_{1}(j): r \in\left(C e^{-p}(1-\right.\right.$ $\left.\left.\left.\frac{1}{8 N}\right), C e^{-p}\right)\right\}$ to $\left\{z=r z_{2}(j): r \in\left(C e^{-p}\left(1-\frac{1}{8 N}\right), C e^{-p}\right)\right\}$ inside

$$
\left\{z=r z^{\prime}: z^{\prime} \in I_{j}, r \in\left(C e^{-p}\left(1-\frac{1}{8 N}\right), C e^{-p}\right)\right\}
$$

Note that

$$
\begin{equation*}
\mathcal{C}_{\delta}^{I}\left(C e^{-p}, \frac{1}{10}\right) \bigcap\left(\bigcap_{j=1}^{2 N}\left(\operatorname{Cross}_{j}^{(1)} \cap \operatorname{Cross}_{j}^{(2)}\right)\right) \subseteq \mathcal{C}_{\delta}\left(e^{-p}, 1\right) \tag{3.28}
\end{equation*}
$$

Thanks to FKG inequality and RSW estimates for Ising model, we find a universal constant $c>0$ so that the conditional probability

$$
\begin{equation*}
\mathbb{P}_{\mathcal{A}}^{\delta}\left[\bigcap_{j=1}^{2 N}\left(\operatorname{Cross}_{j}^{(1)} \cap \operatorname{Cross}_{j}^{(2)}\right) \left\lvert\, \mathcal{C}_{\delta}^{I}\left(C e^{-p}, \frac{1}{10}\right)\right.\right] \geq c . \tag{3.29}
\end{equation*}
$$

Combining (3.27)-(3.29), we obtain the right hand side of (3.25). Similarly, we can obtain the right hand side of (3.26). Thus, we obatin (3.25) and (3.26).

Combining (3.24)-(3.26) with (3.22), we obtain (3.15) and complete the proof.
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